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1 Introduction

In this paper, we address the problem of computing a special class of observables in four-
dimensional N = 2 and N = 4 superconformal Yang-Mills theories (SYM) for an arbitrary
’t Hooft coupling λ = g2

YMN . A distinguished feature of these observables (denoted as
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F`(g)) is that they can be expressed in terms of determinants of a certain semi-infinite
matrix

exp
(
F`(g)

)
= det

(
δnm −Knm(g, `)

)∣∣∣
1≤n,m<∞

, g =
√
λ

4π . (1.1)

The semi-infinite matrix Knm carries information about the dynamics of the underlying
gauge theory. In addition to the coupling g it may depend on other (“kinematical”) pa-
rameters such as a non-negative integer ` to be specified below.

The derivation of the representation (1.1) is rather non-trivial and relies on different
techniques — integrability [1] (in the case of four-point correlation function in planar N = 4
SYM) and localization [2, 3] (in the case of leading non-planar correction to N = 2 free
energy on S4).

In planar N = 4 SYM theory, the function F`(g) defines the four-point correlation
function of infinitely heavy half-BPS operators [4–13]. The determinant expression (1.1)
arises in conjectured representation of this correlation function in terms of an effective two-
dimensional integrable theory corresponding to the dual string world-sheet model according
to the planar AdS/CFT correspondence [14–17].

In N = 2 superconformal models that are planar-equivalent to N = 4 SYM (in par-
ticular, in some SU(N) models with matter in the fundamental, rank-two symmetric or
antisymmetric representations) F`(g) stands for the leading non-planar correction to free
energy on S4 [18–21]. The localization technique allows one to express it in terms of a ma-
trix model integral whose evaluation (to leading non-planar order) leads to the determinant
representation (1.1) (see appendix A for details).

There is a priori no reason why the semi-infinite matrices in (1.1) corresponding to
these different observables in the two different theories should be related to each other in a
simple way. It is therefore surprising that in both cases the matrix Knm turns out to have
essentially the same, universal form. Its matrix elements are given by integrals involving
the product of two Bessel functions with indices of the same parity

Knm(g, `) = 2(−1)n+m
√

(2n+ `− 1)(2m+ `− 1)
∫ ∞

0

dx

x
J2n+`−1(x) J2m+`−1(x)χ

(
x

2g

)
.

(1.2)

The dependence of Knm on the coupling constant g enters through a function χ, con-
ventionally called the symbol of the matrix K. As we will explain below, the value of
a non-negative integer number ` and the explicit form of the function χ(x) depend on a
choice of a particular observable.

It is remarkable that the same matrix (1.2) has previously appeared in a completely
different area of mathematical physics and mathematical analysis. Namely, for ` = 0 and
for the special choice of the function χ(x) = θ(1− x), the determinant (1.1) describes the
level spacing distributions in the Laguerre ensemble in random matrix theory [22, 23]. More
precisely, the function exp(F`=0(g)) gives the probability that there are no eigenvalues on
the interval [0, g2]. This function has a number of interesting properties and can be found
exactly in terms of a Painlevé transcendent [24].
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It is convenient to think about the semi-infinite matrix Knm as representing a certain
integral operator B` on a space spanned by basis functions, B` ψm(t) = Knmψn(t) (see
appendix B for details). In mathematical literature, this operator is known as a truncated
(or finite temperature) Bessel operator [25]. The function (1.1) is then a Fredholm de-
terminant of this operator, det(1 − B`). Such an identification proves to be very useful
because it allows us to study the observable (1.1) using powerful methods developed in the
literature (for reviews see [26–29]).

Applications. In the application to superconformal gauge theories, the relations (1.1)
and (1.2) provide a concise representation of the observable F`(g) that is valid for an
arbitrary ’t Hooft coupling. In this paper, we exploit this representation to evaluate F`(g)
at both weak and strong coupling and, then, study a transition between the two regimes.
A detailed discussion of F`(g) in (1.1) in N = 2 superconformal theories is presented below
in section 4. Each observable (1.1) corresponds to a specific choice of the non-negative
integer ` and the function χ(x). We will encounter three different examples of the choices
of ` and χ(x).

The first example corresponds to

χBES(x) = 2
1− ex = 1− coth (x/2) . (1.3)

For ` = 0 the resulting semi-infinite matrix (1.2) governs the cusp anomalous dimension in
planar N = 4 SYM through the BES equation [30].1

The second example comes from the study of four-point correlation functions of half-
BPS operators in planar N = 4 SYM. In the limit, when the R-charge of the operators
becomes infinitely large, this correlation function factorizes into a product of two building
blocks, the octagons [4, 5]. They depend on the kinematical variables y and ξ which
are expressed in terms of the two cross-ratios built out of the coordinates of the four
operators2 as well nonnegative integer `, the so-called bridge length. This parameter defines
the smallest number of scalar propagators stretched between the four operators at zero
coupling. Its value depends on the choice of polarizations of the operators. For the so-
called “simplest” correlation function, the scalar propagators connect the four operators in
a sequential (and not pairwise) manner. In this case, the octagon is given by (1.1) and (1.2)
with ` = 0 and

χoct(x) = cosh y + cosh ξ
cosh y + cosh

√
x2 + ξ2 . (1.4)

The properties of the octagon for arbitrary y and ξ have been studied in refs. [7, 9–12]. For
our purposes it will be sufficient to consider the special kinematical configuration y = ξ = 0,
in which case

χoct(x) = 2
1 + cosh x . (1.5)

1More precisely, in addition to (1.2) the BES equation also involves semi-infinite matrices of the same
form as (1.2) but with the product of Bessel functions that have indices of different parity. We do not
consider these latter matrices in this paper.

2Explicitly, u = x2
12x

2
34

x2
13x

2
24

= e−2ξ and v = x2
23x

2
41

x2
13x

2
24

= (1 + e−y−ξ)(1 + ey−ξ).
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The choice of y = ξ = 0 corresponds to the so-called bulk point singularity of four-point
correlation function [31]. One reason why this kinematical point is interesting is that, as we
show in appendix A, the corresponding expression for the octagon admits a matrix model
representation similar to that coming from the localization.

The third example is related to a class of special N = 2 superconformal gauge theories
that are planar-equivalent to N = 4 SYM. In these theories, the localization technique
can be used to compute some observables (free energy, circular Wilson loop, two-point
correlation functions of chiral operators) as functions of λ and N in terms of a non-gaussian
matrix model (see [2, 32]). It turns out that the leading 1/N2 non-planar corrections in the
corresponding matrix integrals can be expressed in terms of the determinant (1.1) and (1.2)
with ` = 1, 23 and

χloc(x) = − 4 ex

(1− ex)2 = − 1
sinh2(x/2)

. (1.6)

Below we first study the observable (1.1) for a generic function χ(x) and, then, specify
the resulting expressions to the cases of the symbols χ(x) in (1.3), (1.5) and (1.6) that are
relevant for physics applications.

Weak and strong-coupling expansions. Computing F`(g) in (1.1) and (1.2) for an
arbitrary value of ’t Hooft coupling is a challenging problem. A significant simplification
occurs in the limits of weak and strong coupling g.

At weak coupling, it is straightforward to expand the determinant (1.1) in powers
of g2. Changing the integration variable in (1.2) as x → xg, we find that the matrix
elements scale as Knm = O(gn+m+`+1). As a consequence, to any finite order in g2, an
infinite-dimensional matrix Knm can be replaced by its finite-dimensional minor and the
determinant (1.1) can be expanded in powers of tr(Kr) (with r = 1, 2, . . . ).

At strong coupling, the study of asymptotic behaviour of the determinants like (1.1)
has a long history in mathematical analysis, see, e.g., [27–29]. Relying on the strong
Szegő limit theorems [33, 34], we expect that, for sufficiently smooth function χ(x), the
determinant (1.1) should admit a semiclassical expansion in the effective ~ ∼ 1/g. This
leads to the following asymptotic behaviour

F`(g) = −gA0 + 1
2A

2
1 log g +B + ∆F`(g) , (1.7)

where ∆F`(g) vanishes for g →∞. Each term on the right-hand side of (1.7) depends on
the symbol χ(x) and has a different origin.

The first three terms in (1.7) give the expression for F`(g) which is known as the Szegő-
Akhiezer-Kac (SAK) formula [33–36]. It involves the coefficients A0, A1 and B, where B
is called the Widom-Dyson constant. For the matrix (1.2), these coefficients are known in
mathematical literature only for the unphysical values ` = ±1

2 , see [37]. For arbitrary `,
the expressions for these coefficients were conjectured in [12].

3These choices of ` apply to cases of the Z2 orbifold of N = 4 SYM and its orientifold — the SU(N) SA
model discussed below. They are not directly related to the number of nodes. Indeed, they also apply to
certain two-point functions in the L-node quivers with equal couplings (ZL orbifolds of N = 4 SYM).
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The appearance of O(log g) term in (1.7) can be attributed to Fisher-Hartwig singu-
larity of the symbol χ(x), see [38]. It corresponds to the behaviour

1− χ(x) = O(x2β) , x→ 0 , (1.8)

where the parameter β defines the strength of the singularity. The coefficient A1 in (1.7)
depends on β and vanishes for β = 0. For the symbols (1.3), (1.5) and (1.6) the parameter
β is different from zero and takes (half) integer values. Notice that 1 − χ(x) is an even
(odd) function of x for even (odd) 2β.

The last term in (1.7) can be split into the sum of two terms of different kinds

∆F`(g) = f`(g) + ∆f`(g) . (1.9)

Here f`(g) is given by a perturbative series in 1/g

f`(g) =
∑
k≥1

Ak+1
2k(k + 1)g

−k , (1.10)

where the expansion coefficients can be expressed in terms of the symbol χ(x) [11, 12].
The function ∆f`(g) in (1.9) describes non-perturbative exponentially small (in ~−1 ∼ g)
corrections to F`(g).

We show below that, for the symbols (1.3)–(1.6), the properties of the perturbative
series (1.10) depend on the value of the parameter β, i.e. the strength of the Fisher-Hartwig
singularity in (1.8) or, equivalently, on the parity of the function 1−χ(x). For half-integer
β, the series (1.10) can be resummed to all orders in 1/g to yield a well-defined function
of g.4 For integer β, the expansion coefficients in (1.10) grow factorially. Performing the
Borel transform

f`(g) =
∫ ∞

0
dσ e−σ Bf (σ/g) , (1.11)

we find that the function Bf (σ/g) has poles at positive σ. As a consequence, the function
f`(g) is ill-defined and requires a regularization of the Borel singularities.

Non-perturbative corrections. The non-perturbative function ∆f`(g) in (1.9) takes
the form

∆f`(g) = c1 g
n1 e−8πg x1 (1 +O(1/g)) , (1.12)

where the O(1/g) term denotes a series in 1/g. We show below that the parameters c1, n1
and x1 depend on the choice of the function χ(x) and have a simple interpretation, e.g.,
x = 2πx1 is the root of 1−χ(x) of degree n1 closest to the origin. In general, the expression
on the right-hand side of (1.12) contains an infinite sum of terms of the same form but
with different parameters ci, ni and xi. The leading contribution to (1.12) comes from the
term with the minimal value of xi.

4Moreover, as we show below (see eq. (2.32)), in this case the function (1.1) can be found in a closed
form.
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Despite the fact that the non-perturbative corrections (1.12) are exponentially small
at large g, they play an important role in understanding the properties of the function (1.7)
in the transition region from strong to weak coupling. Determining the non-perturbative
function ∆f`(g) is an important open problem that we address in this paper.

For the symbol χ(x) given by (1.3), a closely related question of finding non-perturbative
corrections to the cusp anomalous dimension in planar N = 4 SYM was studied in [39, 40].
In what follows we employ the approach developed in these papers to determine ∆f`(g)
for a generic symbol χ(x) including the cases of (1.5) and (1.6).

We show below that, similarly to the perturbative series (1.10), the non-perturbative
function ∆f`(g) has different properties for integer and half-integer β in (1.8). For half-
integer β, the coefficients in (1.12) can be determined unambiguously in terms of the
function χ(x). For integer β, due to the presence of Borel singularities in the perturbative
series (1.10), the functions f`(g) and ∆f`(g) are not well-defined separately. However, all
ambiguities related to a freedom in regularizing these singularities cancel in their sum (1.9).
We determine the leading non-perturbative correction (1.12) by specifying a regularization
procedure of the perturbative series (1.10). It amounts to a deformation of the integration
contour in the Borel transform (1.11) in the vicinity of poles of the integrand.

As a relevant example, illustrating different properties of (1.1) for integer and half-
integer β, one can consider an asymptotic expansion of a (properly normalized) modified
Bessel function

Iβ(
√
λ)

λβ/2
= e
√
λ P (λ−1/2) + e−

√
λ P (−λ−1/2) . (1.13)

At large λ, the second term is exponentially small. For half-integer β, P (x) is a polynomial
in x of degree 2β + 1. For integer β, P (x) is given by the product of

√
x and a Borel

non-summable series in x. We show below that F`(g) has similar properties for the sym-
bols (1.3)–(1.6). For β = 1, the relation (1.13) yields the strong-coupling expansion of the
circular Wilson-Maldacena loop in planar N = 4 SYM [41, 42] (see (4.13) below). In this
case, the first and the second terms on the right-hand side of (1.13) define, respectively, the
perturbative and the non-perturbative contribution to the circular Wilson loop at strong
coupling.

The rest of this paper is organized as follows. In section 2 we present the relation of the
observable (1.1) to the Fredholm determinant of the truncated Bessel operator and discuss
its expansion at weak and strong coupling. We show that the strong-coupling expansion
of (1.1) has different properties for odd and even functions 1 − χ(x). In the latter case,
the perturbative series in 1/g is not Borel summable and requires a regularization. In
section 3, we analyse the resulting non-perturbative, exponentially small corrections that
appear in (1.1). We apply the approach developed in [40] to establish the relation (1.12)
and present the explicit expressions for the coefficients there. In section 4 we use the general
results of sections 2 and 3 to compute the strong-coupling expansion of the leading non-
planar corrections to observables in special N = 2 superconformal SU(N) models. We find,
in particular, the analytic expressions for the leading strong-coupling coefficients that were
previously estimated only numerically (cf. [19–21]). We summarize our results and make

– 6 –
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some concluding comments (in particular, on possible dual string theory interpretation) in
section 5. Some technical details are presented in appendices A–F.

2 Szegő-Akhiezer-Kac formula

In this section, we summarize the properties of the function F`(g) defined in (1.1) and (1.2)
and present the expressions for the coefficients in its strong-coupling expansion (1.7).

2.1 Truncated Bessel operator

Discussing the properties of (1.1), it is convenient to switch from the semi-infinite matrix
Knm to an integral operator B`(χ) defined as

B`(χ)f(t) =
∫ 2g

0
dt′ B`(t, t′)f(t′) , (2.1)

where f(t) is a test function and the kernel is given by

B`(t, t′) = (tt′)1/2
∫ ∞

0
dxxJ`(tx)χ(x) J`(t′x) . (2.2)

In mathematical literature, it is called truncated Bessel operator, see, e.g., [25]. The
relation between the semi-infinite matrix Knm and the Bessel operator B`(χ) is discussed
in appendix B.

The function (1.1) admits a representation as a Fredholm determinant of the Bessel
operator

eF`(g) = det(1−B`(χ))[0,2g] , (2.3)

where the subscript [0, 2g] indicates that the operator B` acts on the interval [0, 2g].
The equivalence of the two representations (1.1), (1.2) and (2.3) follows from the

following identity for the trace of the product of n copies of the matrices (1.2) (see [12])

tr(Kn) =
∫ 2g

0
dt1· · ·

∫ 2g

0
dtn B`(t1, t2) . . .B`(tn, t1) ≡ tr(Bn

` ) . (2.4)

The representation (2.3) is very useful for deriving an expansion of the function F`(g) at
small g. As mentioned in the Introduction, it can be obtained by expanding the determi-
nant (2.3) in terms of traces of powers of the operator B`

F`(g) = −tr(B`)−
1
2tr(B2

` )−
1
3tr(B3

` ) + · · · . (2.5)

According to its definition (2.4), tr(Bn
` ) is given by the n-fold integral (2.4). Changing

the integration variables in (2.4) as ti → gti and taking into account (2.2), we find that
tr(Bn

` ) = O(g2n(`+1)) and, therefore, the expansion in (2.5) runs in powers of g2(`+1).
The leading term of the expansion looks as

F`(g) =
∑
k≥0

g2(`+k+1)q`+k+1
(−1)k+1(2`+ 2k)!

k!(2`+ k)![(`+ k + 1)!]2 +O(g4(`+1)) , (2.6)

– 7 –
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where we introduced

qk(χ) = 2k
∫ ∞

0
dxx2k−1χ(x) . (2.7)

The subleading terms in (2.6) are given by multi-linear combinations of the coefficients
qk (their expressions can be found in [11, 12]). For the three examples of the function χ

defined above in (1.3), (1.5) and (1.6) we have

qBES
k = −2(2k)!ζ(2k) ,

qoct
k = 4

(
1− 41−k

)
(2k)!ζ(2k − 1) ,

qloc
k = −4(2k)!ζ(2k − 1) , (2.8)

where ζ(n) is the Riemann zeta-function.
Notice that the function F`(g) receives corrections only starting at order O(g2(`+1)).

This property does not depend on the explicit form of the function χ(x). In particular,
it holds in both cases (1.5) and (1.6) mentioned above but its physical interpretation is
different. For the octagon, the leading correction to F` is associated with a scattering of
elementary excitations (magnons) off a heavy state built of ` scalar particles in N = 4
SYM. At weak coupling, the corresponding amplitude behaves as g2(`+1). In N = 2
superconformal models planar-equivalent to N = 4 SYM, the partition function does not
depend on the matter content of the theory to first few orders in g2 and, therefore, it
does not get corrections (coinciding with the partition function in N = 4 SYM which is
protected).

2.2 Specifying the symbol

The determinants (1.1) and (2.3) depend on the function χ(x) in a non-trivial way. In
mathematical literature, this function is called a symbol of the Bessel operator (2.1). It is
assumed to be a smooth function on real semi-axis.

For the strong-coupling expansion (1.7) to be well-defined, the symbol χ(x) has to
verify additional conditions. The expansion coefficients in (1.7) and (1.10) are given by
multilinear combinations of the integrals (see (2.25) below)

In(χ) = 1
(2n− 1)!!

∫ ∞
0

dx

π
(x−1∂x)nx∂x log(1− χ(x)) , n = 0, 1, . . . . (2.9)

For these integrals to be finite, the function 1− χ(x) should be positive definite for x > 0
and decrease at infinity faster than 1/x.

It is easy to see that the symbols (1.3), (1.5) and (1.6) satisfy these conditions. Notice
that these symbols are expressed in terms of the same function and, as a consequence, they
are related to each other as

1− χloc(x) = 1
1− χoct(x) = [1− χBES(x)]2 = coth2(x/2) . (2.10)

– 8 –
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Substituting these expressions into (2.9) we find

I loc
n = −Ioct

n = 2IBES
n = (−1)n−1(1− 22−2n)2ζ(2n− 1)

π2n−1 , (2.11)

in particular,

I loc
0 = −π2 , I loc

1 = 2 log 2
π

, I loc
2 = −3ζ(3)

2π3 , I loc
3 = 15ζ(5)

8π5 , . . . . (2.12)

Generalizing the relations (1.3), (1.5) and (1.6), let us choose the following ansatz for the
function χ(x)

1− χ(x) = b x2β ∏
n≥1

1 + x2/(2πxn)2

1 + x2/(2πyn)2 , (2.13)

where the parameters b, xn and yn are real positive numbers. For this choice of χ(x), the
integrals (2.9) become functions of xn and yn, e.g.

I1 = 1
2π

∑
n≥1

( 1
xn
− 1
yn

)
. (2.14)

We also assume that χ(x) is analytical at the origin, so that 2β takes integer values. For
integer (half-integer) β, the symbol (2.13) is an even (odd) function of x.

As was mentioned in the Introduction, the parameter β defined in (1.8) plays an
important role in our analysis. According to (2.13), it controls behaviour of the symbol
around the origin

1− χ(x) = b x2β(1 +O(x2)
)
. (2.15)

Substituting this relation into (1.2) and requiring the matrix elements Knm to be finite for
n,m ≥ 0, we find that ` and β have to satisfy

`β ≡ `+ β > −1 . (2.16)

The relation (2.15) implies that the symbol (2.13) possesses the Fisher-Hartwig singular-
ity [38]. It is responsible for the appearance of the O(log g) term in the exponent of (1.7).
The corresponding coefficient is given by [12]

A2
1 = 2β`+ β2 . (2.17)

It only depends on ` and β and is insensitive to the values of xn and yn in (2.13).
As follows from (2.13), the function 1 − χ(x) has an infinite number of poles and

zeros in the complex x-plane. They are located along the imaginary axis at x = ±2πiyn
and x = ±2πixn, respectively. It proves convenient to decompose the function 1 − χ(x)
into a product of functions analytical in upper and lower half-planes (the Wiener-Hopf
decomposition)

1− χ(x) = b x2βΦ(x)Φ(−x) ,

Φ(x) =
∏
n≥1

1− ix/(2πxn)
1− ix/(2πyn) , (2.18)
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where xn and yn are positive. The function Φ(x) has poles and zeros located in the lower
half-plane. By definition, it satisfies the normalization condition Φ(0) = 1. Some of the
parameters xn and yn may take infinite value so that the number of poles and zeros can be
different. In addition, some of x’s and y’s can coincide so that the roots and poles can be
double, triple, etc. Recall that the symbol χ(x) has to vanish at infinity. Then, it follows
from (2.18) that for x→∞

Φ(x) ∼ b−1/2(−ix)−β . (2.19)

This relation imposes non-trivial conditions on large n behaviour of xn and yn in (2.18).
Let us examine the Wiener-Hopf decomposition (2.18) of the symbols (2.10). For the

symbol 1− χBES(x) it gives

bBES = 2 , βBES = −1
2 , ΦBES(x) =

√
π

Γ
(
1− ix

2π

)
Γ
(

1
2 −

ix
2π

) . (2.20)

Matching this relation to (2.18), we identify the values of roots xn = n − 1/2 and poles
yn = n (with n ≥ 1). For the two remaining symbols in (2.10) we get

boct = 1
4 , βoct = 1 , Φoct(x) = [ΦBES(x)]−2 ,

bloc = 4 , βloc = −1 , Φloc(x) = [ΦBES(x)]2 . (2.21)

It is straightforward to check that the functions Φ(x) in (2.20) and (2.21) verify the rela-
tion (2.19).

Notice that the poles and roots of Φoct(x) and Φloc(x) are double degenerate. We will
show below that this has important consequences for the properties of non-perturbative
corrections at strong coupling. Recall that ` and β have to satisfy the condition (2.16).
For the symbols (2.10) this leads to `BES ≥ 0, `oct ≥ 0 and `loc ≥ 1.

2.3 Widom-Dyson constant

For the symbol (2.13) the Widom-Dyson constant is given by [12]

B` = 1
2

∫ ∞
0

dk

[
k(ψ̃(k))2 − β2 1− e−k

k

]
+ β

2 log(2π)− `

2 log b+ log G(1 + `)
G(1 + `+ β) , (2.22)

where the subscript on the left-hand side was introduced to indicate its dependence on `.
Here G(x) is the Barnes function satisfying G(x + 1) = G(x) Γ(x) and ψ̃(k) is given by a
Fourier transform of log(1− χ(x))

ψ̃(k) =
∫ ∞

0

dx

π
cos(kx) log(1− χ(x)) . (2.23)

The relation (2.15) translates to ψ̃(k) ∼ −β/k at large k. The second term inside the
brackets in the first term in (2.22) ensures that the integral converges at large k.
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Replacing χ in (2.22) and (2.23) with one of in (2.10) we find after some algebra5

BBES
` = log

π 1
8 G(1

2)G(`+ 1)
2
`
2 + 1

8G
(
`+ 1

2

)
 ,

Boct
` = log

(
π2G4(1

2) 2`+1

Γ(`+ 1)

)
,

Bloc
` = log

(
πG4(1

2) Γ(`) 2−`
)
. (2.24)

Here the Barnes function G(1
2) = 21/24e1/8π−1/4A−3/2 can be expressed in terms of

Glaisher’s constant A.

2.4 Perturbative corrections at strong coupling

With A1 given by (2.17) the expressions for the remaining expansion coefficients in (1.7)
and (1.10) are [12]

A0 = 2I0 ,

A2 = −1
4(4`2β − 1)I1 ,

A3 = − 3
16(4`2β − 1)I2

1 ,

A4 = − 1
128(4`2β − 1)

(
(4`2β − 9)I2 + 16I3

1

)
, . . . (2.25)

where `β = `+ β and In are defined in (2.9) and (2.11).
Replacing the coefficients in (1.10) with their explicit expressions (2.25), we obtain the

function f`(g) in (1.9) which describes the subleading corrections to (1.7) suppressed by
powers of 1/g. This function has the following interesting properties.

According to (2.25), the expansion coefficients involve powers of I1 in (2.9). All such
terms can be eliminated at once by shifting the coupling constant as

g′ ≡ g − 1
2I1 , (2.26)

thus getting

f`(g) = 1
8(4`2β − 1) log(g′/g)−

(4`2β − 1)(4`2β − 9)
3072g′3

I2

−
(4`2β − 1)(4`2β − 9)(4`2β − 25)

163840g′5
I3 −

(4`2β − 1)(4`2β − 9)(4`2β − 21)
196608g′6

I2
2 +O

( 1
g′7

)
. (2.27)

Because the coefficients In are independent of `, it is obvious from this relation that f`(g)
depends on ` only through `β = ` + β. We show below that the same is true for the
non-perturbative function ∆f`(g) in (1.7). We can use this observation to show that the
function f`(g) ≡ f`β (g) has different properties for integer and half-integer β.

5We use (2.23) and (2.10) to get ψ̃loc(k) = −ψ̃oct(k) = 2ψ̃BES (k) = 1
k

tanh(kπ/2).
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For half-integer β, or, equivalently, half-integer `β = `+ β, the series (2.27) simplifies
dramatically. For instance, for `β = 1

2 and `β = 3
2 all but the first few terms of the

expansion (2.27) vanish. For an arbitrary half-integer `β = n + 1
2 , or equivalently β =

n+ 1
2 − `, the series (2.27) can be resummed to all orders in 1/g, see [11, 12]. The resulting

expression for f`(g) looks as

f`(g) = n(n+ 1)
2 log(g′/g) + logPn(n+1)

2
(1/g′) , (2.28)

where n = β+`− 1
2 is non-negative integer and g′ = g− 1

2I1. Here Pn(n+1)
2

(x) is a polynomial

in x of degree n(n+1)
2 with the expansion coefficients given by multilinear combination of

Ik with k ≥ 2. For instance, for n = 0, 1, 2, 3 we have

P0(x) = P1(x) = 1 ,

P3(x) = 1− 1
8I2x

3 ,

P6(x) = 1− 5
8I2x

3 − 9
32I3x

5 − 5
64I

2
2x

6 . (2.29)

For integer β, or equivalently integer `β , the situation is different. For a generic symbol
χ(x) the expansion coefficients (2.25) are different from zero and the function f`(g) is given
by an asymptotic series in 1/g with factorially growing coefficients. Moreover, as we will
show below, this series is not Borel summable and its Borel transform (1.11) develops a
pole at positive σ

Bf (σ) ∼ 1
(σ − 8πx1)n1

, (2.30)

where x1 is the smallest root of the symbol (2.13) of degree n1. As a consequence, the
series (2.27) approximates the function f`(g) up to an exponentially small correction pro-
portional to the residue of (1.11) at the pole σ = 8πgx1. The latter takes the same form as
the non-perturbative correction (1.12). To define f`(g) unambiguously, one has to specify
the prescription for deforming the integration contour in (1.11) in the vicinity of the Borel
pole. We return to this question in section 3.4 below.

2.5 Physics applications

In this subsection, we combine together the above relations and present the results for
the strong-coupling expansion (1.7) for the choice of the symbols in (1.3), (1.5) and (1.6)
that appear in different gauge-theory observables. For the time being, we shall neglect the
non-perturbative correction ∆f`(g) in (1.7).

We start with the BES symbol (1.3). Taking into account the relations (2.17), (2.25),
(2.27) and (2.24), we obtain the strong-coupling expansion of the corresponding observable
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FBES
` (g) for ` = 0, 1, 2

FBES
`=0 = πg

2 + 1
8 log

(
πg

2

)
+ . . . ,

FBES
`=1 = πg

2 −
3
8 log(πg)− 5 log 2

8 + . . . ,

FBES
`=2 = πg

2 −
7
8 log(πg)− log 2

8 + log
(

1− log 2
2πg

)
+ . . . , (2.31)

where dots stand only for non-perturbative corrections of the form (1.12).
Indeed, according to (2.20), the parameter β is half-integer in this case and, therefore,

the perturbative 1/gn corrections to FBES
` (g) are expected to be very simple. Namely, the

first two relations in (2.31) do not receive perturbative corrections in 1/g at all. In the last
relation, they all come only from the expansion of log(1− log 2

2πg ). These properties are in a
perfect agreement with the relations (2.28) and (2.29) for n = `− 1 and ` = 0, 1, 2.

Yet another remarkable feature of the symbol (1.3) is that the functions (2.31) can be
found exactly for arbitrary g, see [9, 43, 44]

FBES
`=0 = 3

8 log cosh(2πg)− 1
8 log sinh(2πg)

2πg ,

FBES
`=1 = −1

8 log cosh(2πg) + 3
8 log sinh(2πg)

2πg ,

FBES
`=2 = 3

8 log cosh(2πg)− 1
8 log sinh(2πg)

2πg + log log cosh(2πg)
2π2g2 . (2.32)

It is easy to check that, at strong coupling, these relations reproduce (2.31). In addi-
tion, they allow us to identify non-perturbative corrections to (2.31). We discuss them in
section 3.5 below.

We can use (2.32) to define the following functions

Γoct(g) = 2π2g2 exp
(
FBES
`=2 −FBES

`=0
)

= log cosh(2πg) ,

Coct(g) = −4
(
FBES
`=1 + FBES

`=0
)

= − log sinh(4πg)
4πg . (2.33)

As was shown in [9, 45], these “octagon anomalous dimensions” determine the asymptotic
behaviour of the four-point correlation function of infinitely heavy half-BPS operators in
the limit when the four operators are located in the vertices of a light-like rectangle.6

In the cases of the octagon (1.5) and localization (1.6) symbols we similarly find
(cf. (1.7) and (1.9))

Foct
` (g) = −πg +

(
`+ 1

2

)
log g +Boct

` + foct
` (g) + . . . , (2.34)

F loc
` (g) = πg −

(
`− 1

2

)
log g +Bloc

` + f loc
` (g) + . . . , (2.35)

6It is interesting to note that the same functions appear in the analysis of the six-gluon amplitudes in
planar N = 4 SYM in a special kinematical limit [43].
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where f`(g) stand for 1/gn corrections (1.10) and dots denote non-perturbative correc-
tions (1.12). Notice that the leading O(g) term has an opposite sign in (2.34) and (2.35).
The Widom-Dyson constants Boct

` and Bloc
` are given by (2.24). The O(log g) term in

both expressions is generated by the Fisher-Hartwig singularity of the symbol. Accord-
ing to (2.21), the corresponding parameters βoct and βloc are integer and, therefore, the
perturbative functions foct

` (g) and f loc
` (g) are given by Borel non-summable series.

For instance, for ` = 2 and β = −1 we find from (1.10), (2.25) and (2.11)

f loc
`=2(g) = −3 log 2

8π g−1 − 3 log2 2
16π2 g−2 −

(
15ζ(3)
2048π3 + log3 2

8π3

)
g−3

−
(

45ζ(3) log 2
2048π4 + 3 log4 2

32π4

)
g−4 −

(
945ζ(5)

262144π5 + 45ζ(3) log2 2
1024π5 + 3 log5 2

40π5

)
g−5 + . . .

(2.36)
One can verify that, in agreement with (2.27), (2.26) and (2.12), all terms in this expression
involving log 2

π can be eliminated by changing the expansion parameter to g′ = g + log 2
π .

There exists an interesting relation between the two different perturbative functions
foct
` (g) and f loc

` (g). It follows from the identity I loc
n = −Ioct

n in (2.11). A close examination
of (2.27) shows that the function f`(g) is formally invariant under transformation g → −g
and In → −In (with n = 0, 1, 2, . . . ). This leads to

foct
` (g) = f loc

`+2(−g) . (2.37)

We recall that both functions depend on `β = ` + β and the shift ` → ` + 2 on the right-
hand side is needed to compensate the difference βoct − βloc = 2. Because the functions
on both sides of (2.37) suffer from Borel singularities, this relation is rather formal and it
should be understood as an equality between the expansion coefficients in the two series.
Equivalently, upon the Borel transform (1.11), eq. (2.37) leads to the relation

Boct
` (σ) = Bloc

`+2(−σ) , (2.38)

which maps the Borel singularities of the two functions into each other. In particular, the
leading Borel pole of Boct

` (σ) for σ > 0 is in one-to-one correspondence with the pole of
Bloc
`+2(σ) for σ < 0 closest to the origin.

3 Non-perturbative corrections to SAK formula

Let us now employ the method developed in [40] to compute non-perturbative corrections
to F`(g) in (1.7) at strong coupling. They are described by the function ∆f`(g) which is
expected to have a general form (1.12).

To find the dependence of ∆f`(g) on the coupling constant g and non-negative integer
`, we shall examine two functions related to F`(g). The first one is

g∂gF`(g) = −tr
[
g∂gK

1
1−K

]
, (3.1)

where we used the determinant representation (1.1) of F`(g) in terms of matrix K.
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The second one is F`+2(g)−F`(g), i.e. the difference of functions with shifted indices.
It follows from the definition (1.1) and (1.2) that exp(F`+2) is given by the determinant of
the matrix (1−K) with the first row and column removed, exp(F`+2) = det(1−K)

∣∣
n,m≥2.

Then, the ratio of the determinants exp(F`+2) and exp(F`) can be evaluated using Cramer’s
rule as

D`(g) ≡ eF`+2(g)−F`(g) =
( 1

1−K

)
11
. (3.2)

Having computed (3.1) and (3.2) at strong coupling, we can obtain relations for g∂g∆f`(g)
and ∆f`+2(g)−∆f`(g).

It proves convenient to introduce an auxiliary function Γ(x, y) [40, 43]

Γ(x, y) = 1
y

[
1− χ

(
x

2g

)]
γ(x, y) , (3.3)

γ(x, y) = 2
∑

n,m≥1
(−1)n+m

√
(2n+ `− 1)(2m+ `− 1)J2n+`−1(x)J2m+`−1(y)

( 1
1−K

)
mn

.

The rationale for defining this function is that both quantities (3.1) and (3.2) can be
expressed in terms of Γ(x, y) in a simple way.

Indeed, taking into account (1.2), we can rewrite (3.1) as

g∂gF`(g) =
∫ ∞

0
dxΓ(x, x) g∂g log(1− χ(x/(2g)))

= −2g
∫ ∞

0
dxΓ(2gx, 2gx)x∂x log(1− χ(x)) . (3.4)

To find the ratio (3.2), we examine asymptotic behaviour of the function Γ(x, y) for small x
and/or y. In both cases, the leading contribution to (3.3) comes from the Bessel functions
with the minimal index

Γ(x, y) x→0∼ x2β+`+1 , Γ(x, y) y→0∼ y` , (3.5)

where in the first relation we applied (2.15) and replaced J`+1(x) ∼ x`+1. Combining
together the two limits, x→ 0 and y → 0, we find from (3.3)

Γ(2gx, 2gy) = x2β+`+1y`
[

b g2`+1D`

Γ(`+ 1)Γ(`+ 2) + . . .

]
, (3.6)

where dots denote terms suppressed by powers of x and y. Thus, the ratio (3.2) can be
obtained from the leading behaviour of Γ(2gx, 2gy) at small x and y.

In what follows, we first determine the function Γ(x, y) and, then, apply (3.4) and (3.6)
to compute the two quantities defined in (3.1) and (3.2). We use (1.2) together with (3.3)
to find that Γ(x, y) verifies the (infinite) system of integral equations∫ ∞

0

dx

x
J2n+`−1(x) Γ(x, y) = J2n+`−1(y)

y
, n ≥ 1 . (3.7)

The function Γ(x, y) has to satisfy the additional conditions that follow from its defini-
tion. According to (3.3), it is given by the product of the entire function γ(x, y) and the
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meromorphic function (1− χ (x/(2g))) /y. It follows from (2.13) that the latter function
vanishes at x = ±4πigxn and has poles at x = ±4πigyn (with n = 1, 2, . . . ). The function
Γ(x, y) inherits these properties, e.g.,

Γ(±4πigxn, y) = 0 . (3.8)

We show below that the integral equation (3.7), supplemented with the information about
analytical properties of Γ(x, y), is sufficient to construct its solution.

As was explained in section 2, the perturbative part of the strong-coupling expan-
sion (1.7) takes a different form for integer and half-integer β. This property can also be
seen from (3.7). We verify using (3.3) and (2.18) that the function Γ(x, y) satisfies

Γ(x, y) = (−1)2β+`+1Γ(−x, y) = (−1)`Γ(x,−y) , (3.9)

where we took into account the Bessel function identity Jk(−x) = (−1)kJk(x). As a result,
the integrand on the left-hand side of (3.7) is an odd/even function of x for even/odd 2β.
For half-integer β, this allows us to extend the integration in (3.7) to the whole real x-axis
and evaluate the integral by residues at the poles of Γ(x, y). For integer β, we show below
that the relation (3.7) leads to a Riemann-Hilbert problem for Γ(x, y).

Let us consider separately the cases of half-integer and integer β.

3.1 ‘Easy’ case: half-integer β

It follows from (3.9) that Γ(−x, y) = (−1)` Γ(x, y) and, therefore, Γ(x, y) is an even (odd)
function of x for ` even (odd). This allows us to rewrite the relation (3.7) as

∫ ∞
−∞

dx

2xJ2n+`−1(x) Γ(x, y) = J2n+`−1(y)
y

, n ≥ 1 . (3.10)

Solving the integral equation (3.10), we follow the same steps as in [40]. Details of the
calculation can be found in appendix C. We start with performing a Fourier transform of
Γ(x, y) with respect to x

Γ(x, y) =
∫ ∞
−∞

dk eikx Γ̃(k, y) . (3.11)

Substituting (3.11) into (3.10) and exchanging the order of integration, we find that the
integral over x vanishes for k2 > 1. Then, solving the relation (3.10) we can determine
the function Γ̃(k, y) for k2 ≤ 1. To find the function Γ̃(k, y) for k2 > 1, we invert the
relation (3.11) and replace Γ(x, y) with its representation (3.3) as a product of 1−χ(x/(2g))
and an entire function γ(x, y)/y. Computing the integral over x by residues, we obtain the
representation for Γ̃(k, y) at k2 > 1 as a sum over poles of the function 1− χ(x/(2g)).

Finally, splitting the integration region in (3.11) into k2 ≤ 1 and k2 > 1, we replace
Γ̃(k, y) with its expressions in each of these regions and arrive at the following result for
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Γ(x, y) (see appendix C)

Γ(x, y) = 1
π

[sin(x− y)
x− y

+ sin(x+ y)
x+ y

]

+ 1
π

`/2−1∑
n=0

an(y)
eix p2n(ix)− e−ix p2n(−ix)

(ix)2n+1

+
∑
j≥1

cj(y)
[

e−ix

4πgyj + ix
+

eix

4πgyj − ix

]
(3.12)

for even `, and

Γ(x, y) = 1
π

[sin(x− y)
x− y

− sin(x+ y)
x+ y

]

+ 1
π

(`−1)/2∑
n=1

an(y)
eix p2n−1(ix)− e−ix p2n−1(−ix)

i(ix)2n

+ i
∑
j≥1

cj(y)
[

e−ix

4πgyj + ix
−

eix

4πgyj − ix

]
(3.13)

for odd `.
The relations (3.12) and (3.13) are valid for β ≥ −(`+ 1)/2 in which case the function

Γ(x, y) remains regular at small x, see (3.5).7 The first two lines in (3.12) and (3.13) come
from integration over k2 ≤ 1 in (3.11) and the last line from k2 > 1. Both expressions
involve the polynomials

pn(x) =
n∑
p=0

xn−p
(−1)p Γ(n+ p+ 2)

(2p+ 1)!! Γ(n− p+ 1) (3.14)

as well as some functions an(y) and cj(y). A distinguished property of pn(x) is that the
x-dependent coefficients in front of an(y) in (3.12) and (3.13) are regular for x→ 0.

The functions an(y) describe the contribution of zero modes of the integral equa-
tion (3.10) whereas cj(y) define the residue of Γ(x, y) at the poles x = ±4πigyj . Both
sets of functions can be found by requiring the functions (3.12) and (3.13) to satisfy the
relations (3.5) and (3.8). To illustrate this, we take β = −1/2 and ` = 0, 1.

Special solutions. For β = −1/2 and ` = 0 the relation (3.12) simplifies as

Γ(x, y) = 1
π

[sin(x− y)
x− y

+ sin(x+ y)
x+ y

]
+
∑
j≥1

cj(y)
[

e−ix

4πgyj + ix
+

eix

4πgyj − ix

]
. (3.15)

It does not involve the zero modes contribution and satisfies (3.5).
7Having determined the function Γ(x, y) under this condition, we can obtain the same function with

β → β − 1 by rescaling b → b/(2πy1)2 and taking the limit y1 → 0 in (2.13). In the similar manner,
replacing b→ b(2πx1)2 in (2.13) and going to the limit x1 → 0, one produces the transformation β → β+1.
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To find the functions cj(y) we impose the condition (3.8). Because (3.15) is an even
function of x, it is sufficient to require that Γ(x, y) vanishes for x = 4πigxn. This leads to
the following (infinite) system of equations

∑
j≥1

cj(y)
xn − yj

− 1
2π

(
e−iy

xn − iy/(4πg) +
eiy

xn + iy/(4πg)

)

= e−8πgxn

∑
j≥1

cj(y)
xn + yj

− 1
2π

(
e−iy

xn + iy/(4πg) +
eiy

xn − iy/(4πg)

) , (3.16)

where n ≥ 1 and xn are positive. At strong coupling, the expression on the second line
is exponentially suppressed. This suggests to look for a solution to (3.16) in the form of
expansion in powers of e−8πgxn .

Arranging the roots xn in ascending order, 0 < x1 < x2 < . . . , we find that the leading
contribution to cj(y) comes from the smallest root

cj(y) = c
(0)
j (y) + e−8πgx1 c

(1)
j (y) + . . . , (3.17)

where dots denote subleading corrections of the form e−8πg(m1x1+m2x2+... ) with mi non-
negative integer. If all roots are multiples of the smallest one, e.g., xn/x1 are positive
integer, the expansion in (3.17) runs in powers of e−8πgx1 . It is easy to see that this is
indeed the case for the symbols in (2.10). Combining together (3.15) and (3.17) we obtain

Γ(x, y) = Γ(0)(x, y) + e−8πgx1 Γ(1)(x, y) + . . . , (3.18)

where Γ(0)(x, y) is given by (3.15) with cj(y) replaced by the leading result c(0)
j (y). In a

similar manner, Γ1)(x, y) is given by the sum in (3.15) with cj(y) replaced by c(1)
j (y). The

dots in (3.18) denote subleading exponentially small corrections.
Substituting (3.17) into (3.16) and matching the terms on both sides of the relation

we find

∑
j≥1

c
(0)
j (y)
xn − yj

= 1
2π

[
e−iy

xn − iy/(4πg) +
eiy

xn + iy/(4πg)

]
,

∑
j≥1

c
(1)
j (y)
xn − yj

= δn1

∑
j≥1

c
(0)
j (y)
x1 + yj

−
e−iy

2π (x1 + iy/(4πg)) −
eiy

2π (x1 − iy/(4πg))

 , (3.19)

where n ≥ 1. The left-hand side of both relations involve a Cauchy matrix 1/(xn − yj).
Inverting this matrix, we can determine the functions c(0)

j (y) and c(1)
j (y) (see appendix D

for details).
The above relations were obtained for β = −1/2 and ` = 0. The same analysis can be

carried out for β = −1/2 and ` = 1. We can start with (3.13) and go through the same
steps to find that the function Γ(x, y) takes the same form (3.18). The only difference as
compared to the previous case is that the coefficients c(0)

j (y) and c(1)
j (y) satisfy the system

of equations that differ from (3.19) by signs in front of various terms on the right-hand
side.
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Using the obtained expressions for c(0)
j (y), it is possible to express Γ(0)(x, y) for β =

−1/2 and ` = 0, 1 in terms of the function Φ(x) defined in (2.18), see appendix D. This
leads to

Γ(0)(2gx, 2gy) = i

4gπ

[
e−2ig(x−y)

x− y
Φ(−x)
Φ(−y) −

e2ig(x−y)

x− y
Φ(x)
Φ(y)

+ (−1)`
(
e−2ig(x+y)

x+ y

Φ(−x)
Φ(y) −

e2ig(x+y)

x+ y

Φ(x)
Φ(−y)

)]
. (3.20)

We verify that this function satisfies the relation (3.8) for g � 1. For x = ±2πixn each
term on the right-hand side of (3.20) is either exponentially small at strong coupling, or
proportional to Φ(−2πixn) = 0. Note that the function (3.20) is regular for x = ±y.

Similarly, the function Γ(1)(2gx, 2gy) admits the following representation

Γ(1)(2gx, 2gy) = 1
4gπ2

F (2πix1)
F (−2πix1)

[
e2igx F (x) + (−1)` e−2igx F (−x)

]

× x1
x2

1 + y2/(2π)2

[
e2igy

F (−y) + (−1)`
e−2igy

F (y)

]
, (3.21)

where we introduced the notation

F (x) ≡ Φ(x)
1− ix/(2πx1) . (3.22)

The additional factor in the denominator ensures that F (−2πix1) is different from zero. As
above, we verify that Γ(1)(2gx, 2gy) vanishes for x = ±2πixn and n ≥ 2. For x = ±2πix1
the function (3.21) is different from zero and scales as e4πgx1 . Going back to (3.18) we ob-
serve that its contribution to Γ(±4πigx1, 2gy) cancels against the O(e−4πgx1) contribution
coming from Γ(0)(±4πigx1, 2gy).

We would like to emphasize that the relations (3.20) and (3.21) hold only for β = −1/2
and ` = 0, 1. In particular, they automatically satisfy the condition (3.5). For β > −`/2
the situation is different. For arbitrary an(y) and cj(y) the functions (3.12) and (3.13)
scale at small x as O(x0) and O(x), respectively. The relation (3.5) implies that the first
2β + ` + 1 terms of the small x expansion of both functions have to vanish. Imposing
this condition on (3.12) and (3.13) allows us to express the zero modes an(y) in terms of
functions cj(y) (with j ≥ 1) and, in addition, obtain non-trivial relations for infinite sums∑
j cj(y)/ymj with m = 1, . . . , β + 1/2. Requiring the resulting expression for Γ(x, y) to

verity (3.8) and going through the same steps as above, we find that at strong coupling
cj(y) and Γ(x, y) have the same general form as before, eqs. (3.17) and (3.18). Important
difference as compared with the previous case is that for β = −1/2 + p the expansion
coefficients c(0)

j (y) and c(1)
j (y) in (3.17) scale at strong coupling as O(gp). They satisfy a

system of linear relations analogous to (3.19) supplemented with the additional relations
for the sums

∑
j cj(y)/ymj (with m = 1, . . . , p) mentioned above. Solving these relations we

can obtain the expressions for Γ(0)(2gx, 2gy) and Γ(1)(2gx, 2gy) that are valid for arbitrary
half-integer β ≥ −1/2 and non-negative `.
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Strong coupling expansion. Taking into account (1.7), (1.12), (2.17) and (2.25), we
expect that the strong-coupling expansion of g∂gF` looks like

g∂gF` = −2gI0 + 1
2(2β`+ β2)− 8πc1x1 g

n1+1 e−8πg x1 + . . . , (3.23)

where dots denote terms suppressed by powers of 1/g as well as subleading exponentially
small corrections.

Using the obtained expressions for the function Γ(x, y) in (3.18), we can apply (3.4)
to compute (3.23). In this way, we should be able to reproduce the first two terms on the
right-hand side of (3.23) and, most importantly, identify the values of the parameters c1,
n1 and x1 defining the leading non-perturbative correction.

Let us start again with β = −1/2 and ` = 0, 1. We use (3.20) to get

Γ(0)(2gx, 2gx) = 1
π
− i

4πg∂x log Φ(x)
Φ(−x)

+ (−1)` i

8πgx

[
e−4gix Φ(−x)

Φ(x) −
e4gix Φ(x)

Φ(−x)

]
. (3.24)

Substituting this expression into (3.4) and taking into account (2.9), we find that the first
term on the right-hand side of (3.24) gives rise to (−2gI0) term in (3.23). The second term
in (3.24) yields the O(g0) correction to (3.23)

−
∫ ∞

0

dx

2πi x∂x log(1− χ(x)) ∂x log Φ(x)
Φ(−x) =

∫ ∞
−∞

dx

2πi
(
φ(x)− xφ2(x)

)
= −1

8 . (3.25)

Here in the first relation we replaced the symbol (1 − χ(x)) with its expression (2.18),
introduced notation for φ(x) = ∂x log Φ(x) and extended the integration to the whole real
axis. In the second relation, we took into account that φ(x) has poles in the lower half-plane
and deformed the integration contour to the upper half-plane to become an arc of infinite
radius, x = Reiα with R → ∞ and 0 ≤ α ≤ π. It follows from (2.19) that φ(x) ∼ −β/x
on this arc and the integral (3.25) can be easily evaluated at β = −1/2.

Similarly, the contribution of the last term in (3.24) to (3.4) can be written as

(−1)`

4

∫ ∞
−∞

dx

2πi x∂x log(1− χ(x)) e−4gix Φ(−x)
Φ(x)

( 1
x+ i0 + 1

x− i0

)
. (3.26)

The last factor arises because the sum of the two terms inside the brackets on the second line
of (3.24) is regular for x→ 0 but each term separately has a pole 1/x. The integral (3.26)
can be evaluated by closing the integration contour to the lower half-plane and by picking
up residue at the poles. Replacing the functions χ(x) and Φ(x) with their expressions (2.13)
and (2.18), we find that the integrand has simple poles at x = 0, x = −4πiyn and double
poles at x = −4πixn. The residue at the pole x = 0 yields a constant (−1)`/4, whereas the
contribution of the two remaining sets of poles is exponentially small at strong coupling.
The residue at the double pole is enhanced by the factor of g and the leading contribution
comes from the double pole closest to the origin, x = −4πix1. As a result, the integral (3.26)
is given by

(−1)`
[1

4 − 8gπx1 e
−8πgx1 Λ(x1)(1 +O(1/g))

]
, (3.27)
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where the notation was introduced for

Λ(x1) ≡ F (2iπx1)
F (−2iπx1) =

∏
n≥2

xn + x1
xn − x1

∏
n≥1

yn − x1
yn + x1

. (3.28)

Here the function F (x) is given by (3.22).
The first term inside the brackets (3.27) contributes to the O(g0) term in (3.23) whereas

the second term defines a non-perturbative correction to g∂gF`. Similar contribution also
comes from the second term in (3.18) defined in (3.21). Substituting e−8πgx1 Γ(1)(2gx, 2gx)
into (3.4) and carrying out the integration, we find that its contribution to g∂gF` scales at
strong coupling as e−8πgx1 and, therefore, is subleading compared to (3.27).

Finally, combining together (3.25) and (3.27) we arrive at

g∂gF`(g) = −2gI0 + 1
8
(
2(−1)` − 1

)
− 8(−1)`gπx1 e

−8πgx1 Λ(x1) + . . . , (3.29)

where dots stand for subleading exponentially suppressed corrections. We recall that this
relation holds for β = −1/2 and ` = 0, 1. It is easy to see that for these values of the
parameters the first two terms on the right-hand side of (3.23) coincide with the analogous
terms in (3.29).

Matching (3.29) to (1.7) we identify the leading non-perturbative correction to F`(g)
for β = −1/2 and ` = 0, 1

∆f`
∣∣∣
β=−1/2

= (−1)`Λ(x1) e−8πgx1(1 +O(1/g)) . (3.30)

It is straightforward to generalize the relation (3.30) to arbitrary non-negative ` and half-
integer β. As we will see in a moment, the non-perturbative correction to the difference of
functions ∆f`+2−∆f` scales as O(g−1 e−8πgx1) and, therefore, it is suppressed by the factor
of g as compared with (3.30). This means that the leading non-perturbative correction
cancels in the difference ∆f`+2 −∆f` and, as a consequence, the relation (3.30) holds for
an arbitrary `.

To restore the β-dependence of (3.30), we recall (see footnote (7)) that sending one of
the roots of the function (2.18) to zero, say xi → 0, generates the shift β → β + 1. It is
easy to see from (3.28) that under this transformation Λ(x1)→ −Λ(x1). Thus, in order to
restore the β-dependence of ∆f`, it is sufficient to insert (−1)β+1/2 on the right-hand side
of (3.30)

∆f` = (−1)`+β+1/2Λ(x1) e−8πgx1(1 +O(1/g)) . (3.31)

This relation defines the leading non-perturbative correction to F`(g) for half-integer β.
Let us now examine the ratio of functions (3.2). Applying (1.7), (2.17), (2.22) and (2.25),

we find that it has the following form at strong coupling

D` = g2β

b

G(`+ 3)G(`+ β + 1)
G(`+ 1)G(`+ β + 3)

[
1− (`+ β + 1)I1

g
+ ∆f`+2 −∆f` +O(1/g2)

]
, (3.32)

where I1 is given by (2.14).
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We can compute D` using (3.6), by examining the leading behaviour of Γ(x, y) at small
x and y. For β = −1/2 and ` = 0, 1 we find from (3.18), (3.20) and (3.21) for x, y → 0

Γ(2gx, 2gy)
∣∣∣
`=0

= 2
π

[
1− 1

2g

(
iΦ′(0)− F (2πix1)

F (−2πix1)
e−8πgx1

πx1

)
+O(1/g2)

]
,

Γ(2gx, 2gy)
∣∣∣
`=1

= 8
3πg

2xy

[
1− 3

2g

(
iΦ′(0) + F (2πix1)

F (−2πix1)
e−8πgx1

πx1

)
+O(1/g2)

]
, (3.33)

where the functions Φ(x) and F (x) are defined in (2.18) and (3.22), respectively. Matching
the relations (3.33) to (3.6) we obtain

D` = k`
gb

[
1− 1

2g (2`+ 1)
(
I1 − (−1)`Λ(x1)

πx1
e−8πgx1

)
+ . . .

]
, (3.34)

where k0 = 2/π, k1 = 8/(3π) and Λ(x1) is given by (3.28).
We verify that (3.34) agrees with (3.32) for β = −1/2 and ` = 0, 1 and obtain the

following relation for the non-perturbative corrections

(∆f`+2 −∆f`)
∣∣∣
β=−1/2

= (−1)` (2`+ 1) Λ(x1)
e−8πgx1

2gπx1
. (3.35)

As expected, the expression on the right-hand side is suppressed by the factor of g as
compared to (3.30). The relation (3.35) holds for β = −1/2 and ` = 0, 1.

To find a general expression for ∆f`+2−∆f`, we repeated the calculation of F`+2−F`
for ` = 2, 3 and β = p − 1/2 with p = 1, 2, 3. In this way, we reproduced the first two
terms inside the brackets on the right-hand side of (3.32) and identified the leading non-
perturbative correction to ∆f`+2−∆f`. We found that this correction can be obtained by
applying the following transformation to the O(1/g) perturbative term in (3.32)

I1 → I1 − (−1)`+β+1/2 Λ(x1)
πx1

e−8πgx1 . (3.36)

The resulting relation for the leading non-perturbative correction is then

∆f`+2 −∆f` = (−1)`+β+1/2(`+ β + 1)Λ(x1)
e−8πgx1

gπx1
. (3.37)

Notice that the expression on the right-hand side depends on the sum ` + β. Recall that
the perturbative function (2.27) has the same property.

3.2 ‘Hard’ case: integer β

The main difference as compared to the previous case is that, as follows from (3.9),
Γ(−x, y) = −(−1)` Γ(x, y) and, therefore, Γ(x, y) is an odd (even) function of x for `
even (odd). As will see below, this entails a change of the properties of both perturbative
and non-perturbative expansions of F`.

As we have seen in the previous subsection, for half-integer β the non-perturbative
corrections depend on the sum ` + β. We assume below that the same is true also for
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integer β. Indeed, this property holds for the perturbative function f`(g) that is given by
a Borel non-summable series for integer β. The Borel singularities induce an exponentially
small ambiguous contribution to the perturbative function f`(g) which is canceled in the
sum of f`(g) with ∆f`(g). Because the former depends on `+ β, the same should be true
for ∆f`(g). Taking the advantage of this property, we can restrict our analysis to ` = 0, 1
and an arbitrary integer β.

Let us start with β = 0 and then extend consideration to arbitrary integer β > 0. For
` = 0, 1 an infinite system of equations (3.7) can be cast into a compact form∫ ∞

0
dx cos(xu) Γ`=0(x, y) = cos(yu) ,∫ ∞

0
dx sin(xu) Γ`=1(x, y) = sin(yu) . (3.38)

To recover the relations (3.7), it is sufficient to replace the trigonometric functions with
their Bessel series expansion and match the coefficients on both sides. It is important to
emphasize that the relations (3.38) only hold for −1 < u < 1.

Applying the Fourier transform (3.11) we get from (3.38)

−
∫ ∞
−∞

dk Γ̃(k, y)
k − u

= (−i)1+` cos
(
yu− `π2

)
, −1 < u < 1 , (3.39)

where the integral is defined using the principal value prescription. The function Γ̃(k, y)
has a definite parity,

Γ̃(−k, y) = −(−1)` Γ̃(k, y) , (3.40)

and its analytical properties are in one-to-one correspondence with analogous properties of
the function Γ(x, y) described at the beginning of this section. In particular, we can show,
following [40], that because Γ(x, y) has an infinite sequence of simple poles at x = ±4πiyj ,
the function Γ̃(k, y) has the following form for k > 1

Γ̃(k, y) =
∑
j≥1

cj(y) e−4πg(k−1)yj . (3.41)

Here the functions cj(y) define the residue Γ(x, y) at x = ±4πiyj .
The resulting Riemann-Hilbert problem, eqs. (3.39) — (3.41), is similar to that dis-

cussed in [40]. Going along the same lines as in that paper we find

Γ̃(k, y) = (−i)1+`

π
√

1− k2
−
∫ 1

−1

dp

π

√
1− p2

k − p
cos

(
py − `π2

)
+ 1
π
√

1− k2

∫ ∞
1

dp Γ̃(p, y)
√
p2 − 1

(
1

k − p
+ (−1)`

k + p

)
. (3.42)

These relations are valid for |k| ≤ 1. They allow us to express the function Γ̃(k, y) for
k2 < 1 in terms of the same function Γ̃(p, y) defined for p2 > 1.

Replacing Γ̃(p, y) in the last relation with (3.41), we obtain a representation for Γ̃(k, y)
in terms of an infinite set of functions cj(y) (with j ≥ 1). As in the previous subsection,
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we can determine these functions from the requirement of Γ(x, y) to satisfy the additional
conditions (3.6) and (3.8). Substituting (3.41) and (3.42) into (3.11) we find after some
algebra

Γ`=0(x, y) = x

x2 − y2 [xJ1(x)J0(y)− yJ0(x)J1(y)]

+
∑
j≥1

cj(y) xe4πgyj

4πgyj − ix
[I0(ix)K1(4πgyj) + I1(ix)K0(4πgyj)]

+
∑
j≥1

cj(y) xe4πgyj

4πgyj + ix
[I0(ix)K1(4πgyj)− I1(ix)K0(4πgyj)] , (3.43)

Γ`=1(x, y) = x

x2 − y2 [xJ0(x)J1(y)− yJ1(x)J0(y)]

+ i
∑
j≥1

cj(y) xe4πgyj

4πgyj − ix
[I0(ix)K1(4πgyj) + I1(ix)K0(4πgyj)]

− i
∑
j≥1

cj(y) xe4πgyj

4πgyj + ix
[I0(ix)K1(4πgyj)− I1(ix)K0(4πgyj)] , (3.44)

where Jn, In and Kn are Bessel functions. We verify that at small x and y these expressions
satisfy the relation (3.5) for β = 0. For positive integer β, the condition Γ(x, y) ∼ x2β+`+1

as x→ 0, leads to the additional relations for the coefficient functions cj(y).
For β = 0 and ` = 0, we substitute (3.43) into (3.8) to obtain the system of linear

relations for the coefficient functions cj(y)

0 =4πgxnJ0(y) + rnyJ1(y)
16π2g2x2

n + y2

+ 1
4πg

∑
j≥1

c̃j(y)
yj + xn

[rn −K0(4πgyj)/K1(4πgyj)]

+ 1
4πg

∑
j≥1

c̃j(y)
yj − xn

[rn +K0(4πgyj)/K1(4πgyj)] , (3.45)

where n ≥ 1 and we defined

c̃j(y) ≡ cj(y)e4πgyjK1(4πgyj) , rn ≡
I0(4πgxn)
I1(4πgxn) . (3.46)

For β = 0 and ` = 1, combining together (3.44) and (3.8), we find that c̃j(y) satisfy similar
relations.

The relation (3.45) can be further simplified at strong coupling. For g � 1, the ratio
K0(4πgyj)/K1(4πgyj) is given by an asymptotic sign-alternating series in 1/g. Replacing
it by the leading term we find (for n ≥ 1)∑

j≥1

c̃j(y)
xn − yj

− 1
4

(
J0(y)− iJ1(y)
xn − iy/(2πg) + J0(y) + iJ1(y)

xn + iy/(2πg)

)

= rn − 1
rn + 1

∑
j≥1

c̃j(y)
xn + yj

− 1
4

(
J0(y)− iJ1(y)
xn + iy/(2πg) + J0(y) + iJ1(y)

xn − iy/(2πg)

) . (3.47)

– 24 –



J
H
E
P
0
9
(
2
0
2
2
)
2
2
6

It is instructive to compare the last relation with (3.16). We note that the exponential
functions are replaced by a linear combination of the Bessel functions and an exponentially
small factor of exp(−8πgxn) with

rn − 1
rn + 1 = i e−8πgxn (1 +O(1/g)) + 1

16πgxn
(1 +O(1/g)) + . . . . (3.48)

Here both terms are accompanied by series in 1/g and dots denote terms suppressed by
powers of e−8πgxn .

Because the left-hand side of (3.48) is a well-defined real function of the coupling con-
stant g, the appearance of the factor ‘i’ on the right-hand side of (3.48) may be surprising.
It is related to the fact that the series entering the second term in (3.48) suffer from Borel
singularities. To make it well-defined, we can move the coupling constant slightly above the
real axis by g → g+ i0. This transformation amounts to deforming the integration contour
in the Borel plane in the vicinity of the singularities (see (1.11)). It induces an imaginary
contribution to the second term in (3.48) which cancels against a similar contribution from
the first term in (3.48) in such a way that their sum remains real and well-defined (see
appendix E for details).

In a close analogy with (3.17), we look for solutions to (3.47) in the form

c̃j(y) = c̃
(0)
j (y) + i e−8πgx1 c̃

(1)
j (y) + . . . , (3.49)

where dots denote corrections suppressed by powers of 1/g. Substituting (3.49) into (3.47)
and taking into account (3.48), we find that the coefficient functions c̃(0)

j (y) and c̃
(1)
j (y)

satisfy (for n ≥ 1)

∑
j≥1

c̃
(0)
j (y)
xn − yj

= 1
4

(
J0(y)− iJ1(y)
xn − iy/(2πg) + J0(y) + iJ1(y)

xn + iy/(2πg)

)
,

∑
j≥1

c̃
(1)
j (y)
xn − yj

= δn1

∑
j≥1

c̃
(0)
j (y)
x1 + yj

− J0(y)− iJ1(y)
4 (x1 + iy/(4πg)) −

J0(y) + iJ1(y)
4 (x1 − iy/(4πg))

 . (3.50)

These relations are similar to (3.19). As mentioned above, they can be obtained from (3.19)
by replacing exponential functions with a linear combination of the Bessel functions

e±iy → J±(y) ≡ J0(y)± iJ1(y) . (3.51)

It is therefore not unexpected that the solutions to (3.19) and (3.50) are related to each
other by the same transformation.

Solving the system of equations (3.50) as well as the analogous system for β = 0 and
` = 1, we can find the functions (3.43) and (3.44) at strong coupling

Γ(x, y) = Γ(0)(x, y) + i e−8πgx1 Γ(1)(x, y) + . . . , (3.52)

where dots stand for terms suppressed by powers of 1/g and by exponentially small factors
e−8πgxn (with n ≥ 1). Here the functions Γ(0)(x, y) and Γ(1)(x, y) are obtained from (3.20)
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and (3.21) by applying the transformation (3.51)

Γ(0)(2gx, 2gy) = ix

4

[(
J−(2gx)J+(2gy)

x− y
Φ(−x)
Φ(−y) −

J+(2gx)J−(2gy)
x− y

Φ(x)
Φ(y)

)

+ (−1)`
(
J−(2gx)J−(2gy)

x+ y

Φ(−x)
Φ(y) −

J+(2gx)J+(2gy)
x+ y

Φ(x)
Φ(−y)

)]
,

Γ(1)(2gx, 2gy) = x

4π
F (2πix1)
F (−2πix1)

[
J+(2gx)F (x) + (−1)`J−(2gx)F (−x)

]

× x1
x2

1 + y2/(2π)2

[
J+(2gy)
F (−y) + (−1)`J−(2gy)

F (y)

]
, (3.53)

where the functions Φ, F and J± were introduced in (2.18), (3.22) and (3.51), respectively.
The important difference between (3.18) and (3.52) is that, in virtue of (3.48), the

perturbative series in 1/g on the right-hand side of (3.52) contains Borel singularities. As
discussed above, these singularities are regularized by replacing g → g + i0.

We can now apply (3.53) to determine the strong-coupling expansion of the observable
F`. Following the same steps as in section 3.1, we examine (3.53) at the coinciding point
y = x. Using the properties of Bessel functions (3.51), we find from (3.53) for g � 1

Γ(0)(2gx, 2gx) = 1
π
− i

4πg∂x log Φ(x)
Φ(−x)

− (−1)` 1
8πgx

[
e−4gix Φ(−x)

Φ(x) + e4gix Φ(x)
Φ(−x)

]
+O(1/g2). (3.54)

The analogous expression for Γ(1)(2gx, 2gx) scales as O(1/g2) and produces a subleading
contribution to (3.4).

Compared to (3.24), the two terms inside the brackets in (3.54) have an opposite
relative sign. As we will see in a moment, this has important consequences for the prop-
erties of F`. Substituting (3.54) into (3.4) we find that the first term on the right-hand
side of (3.54) yields (−2gI0), whereas the second one leads to the integral that is similar
to (3.25). Because ∂x log Φ(x) ∼ −β/x at large x (see (2.19)), this integral vanishes for
β = 0.

The contribution of the last term in (3.54) to (3.4) can be written as

(−1)`

4π

(∫
C+

dx+
∫
C−

dx

)
∂x log(1− χ(ix)) e−4gx Φ(ix)

Φ(−ix) ≡ ϕ(g − i0) + ϕ(g + i0) , (3.55)

where the integration contours C+ and C− start at the origin and go to +∞ slightly above
(C+) and below (C−) the real axis. Here we took into account that the two terms inside the
brackets on the last line of (3.54) have poles located along the imaginary axis and rotated
the integration contour as x→ −ix and x→ ix, respectively.
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The integrals on the left-hand side of (3.55) define two branches of the function ϕ(g).
After the change of variable x = σ/(4g), they take the form of the Borel transform (1.11)

ϕ(g) =
∫ ∞

0
dσ e−σ Bϕ(σ/g) ,

Bϕ(σ) = (−1)`

4π ∂σ log(1− χ(iσ/4)) Φ(iσ/4)
Φ(−iσ/4) . (3.56)

Using (2.18) we find that Bϕ(σ) is a meromorphic function with poles located at real σ.
As a consequence, the function ϕ(g) has a cut running along the real axis in the complex
g-plane.8 The discontinuity of this function across the cut is given by an (infinite) sum
over the residues of Bϕ(σ/g) at the poles located at positive σ. At large positive g the
leading contribution comes from the double pole at σ = 8πgx1

ϕ(g + i0)− ϕ(g − i0) = 2πi resσ=8πgx1

(
e−σ Bϕ(σ)

)
= i(−1)`8gπx1 e

−8πgx1 Λ(x1)(1 +O(1/g)) , (3.57)

where Λ(x1) was defined in (3.28).9

Combining together the above relations, we obtain from (3.4)

g∂gF`(g) = −2gI0 + ϕ(g − i0) + ϕ(g + i0) + . . . , (3.58)

where dots denote subleading corrections including those coming from Γ(1)(2gx, 2gy). The
sum of two terms on the right-hand side of (3.58) is a real function of g, whereas each
term separately develops an exponentially small imaginary part (3.57). Applying (3.58)
and (3.57) we can obtain two other representations of the same quantity

g∂gF`(g) = −2gI0 + 8i(−1)`gπx1 e
−8πgx1 Λ(x1) + 2ϕ(g − i0) + . . .

= −2gI0 − 8i(−1)`gπx1 e
−8πgx1 Λ(x1) + 2ϕ(g + i0) + . . . . (3.59)

The three representations, eqs. (3.58) and (3.59), are equivalent. This illustrates a univer-
sal feature of the strong-coupling expansion that has been mentioned previously. Namely,
the definition of non-perturbative, exponentially small corrections to g∂gF`(g) depends on
a regularization that one employs to integrate through the Borel singularities in (3.56).
According to (3.56), the functions ϕ(g + i0) and ϕ(g − i0) are obtained by shifting the
integration contour in the Borel plane slightly above and below the real axis, respectively.
In the representation (3.58), the Borel poles are integrated using the principal value pre-
scription.

Comparing (3.59) with (3.29) we notice that non-perturbative corrections to both
expressions involve the same quantity 8(−1)`gπx1 e

−8πgx1 Λ(x1). For half-integer β, the
perturbative series f`(g) is well-defined and the coefficient in front of the non-perturbative

8Formally expanding (3.56) in powers of 1/g, one would obtain that ϕ(g) is given by a Borel non-
summable series.

9At large negative g, the leading contribution to (3.57) comes from the double pole at σ = −8πgy1.
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term in (3.29) can be determined unambiguously. In contrast, for integer β this coefficient
depends on the regularization of the Borel singularities of the perturbative function ϕ(g).

Integrating the second relation in (3.59) and matching F` to (1.7), we can find the
leading non-perturbative correction

∆f`(g) = i(−1)`+βΛ(x1) e−8πgx1(1 +O(1/g)) . (3.60)

We would like to emphasize that this relation should be supplemented with the analogous
relation for the perturbative function

g∂gf`(g) = 2ϕ(g + i0) , (3.61)

where the ‘+i0’ prescription on the right-hand side specifies a deformation of the integration
contour in the vicinity of the Borel singularities in (3.56). If we used ‘−i0’ prescription,
the expression on the right-hand side of (3.60) would have an opposite sign. Note that
the relation (3.60) and its complex conjugate coincide with (3.31) evaluated at β = 0 and√
−1 = ±i.

Finally, we can find the difference ∆f`+2 − ∆f` by evaluating non-perturbative cor-
rections to the ratio (3.2). To obtain D` using (3.6), we examine the leading asymptotic
behaviour of the function Γ(2gx, 2gy) given by (3.52) and (3.53) for x, y → 0

Γ`=0(2gx, 2gy) = xg

[
1− 1

g

(
iΦ′(0)− i F (2πix1)

F (−2πix1)
e−8πgx1

πx1

)
+O(1/g2)

]
,

Γ`=1(2gx, 2gy) = 1
2x

2yg3
[
1− 2

g

(
iΦ′(0) + i

F (2πix1)
F (−2πix1)

e−8πgx1

πx1

)
+O(1/g2)

]
. (3.62)

The first term inside the parentheses in both relations is real whereas the second one
is pure imaginary. The situation here is similar to the one we encountered in (3.59).
The non-perturbative correction to (3.62) corresponds to a particular regularization of the
perturbative function f`(g) → f`(g + i0), see eq. (3.61). It amounts to deforming the
integration contour in the Borel transform (1.11) slightly below the real axis, thus avoiding
the Borel poles.

Matching (3.62) to (3.6) we find

D` = 1
b

[
1− 1

g
(`+ 1)

(
I1 − i(−1)`Λ(x1)

πx1
e−8πgx1

)
+O(1/g2)

]
, (3.63)

where Λ(x1) is given by (3.28). This relation is valid for β = 0 and ` = 0, 1. As in the
previous case of half-integer β, we repeated the calculation of D` for β = 1, 2, 3, 4 and
found that the leading non-perturbative correction to D` can be obtained through the
transformation (3.36). This leads to

∆f`+2 −∆f` = i(−1)`+β(`+ β + 1)Λ(x1)
e−8πgx1

gπx1
, (3.64)

up to corrections suppressed by 1/g. Notice that the leading correction (3.60) cancels on
the right-hand side of (3.64).
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3.3 Degenerate symbols

The obtained relations for the non-perturbative corrections (3.60) and (3.64) are valid for
the symbol of the form (2.18). A distinguished feature of (2.18) is that (1 − χ(x)) has
simple roots at x = ±2πixn. Examining different expressions of the symbols in (2.10) we
observe that this condition is satisfied for 1−χBES(x) whereas the two remaining symbols,
1− χoct(x) and 1− χloc(x) have double roots.

To define the symbols with double roots it is sufficient to take the limit of (2.18)
as x2 → x1. We recall that deriving the non-perturbative corrections (3.60) and (3.64),
we neglected subleading corrections to ∆f`(g) suppressed by powers of exp(−8πxn) with
n ≥ 2. For x2 → x1 we also have to retain corrections proportional to e−8πx2 . They are
given by the same expressions (3.60) and (3.64) with x1 replaced by x2. For instance, we
get from (3.60)

∆f` = i(−1)`+β
[
Λ(x1) e−8πgx1 +Λ(x2) e−8πgx2

]
(1 +O(1/g)) , (3.65)

where Λ(x2) is obtained from (3.28) by replacing x1 ↔ x2.
In particular, for x2 → x1 we have, up to O(x1 − x2) corrections,

Λ(x2) = −Λ(x1) = 2x1
x1 − x2

∏
n≥3

xn + x1
xn − x1

∏
n≥1

yn − x1
yn + x1

= 2x1
x1 − x2

Λ′(x1) , (3.66)

where the notation was introduced for

Λ′(x1) = F ′(2iπx1)
F ′(−2iπx1) , F ′(x) = Φ(x)

(1− ix/(2πx1))2 . (3.67)

Combining the above relations we get from (3.65) in the limit x2 → x1

∆f` = i(−1)`+β16πgx1Λ′(x1) e−8πgx1(1 +O(1/g)) , (3.68)

As compared with (3.60), this expression contains the additional factor of g. In the similar
manner, we get from (3.64)

∆f`+2 −∆f` = 16i(−1)`+β(`+ β + 1)Λ′(x1) e−8πgx1 . (3.69)

The relations (3.68) and (3.69) hold for integer β. They can be obtained from the analogous
relations (3.60) and (3.64) by replacing

Λ(x1)→ 16πgx1Λ′(x1) . (3.70)

For half-integer β, we can apply the same transformation to (3.31) and (3.37) to get the
corresponding expressions for the function ∆f`(g) for the symbol with double roots.

3.4 Non-perturbative corrections at strong coupling

Let us summarize the obtained results for the non-perturbative corrections to (1.7) at
strong coupling.
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For half-integer β, perturbative f`(g) and non-perturbative ∆f`(g) terms in (1.7) are
well-defined functions of the coupling constant g. The function f`(g) takes into account
perturbative corrections in 1/g and it takes the form (2.28). The function ∆f`(g) describes
non-perturbative, exponentially small corrections to (1.7). It satisfies the relations (3.31)
and (3.37).

For integer β, the function f`(g) is given by a Borel non-summable series (1.10) and
requires a regularization. Combining together the relations (1.11), (3.61) and (3.56), we
find that its Borel transform satisfies

σ∂σBf (σ) = −2Bϕ(σ) . (3.71)

According to (3.56), the function Bϕ(σ) has double poles at σ = 8πxn and σ = −8πyn
(with n ≥ 1). As a consequence, Bf (σ) has the following schematic form

Bf (σ) ∼ A σ

σ − 8πx1
+B

σ

σ + 8πy1
+ . . . , (3.72)

where we displayed the contribution of the two poles closest to the origin. Substitut-
ing (3.72) into (1.11) and expanding the integral in powers of 1/g, we find

f`(g) ∼ −
∑
k

[
A

(8πx1)k+1 + (−1)k B

(8πy1)k+1

]
k!g−k + . . . (3.73)

As expected, the expansion coefficients grow factorially. For x1 < y1 and x1 > y1 the large
order behaviour is controlled, respectively, by the first and second term inside the brackets.
In both cases, the series (3.73) suffers from Borel singularities.

Due to the presence of the pole in (3.72) at x = 8πx1, the integral (1.11) is not well-
defined and requires a regularization. Different ways of deforming the integration contour
in (1.11) in the vicinity of the pole lead to different results for the perturbative term f`(g).
They differ from each other by exponentially small terms O(e−8πgx1) which are proportional
to the residue at the pole. The dependence on the regularization disappears in the sum
of perturbative and non-perturbative terms (1.9). We demonstrated that this sum can be
written in three equivalent ways

∆F`(g) ≡ 1
2 [f`(g + i0) + f`(g − i0)] = f`(g + i0) + ∆f`(g) = f`(g − i0)−∆f`(g) . (3.74)

Here f`(g+i0) and f`(g−i0) are given by the Borel transform (1.11) in which the integration
contour is shifted, respectively, slightly below and above the Borel poles. The additional
exponentially small term ∆f`(g) = 1

2(f`(g − i0) − f`(g + i0)) satisfies the relations (3.60)
and (3.64).

3.5 Physics applications

Let us now specify the non-perturbative function ∆f`(g) for three physically relevant cases
of the symbol χ(x) in (1.3), (1.5) and (1.6).
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Easy case: BES. Let us first consider the symbol (1.3) with β = −1/2. According to
terminology adopted in the previous subsection, this corresponds to an ‘easy’ case.

The relations (3.31) and (3.37) for the non-perturbative function ∆f`(g) depend on x1
and Λ(x1). We recall that x1 is the solution to ΦBES(−2iπx1) = 0 closest to the origin. We
apply (2.20), (3.22) and (3.28) to find that x1 = 1

2 and

FBES(x) =
√
π

Γ
(
1− ix

2π

)
2Γ
(

3
2 −

ix
2π

) , ΛBES = FBES(iπ)
FBES(−iπ) = 1

2 . (3.75)

We then use (3.31) and (3.37) to find the leading non-perturbative corrections as

∆fBES
` = (−1)`

2
e−4πg (1 +O(1/g)

)
,

∆fBES
`+2 −∆fBES

` = (−1)` (2`+ 1)
e−4πg

2πg . (3.76)

It follows from the first relation that the leading non-perturbative correction to FBES
` is

1
2(−1)` e−

√
λ. It is easy to verify that for ` = 0, 1, 2 this result is in an agreement with the

exact relations (2.32).
In a similar manner, we apply the second relation in (3.76) together with (2.31) to

obtain the ratio (3.2) for ` = 0

DBES
0 = eF`=2−F`=0 = 1

πg

[
1− log 2

2πg + 1
2πg

e−4πg +O(e−8πg)
]
, (3.77)

where the last term denotes subleading non-perturbative corrections. This relation should
be compared with the exact expression of D0 that follows from (2.32)

DBES
0 = log cosh(2πg)

2π2g2 = 1
πg

[
1− log 2

2πg + 1
2πg log(1 + e−4πg)

]
. (3.78)

We observe a perfect agreement.

Hard cases: octagon and localization. Let us now consider the symbols (1.5) and (1.6).
As compared to the previous case, there are two important differences.

First, because the strength of the Fisher-Hartwig singularity is integer in this case,
βoct = −βloc = 1 (see eq. (2.21)), the perturbative correction to F` has a more complicated
form (3.73). Matching (2.21) to (2.18), we identity the leading root (x1) and pole (y1) of
the two symbols as

xoct
1 = yloc

1 = 1 , yoct
1 = xloc

1 = 1
2 . (3.79)

It follows from (3.73) that the perturbative series foct
` (g) is sign alternating,10 whereas

f loc
` (g) has the expansion coefficients of the same sign. This property is in agreement with
the explicit expressions (2.36) and (2.37).

10This does not mean however that foct
` (g) does not suffer from Borel singularities. Due to xoct

1 > yoct
1 ,

the large order behaviour of foct
` (g) is controlled by the Borel pole of (3.72) at x = −4π. The pole at

x = 8π generates non-perturbative corrections.
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Secondly, the leading root of the symbols (2.21) is double degenerate and, as a conse-
quence, the non-perturbative corrections to F` satisfy the relations (3.68) and (3.69). We
apply (3.67) and (2.21) and identify the corresponding non-perturbative parameters as

Λ′oct = 1
64 , Λ′loc = 1

4 . (3.80)

Then, it follows from (3.68) that the leading non-perturbative correction satisfies

∆foct
` (g) = (−1)`+1

4 iπg e−8πg(1 +O(1/g)) ,

∆f loc
` (g) = (−1)`+1 2iπg e−4πg(1 +O(1/g)) . (3.81)

Note that ∆foct
` is suppressed by the factor of e−4πg compared to ∆f loc

` . This property
is expected because the Borel transform (3.72) of the perturbative functions foct

` and f loc
`

contains the leading pole located at σ = 8π and σ = 4π, respectively.
Similarly, the relation (3.69) takes the form

∆foct
`+2(g)−∆foct

` (g) = i

4(−1)`+1(`+ 2) e−8πg ,

∆f loc
`+2(g)−∆f loc

` (g) = 4i(−1)`+1` e−4πg . (3.82)

Note that the leading large g terms in (3.81) cancel out in the difference.
It is important to emphasize that the relations (3.81) and (3.82) hold for large positive

g. In fact, the functions ∆foct
` (g) and ∆f loc

` (g) have different asymptotic behaviour at
large positive and negative g due to the Stokes phenomenon.

Recall that the perturbative series for f loc
` (g) and foct

` (g) are related to each other
as (2.37). Due to the presence of Borel singularities in both series, this relation is formal.
As discussed above, we can regularize these singularities by deforming the integration
contour in (1.11) in the vicinity of the Borel poles. In this way, we get

foct
` (g + i0) = f loc

`+2(−g − i0) ,

foct
` (g − i0) = f loc

`+2(−g + i0) . (3.83)

This discontinuity yields the non-perturbative correction ∆f`(g) = 1
2(f`(g−i0)−f`(g+i0)),

i.e. (3.83) leads to

∆foct
` (g) = −∆f loc

`+2(−g) . (3.84)

Combined together with (3.81) and (3.82), this relation allows us to determine the asymp-
totic behaviour of the non-perturbative functions at large negative g.

Moreover, substituting (3.83) into the first relation in (3.74) we find that the sum of
the perturbative and non-perturbative contributions to Foct

` (g) and F loc
` (g) are related to

each other as

∆Foct
` (g) = ∆F loc

`+2(−g) . (3.85)

Thus, the functions ∆Foct
` (g) and ∆F loc

`+2(g) can be identified as two branches of the same
function defined for negative and positive g, respectively.
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model G nF nS nA

SA SU(N) 0 1 1

FA SU(N) 4 0 2

F̃A Sp(2N) 4 0 1

Table 1. Three N = 2 superconformal models of class I.

4 Applications to N = 2 superconformal models

Our aim in this section is to compute the leading non-trivial corrections to special ob-
servables in N = 2 four-dimensional superconformal models that are planar-equivalent
to N = 4 SYM. These observables are controlled by the localization matrix model and,
as a result, can be expressed in terms of the semi-infinite matrix Knm defined in (1.2)
(see [18–21] and appendix A).

The relevant N = 2 models may be split into two classes I and II:

I. Models with gauge group SU(N) or Sp(2N) and matter content summarized in ta-
ble (1), where nF, nS, and nA are the numbers of hypermultiplets in the fundamental,
rank-2 symmetric and antisymmetric representations. Guided by geometrical engi-
neering, these models are expected to be holographically dual to IIB superstring
theory on orientifolds/orbifolds of the type AdS5 × S5/G [46, 47]. They correspond
to a combination of 2N D3-branes together with an orientifold O7 plane and, in
models with nF 6= 0, also with several D7-branes.

II. Quiver theories (that we call QL) with gauge group SU(N)⊗L, bi-fundamental matter,
and equal gauge couplings. They are orbifold projections of the N = 4 SYM theory
and are dual to type IIB superstring on AdS5 × S5/ZL orbifold [48–51].

4.1 Observables in terms of Bessel operator

The three simplest observables in these models are the free energy on S4, half-BPS circular
Wilson loop, and some correlators of chiral primary operators. They can be computed using
localization matrix model techniques. It turns out that the leading non-trivial corrections
to them can be expressed in terms of the Bessel operator (1.2).

The interaction potential of the localization matrix model is given by an (infinite) sum
of terms weighted by powers of the ’t Hooft coupling. The evaluation of the observables is
straightforward in weak coupling expansion, but the strong-coupling expansion poses a non-
trivial problem. The latter limit is of main interest from the point of view of establishing
correspondence with dual string theory, i.e. for tests of the AdS/CFT correspondence.
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Explicitly, semi-infinite matrix in (1.1) appearing in the context of the above N = 2
superconformal models is given by [18]

Xnm = −8 (−1)n+m
√

(2n+ `− 1)(2m+ `− 1)

×
∫ ∞

0

dt

t

e2πt

(e2πt − 1)2 J2n+`−1(t
√
λ) J2m+`−1(t

√
λ) . (4.1)

It is easy to see that, upon change of the variable t → t/
√
λ, the matrix Xnm coincides

with the Bessel matrix (1.2) with the symbol χ = χloc(x) given in (1.6)

Xnm = Knm

∣∣∣
χ=χloc

. (4.2)

Free energy. The free energy is defined as F = − logZ, where Z is the partition function
of gauge theory on S4. It is a function of λ and N . Planar equivalence implies that at
large N the free energy of the above N = 2 models is equal to the free energy of N = 4
SYM theory11

FN=4(λ;N) = −1
2(N2 − 1) log λ . (4.3)

The leading O(N2) term cancels in the difference ∆F = FN=2 − FN=4 which is thus a
genuine N = 2 quantity.

More precisely, let us define

∆FM =


FM(λ;N)− FN=4(λ;N) , M = SA ,FA , F̃A ,

FQL(λ;N)− LFN=4(λ;N) , M = QL .
(4.4)

We will be interested in the leading N →∞ limit of ∆FM. This quantity has been studied
previously in the SA [20], FA and F̃A [21], and Q2 models [19].

In the SA and Q2 models, one finds the following explicit representations for the leading
correction to the free energy in terms of the Bessel operator observable F` defined as
in (1.1), (1.2), (1.6) and (4.2)

∆F SA(λ) = 1
2 F

loc
`=2 , (4.5)

∆FQ2(λ) = 1
2 F

loc
`=2 + 1

2 F
loc
`=1 . (4.6)

The relation (4.5) was proved in [20], and (4.6) is derived below in appendix F.
From a string theory argument for the non-planar correction to the half-BPS Wilson

loop [53] and its relation to the free energy [19], one expects that in both cases (4.5)
and (4.6) the leading term at strong coupling should take the form

∆FM(λ) = CM λ1/2 + . . . , λ� 1 . (4.7)
11The free energy F in general contains a UV divergence proportional to the conformal a-anomaly and

thus is scheme-dependent. Eq. (4.3) is the expression in a particular renormalization scheme [2, 52] (in (4.3)
we ignore a λ independent constant).
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The constant CQ2 in the L = 2 quiver model was estimated in [19] by a Monte Carlo
numerical simulation (in a moderate range λ < 450) with the result

CQ2 ' 0.08 . (4.8)

In the SA model, an analytical determination of CSA was attempted in [20] by considering
the leading-order (LO) large λ contribution to the matrix elements of (4.1) at ` = 2 before
computing the determinant. As a result, the expected λ1/2 scaling of ∆F SA was reproduced
with the coefficient being

CSA
LO = 1

2π = 0.159 . . . . (4.9)

A numerical high-precision resummation of the weak-coupling expansion of ∆F SA was per-
formed in [20] using an improved conformal mapping Pade’ analysis. While the large λ
scaling exponent 1/2 in (4.7) was confirmed, the Pade’ estimate for its coefficient was
substantially smaller CSA

Pade ' 0.12 than in (4.9), so the final picture was not totally satis-
factory.

Turning to the FA and F̃A models with fundamental hypermultiplets, one finds that
the large N expansion of the free energy contains both odd and even powers of 1/N . In
the FA model with gauge group SU(N) one gets [21]

∆F FA = N F1(λ) + F2(λ) +O(1/N) ,
F2(λ) = F̃2(λ) + ∆F SA(λ) ,

∂λF̃2(λ) = −λ2 [∂2
λ(λF1(λ))]2 . (4.10)

Here the leading O(N) term F1(λ) can be found in a closed form [21]

F1(λ) = 2√
λ

∫ ∞
0

dt
e2πt

(e2πt + 1)2

[J1(2t
√
λ)− t

√
λ+ 1

2(t
√
λ)3

t2

]
. (4.11)

It is straightforward to work out its strong coupling expansion [21]

F1(λ) = log 2
4π2 λ− 1

4 log λ− 6 log A + 3
4 + 7

6 log 2 + 1
2 log π

− π2

4 λ−1 + 25/2

π3/2 λ
1/4 e−

√
λ (1 +O(λ−1/2)

)
, (4.12)

Note that the second line of (4.12) contains only one perturbative term and that the
coefficient of the non-perturbative correction12 is real (cf. (4.32) and (4.34) below).

According to (4.10), the function F1(λ) determines the part F̃2(λ) of the subleading
O(N0) correction. The remaining part of F2(λ) is the same as in free energy in the SA
theory given by (4.6).

In the F̃A model with the Sp(2N) gauge group, the large N expansion of the free energy
∆F F̃A is much simpler (it is essentially determined by F1(λ)) and thus does not involve

12We omit terms with higher odd powers of e−
√
λ, see [21].
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the Bessel operator.13 In this case one may directly identify the non-perturbative correc-
tions to ∆F F̃A that are exponentially suppressed at large λ and are partially controlled by
resurgence properties [21].

Non-planar correction to half-BPS circular Wilson loop. In the above N = 2
models the localization yields a matrix model representation for the expectation value of
the (suitably defined) half-BPS circular Wilson loop 〈W〉. The planar equivalence implies
that 〈W〉M in these models has a universal large N limit

lim
N→∞

〈W〉M = 〈W〉0 ≡
2√
λ
I1(
√
λ) , (4.13)

where I1 is the modified Bessel function. The subscript ‘0’ stands for the planar limit, i.e.
the leading term in the large N expansion. The leading non-planar correction to 〈W〉M

defines the model-dependent function qM(λ)14

〈W〉M

〈W〉0
= 1 + 1

N2 q
M(λ) +O(1/N4) , M = SA,QL . (4.14)

Remarkably, one can establish simple relations between qM and the leading correction ∆FM

to the free energy [19, 20]

∆qSA(λ) = qSA(λ)− qN=4(λ) = −λ
2

4
d

dλ
∆F SA(λ) , (4.15)

∆qQ2(λ) = qQ2(λ)− qN=4(λ) = −λ
2

8
d

dλ
∆FQ2(λ) , (4.16)

where qN=4(λ) = λ
96 [
√
λI2(
√
λ)/I1(

√
λ)−12] = 1

96λ
3/2 + . . . at strong coupling. Combining

these relations together with (4.5) and (4.6), one can express the function qM(λ) in terms
of the Fredholm determinant F` of the Bessel operator.

The string theory argument suggests [53] that qM(λ) should scale at strong coupling
as λ3/2. The relations (4.15) and (4.16) then imply that the coefficient of λ3/2 should be
proportional to CM in (4.7).

Correlation functions of chiral operators. In contrast to the free energy and circular
Wilson loop discussed above, the correlation functions of some chiral operators in N = 2
models of type I and II differ from their counterparts in N = 4 SYM already at the leading
large N order.

In the class I N = 2 models this happens for correlators of chiral primary operators
Ok(x) = trϕk(x) involving odd power k of the complex scalar ϕ(x) from the N = 2 vector

13The technical reason for this simplification is that the localization matrix model for F̃A model has the
interaction potential which is free from double-trace terms, cf. (A.4). As a consequence, ∆F F̃A can be found
analytically and an exact resummed expression is available for the leading strong coupling terms at each
order in the 1/N expansion [21].

14For a discussion of the Wilson loop in the models FA and F̃A with the matter in the fundamental
representation see [21].
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multiplet. Defining the ratio of two-point functions of anti-chiral/chiral operators in N = 2
model and N = 4 SYM

RM
k (λ) = 〈Ōk(x)Ok(0)〉M

〈Ōk(x)Ok(0)〉N=4 , (4.17)

one finds that, in the planar limit, it is 1 for even k = 2n but a nontrivial function of λ for
odd k = 2n+ 1.

This property can be understood as follows. Considering an orbifold projection of a
conformal gauge theory with respect to some discrete subgroup of a global symmetry group
one can split the observables into “untwisted” (even under the action of orbifold group)
and “twisted” (odd under the orbifold group) [49, 54–56]. In the planar limit, the former
are the same as in the original theory (but they differ at subleading order in 1/N), while
the latter deviate from the original theory ones already at the leading large N order. The
free energy, the circular Wilson loop and the ratio of the correlators RM

2n are examples of
“untwisted” observables whereas the ratio RM

2n+1 and analogous ratio of the correlators in
class II models (see eq. (4.25) below) belong to the “twisted” sector.

In the Q2 orbifold model with the SU(N) × SU(N) gauge group the operators in the
twisted sector are odd under interchanging the scalar fields ϕ1 and ϕ2 of the two N = 2
SU(N) vector multiplets. The SA model is related to the Q2 model by an additional
orientifold projection (see, e.g., [57]). In particular, the scalar fields ϕ1 and ϕ2 at the two
nodes of the Q2 quiver are related to the scalar field ϕ belonging to the N = 2 vector
multiplet of the SA theory as ϕ1 = ϕ and ϕ2 = −ϕ. This additional discrete modding
implies that the chiral primary operators O2n+1 = trϕ2n+1(x) and O2n = trϕ2n(x) belong,
respectively, to the twisted and untwisted sectors in the SA theory. This explains why the
ratio of the correlators (4.17) is different from 1 for the “odd” operators already at the
planar level.15

Explicitly, in the SA model one finds for (4.17) from the localization matrix model
representation

RSA
2n+1(λ) =

(
1

1−K[n]

)
11
, (4.18)

where the semi-infinite matrix K[n] is obtained from the matrix K in (1.2) with ` = 2 by
removing its first (n−1) rows and columns. In [18], the relation in (4.18) was used to derive
the weak coupling expansion of RSA

2n+1. At strong coupling, RSA
2n+1 can be determined in

the leading-order (LO) approximation as [58]

RSA
2n+1(λ) = 8π2

λ
n(2n+ 1) + . . . . (4.19)

This result compares well to direct Monte Carlo numerical evaluation of the matrix model
integral and to Pade’ resummation of the perturbative series.

15For example, the matrix model proof of planar equivalence is based on the assumption of an even
distribution of eigenvalues in the large N limit. This assumption is justified for correlators of “even”
chiral primaries O2n(x) = trϕ2n(x). However, the correlators of “odd” chiral primaries O2n+1(x) involve a
deformed eigenvalue distribution [18].
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For the correlators of even chiral operators in the SA model, the ratio (4.17) deviates
from 1 starting at order 1/N2. Remarkably, like in the Wilson loop case (4.15) and (4.16),
the 1/N2 term can be expressed in terms of λ-derivatives of the non-planar correction in
the free energy ∆F SA(λ) defined in (4.5) [20]

RSA
2n (λ) = 1− 2n

N2

[
(2n2 − 1)λ ∂λ + (λ ∂λ)2

]
∆F SA(λ) +O(1/N4) . (4.20)

According to (4.7), the 1/N2 term here scales at strong coupling as λ1/2 and is proportional
to CSA in (4.7). In an attempt to improve on the LO value of this coefficient ((4.9)), a
refined analysis was performed by either keeping the next to leading order terms in the
Bessel operator matrix elements or considering a sequence of its numerically exact finite
dimensional truncations. The best estimates obtained by these two approximations were
respectively [58]

CSA
NLO = 0.113 , CSA

num = 0.130 . (4.21)

The same methods were also applied to some three-point functions of single-trace chiral
primaries in the SA model [59]. The normalized extremal correlators

RSA
n1,n2(λ) = 〈On1(x1)On2(x2)On1+n2(0)〉SA

〈On1(x1)On2(x2)On1+n2(0)〉N=4 , (4.22)

can be expressed in terms of the resolvent 1/(1 − K)nm. For even n1 and n2, the ratio
tends, in the planar limit, to 1 (as expected). In other cases the leading term in the
strong-coupling expansion is given in the LO approximation by

RSA
2n,2m+1(λ) = 16π2

λ
m (n+m) + . . . ,

RSA
2n+1,2m+1(λ) = 16π2

λ
nm+ . . . . (4.23)

In class II models, i.e. QL quiver theories, a generalization of (4.17) and (4.18) has been
worked out in [57]. The operators in the “twisted” sector of the ZL orbifold are defined as

Tα,n(x) = 1√
L

L−1∑
I=0

e−
2πi I
L

αO(I)
n (x) , (4.24)

where integer α satisfies 1 ≤ α ≤ L − 1 and O(I)
n = trϕnI corresponds to the I-th node of

the quiver. The two-point functions 〈T̄α,n(x)Tα,n(0)〉 of the twisted chiral operators (4.24)
can be computed using the localization technique. In close analogy with (4.17), one can
define the ratio

〈T̄α,n(x)Tα,n(0)〉QL
〈Ō2n(x)O2n(0)〉N=4 ≡ 1 + ∆α,n(λ) . (4.25)

In the planar limit, it admits the following representation in terms of the matrix (4.1) for
even and odd n (see eq. (5.21) in [57])

1 + ∆α,2k(λ) =
( 1

1− sαXeven
[k]

)
11
,

1 + ∆α,2k+1(λ) =
( 1

1− sαXodd
[k]

)
11
, (4.26)
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where the matrices Xeven and Xodd coincide with (4.1) for ` = 1 and ` = 2, respectively.
The matrix X[n] is again obtained from X by removing its first (n− 1) rows and columns.
The dependence on α enters (4.26) through the parameter16

sα = sin2
(
πα

L

)
. (4.27)

At strong coupling, the expressions in (4.26) can be evaluated in the LO approximation to
give, for both even and odd n,

1 + ∆α,n(λ)= 4π2

λ sα
n(n− 1) + . . . . (4.28)

Recently, three-point functions of similar BPS twisted-sector operators in the orbifold QL

theory were computed in the planar limit at LO approximation in strong-coupling expan-
sion and successfully matched to dual string theory (which in this planar limit of correlators
of BPS operators is represented by type IIB supergravity) [60, 61].

Comments. Let us draw some conclusions from the above discussion.

1. The Bessel operator enters the N = 2 observables in two distinct ways: the free
energy and non-planar correction to circular Wilson loop depend on its Fredholm
determinant F loc

` = log det(1−K) (see eqs. (4.6) and (4.16)). At the same time, the
correlators of chiral primary operators are expressed in terms of matrix elements of
its resolvent 1/(1−K) (see eqs. (4.18) and (4.26)).

2. The results for the strong-coupling expansion of F loc
` available so far in the literature

were mostly numerical and inconclusive. This applies, in particular, to the value of
the coefficient of the leading λ1/2 term in (4.7) (cf. eqs. (4.9) and (4.21)), not to
mention higher subleading corrections that remained unknown.

3. The matrix elements of 1/(1−K) are more under control. In particular, the leading
O(1/λ) term in the ratios of chiral correlation functions (4.19), (4.23) and (4.28)
has been computed numerically, showing a very good agreement with analytic ex-
pressions, and, in some cases, was matched to dual supergravity results [60]. Still,
subleading corrections at large λ have not been computed yet, as going beyond the
LO approximation appears to be non-trivial.

4. Apart from “perturbative” ( 1√
λ

)n strong-coupling corrections to the observables one
expects also exponentially small non-perturbative corrections but no information
about them is available except in the case of much simpler F̃A model [21].

4.2 Strong coupling expansion

Let us now apply the results obtained in sections 2 and 3 to address the open problems
mentioned above.

16For α = 0 the relation (4.24) defines untwisted chiral operator. In this case, s0 = 0 and the correspond-
ing ratio of the two-point functions (4.26) is 1 in the planar limit.
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Free energy and circular Wilson loop. As was explained in the previous subsection,
these observables can be expressed in terms of the Fredholm determinant of the Bessel
operator (2.3) with the symbol (1.6). From the results in section 2.5 we have

F loc
` = πg −

(
`− 1

2

)
log g +Bloc

` + f loc
` (g + i0) + ∆f loc

` (g) , g =
√
λ

4π . (4.29)

Here the Widom-Dyson constant Bloc
` is given by (see (2.24))

Bloc
` = −6 log A + 1

2 + 1
6 log 2− ` log 2 + log Γ(`) , (4.30)

where A is Glaisher’s constant. Perturbative corrections in 1/g are described by the function
f loc
` (g + i0), where ‘+i0’ corresponds to a particular prescription for integrating the Borel
singularities in (1.11). Its series expansion at large g looks as (see (2.27), (2.11), (2.12)
and (2.26))

f loc
` (g) =1

8(2`− 3)(2`− 1) log
(
g′/g

)
+ (2`− 5)(2`− 3)(4`2 − 1) ζ(3)

2048π3g′3

− (2`− 7)(2`− 5)(4`− 9)(4`2 − 1) 3ζ(5)
262144π5g′5

+O(g′−6) , (4.31)

where g′ = g − log 2
π . Re-expanding this series in powers of 1/g one would generate terms

proportional to powers of log 2
π . Finally, the leading non-perturbative correction to ∆f loc

` (g)
is given by (3.81) and (3.82).

Substituting (4.29) into the first relation in (4.6) we get the strong-coupling expansion
of the free energy in the SA model17

∆F SA(λ) =1
8λ

1/2 − 3
8 log λ− 3 log A + 1

4 −
11
12 log 2 + 3

4 log(4π)

+ 3
32 log

(
λ′/λ

)
− 15ζ(3)

64λ′3/2
− 945ζ(5)

512λ′5/2
− 765ζ(3)2

128λ′3
+O(λ′−7/2)

− i

4λ
1/2 e−

√
λ (1 +O(λ−1/2)

)
, λ′1/2 = λ1/2 − 4 log 2 . (4.32)

Let us make a few comments on this result.
The perturbative series on the second line of (4.32) has an interesting “homogenous

weight” property. Namely, the coefficient in front of 1/λ′n is proportional to the product
of odd Riemann zeta values ζ(2ni + 1) with

∑
i ni = n.

Note that both the leading O(λ1/2) term and non-perturbative correction on the last
line of (4.32) may also be expressed in terms of λ′.18

Another comment is about the imaginary coefficient of the non-perturbative correction
in (4.32). It has the same origin as the coefficient in front of the first term in (3.48). The

17Using the results of [12] one can obtain the perturbative expansion up to order O(1/g30).
18The origin of this peculiar dependence on both λ and λ′ may become clear if one manages to find an

exact finite λ analog of the expansion in (4.32), by analogy with what happens in the much simpler BES
case (cf. (2.31) and (2.32)).
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perturbative part of the strong-coupling expansion in (4.32) is not Borel summable and
the Borel singularities should be avoided by slightly moving g in the complex plane. As
a consequence, an imaginary part is produced canceling a similar contribution from the
non-perturbative correction in (4.32). The latter is dressed by a similar perturbative tail
of powers of λ−1/2.

From (4.32) we find, in particular, the exact value of the coefficient CSA defined in (4.7)

CSA
exact = 1

8 . (4.33)

This demonstrates that (4.9) is a rough estimate and that numerical results (4.21) gives a
relatively good approximation.

Similarly, for the orbifold model Q2, we obtain from the second relation in (4.6)

∆FQ2(λ) =1
4λ

1/2 − 1
2 log λ− 6 log A + 1

2 −
4
3 log 2 + log(4π)

+ 1
16 log

(
λ′/λ

)
− 3ζ(3)

32λ′3/2
− 135ζ(5)

256λ′5/2
− 99ζ(3)2

64λ′3
+O(λ′−7/2)

+ ic1 e
−
√
λ (1 +O(λ−1/2)

)
. (4.34)

Notice that the leading non-perturbative correction in (4.34) is suppressed by a factor of
λ1/2 as compared to the one in (4.32), i.e. scales as O(e−

√
λ). This is a consequence of

the fact that while both terms in (4.6) receive the leading O(
√
λ e−

√
λ) nonperturbative

corrections, they cancel against each other in the sum. The normalization coefficient c1 of
the subleading term remains to be determined: to find its value, one has to compute the
subleading O(1/g) correction to the functions (3.53).

The leading term of the expansion (4.34) has the expected form (4.7) with the exact
value of the coefficient being

CQ2
exact = 1

4 . (4.35)

This may be compared to the previous numerical estimate (4.8). The disagreement is not
surprising since the numerical analysis in [19] could only reach λ ' 450 where numerical
fitting is not yet able to disentangle λ1/2 from the slowly growing log λ corrections.

Interestingly, the Q2 coefficient (4.35) is twice that of the SA one in (4.33). This may
be related to the fact that the SA model is an orientifold projection of the Q2 model (see
appendix C of [57] for details). In particular, the free-theory content of the SU(N) ×
SU(N) Q2 quiver theory is twice that of the SA theory (one free bi-fundamental SU(N)
hypermultiplet is the same as the sum of rank-2 symmetric plus antisymmetric hypers).19

This factor of 2 proportionality is, of course, no longer true for the subleading coefficients
in (4.32) and (4.34).

19In particular, the conformal anomaly coefficients of the two theories thus also differ by factor of 2:
aQ2 = 1

2N
2 − 5

12 , cQ2 = 1
2N

2 − 1
3 compared to aSA = 1

4N
2 − 5

24 , cSA = 1
4N

2 − 1
6 .
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Substituting (4.32) and (4.34) into (4.15) and (4.16) we obtain the strong-coupling
expansion of the leading non-planar correction (4.14) to the circular Wilson loop

∆qSA(λ) =− λ3/2

64 + 3λ
32 −

3λ1/2 log 2
32
(
1− 4 log 2√

λ

) − 45λ−1/2ζ(3)
512

(
1− 4 log 2√

λ

)4 +O(λ−3/2)

− i

32λ
2 e−

√
λ (1 +O(λ−1/2)) , (4.36)

∆qQ2(λ) =− λ3/2

64 + λ

16 −
λ1/2 log 2

32
(
1− 4 log 2√

λ

) − 9λ−1/2ζ(3)
512

(
1− 4 log 2√

λ

)4 +O(λ−3/2)

+ i c1
16 λ3/2 e−

√
λ (1 +O(λ−1/2)) . (4.37)

Here the first and the second line in each relation defines, respectively, the perturbative
and non-perturbative corrections. The equality of the coefficients of the leading λ3/2 terms
in (4.36) and (4.37) follows from (i) the factor of 2 proportionality between (4.33) and (4.35)
mentioned above and (ii) the fact that the half-BPS Wilson loop in the Q2 model is defined
in terms of the fields associated with just one of the two SU(N) factors of the gauge group
resulting in extra factor of 1/2 in (4.16) as compared to (4.15).

Two-point chiral correlators in SA and QL models. We can also apply (4.29) to
derive the strong coupling expansion of the two-point correlation function of (anti) chiral
operators in (4.17).

To this aim, in the SA model, we write ((4.18)) in the form

RSA
2n+1(λ) =

det(δij −Kij)
∣∣∣
n+1≤i,j<∞

det(δij −Kij)
∣∣∣
n≤i,j<∞

= exp
(
F loc

2n+2 −F loc
2n
)
, (4.38)

where we first applied the Cramer’s rule to ((4.18)) and then replaced the determinants by
their expressions in terms of the functions F` in (1.1).

At weak coupling, we can use (2.6) and (2.8) to expand RSA
2n+1(λ) in powers of ’t Hooft

coupling. We checked that the resulting expressions are in agreement with the results
of [18] (see eq. (6.15) there). At strong coupling, we find from (4.38) and (4.29)

RSA
2n+1 =8π2

λ
n(2n+ 1)

× (λ′/λ)2n
[
1 + 2n

(
16n2 − 1

) ζ(3)
λ′3/2

− n
(
16n2 − 1

) (
16n2 − 9

) 9ζ(5)
8λ′5/2

+O(λ′−3)
]

×
[
1− 8in e−

√
λ (1 +O(λ−1/2)

)]
, (4.39)

where (λ′)1/2 = λ1/2 − 4 log 2. Here the expression on the second line yields perturbative
corrections in λ−1/2. As above, using λ′−1/2 as an expansion parameter is advantageous as
it automatically sums up all terms proportional to log 2. The last line in (4.39) represents
the leading non-perturbative correction. It comes from the difference ∆f loc

2n+2 − ∆f loc
2n in

the exponent of (4.38) and is given by the second relation in (3.82) for ` = 2n.
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Notice that the strong-coupling expansion (4.39) involves half-integer powers of λ−1,
in agreement with the expectation from the dual string theory side (where λ−1/2 is the
inverse string tension). Such terms are not present in the large λ asymptotic expansion of
individual matrix elementsKij in (4.38). This illustrates (once again) non-trivial properties
of the Fredholm determinant of the Bessel operator as well as the power and efficiency of
the techniques for computing it described in the first part of this paper.

The expression on the first line of (4.39) defines the leading behaviour of RSA
2n+1 for

λ → ∞. It agrees with ((4.19)), i.e. confirms the validity of the LO approximation used
in [58]. The subleading corrections in ((4.39)) may be computed to any desired order.

We remark that the relation (4.39) has an interesting behaviour in the double scaling
limit λ → ∞ and n → ∞ with the ratio n̄ = 4πnλ−1/2 held fixed. It is equivalent to the
so-called “large bridge” limit previously studied in [10, 12] in application to the octagon.
From (4.39) we get in this limit

logRSA
2n+1 =2 log n̄− 4 log 2

π
n̄+ ζ(3)

2π3 n̄
3 − 9ζ(5)

32π5 n̄
5 + 45ζ(7)

256π7 n̄
7 − 2975ζ(9)

24576π9 n̄
9

+ 5859ζ(11)
65536π11 n̄

11 − 72765ζ(13)
1048576π13 n̄

13 + 2342769ζ(15)
41943040π15 n̄

15 + . . . . (4.40)

This series admits a compact integral representation valid for arbitrary n̄20

logRSA
2n+1 = −2n̄

π

∫ ∞
n̄

dz
log

(
coth2 (z/2)

)
z
√
z2 − n̄2

. (4.41)

For the correlators of even chiral operators in the SA model, we apply (4.20) to find
the ratio RSA

2n in terms of the non-planar correction in the free energy ∆F SA(λ) defined
in (4.6).

The same method can be used to compute the two-point correlation functions (4.25)
of twisted-sector operators in the QL orbifold model. To start with, we notice that semi-
infinite matrices in (4.26) coincide with the matrix (1.2) evaluated for special values of `
and the symbol replaced with χ(x) = sαχloc(x), schematically,

Xodd
[k] = K(sαχloc)

∣∣∣
`=2k

, Xeven
[k] = K(sαχloc)

∣∣∣
`=2k−1

, (4.42)

where χoct(x) and sα are defined in (1.6) and (4.27), respectively. In close analogy
with (4.18) and (4.38), each quantity in (4.26) can be expressed as a ratio of the de-
terminants (1.1) and (2.3)

1 + ∆α,k(λ) = det(1−Bk+1(sαχoct))
det(1−Bk−1(sαχoct))

= exp
(
F loc
k+1(g, α)−F loc

k−1(g, α)
)
, (4.43)

where F loc
` (g, α) is a logarithm of the Fredholm determinant of the Bessel operator with

the symbol χ = sαχloc(x). The function F loc
` (g, α) vanishes for sα = 0 and coincides

with (4.29) for sα = 1.
20Its derivation can be found in section 7.3 of [12] (cf. eq. (7.14) there).
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At weak coupling, it follows from (2.6) and (4.43) that ∆α,k(λ) = O(λk). Replacing
the constants qk in (2.6) with their expressions qk = sαq

loc
k = −4sα(2n)!ζ(2n−1) (see (2.8))

we immediately obtain the weak-coupling expansion of ∆α,k, e.g.,

∆α,2 = −3sαζ(3)λ2

32π4 + 5sαζ(5)λ3

64π6 +O
(
λ4
)
,

∆α,3 = −5sαζ(5)λ3

256π6 + 105sαζ(7)λ4

4096π8 +O
(
λ5
)
. (4.44)

These relations are in agreement with [57], see eq. (5.23) there.
At strong coupling, we apply (1.7)–(1.10) and (2.25) to obtain the following expansion

of the function F loc
` (g, α)

F loc
` (g, α) =− 2gI0(α)−

(
`− 1

2

)
log g − `

2 log (4sα) + log Γ(`) +B(α)

+ 1
8(2`− 3)(2`− 1) log(g′(α)/g)− (2`− 5)(2`− 3)(4`2 − 1) I2(α)

3072g′3(α)

− (2`− 7)(2`− 5)(4`2 − 9)(4`2 − 1) I3(α)
163840g′5(α)

+O(1/g6) , (4.45)

where g′(α) = g − 1
2I1(α). Here we replaced the expansion coefficients with (2.25) and

denoted by In(α) the integrals (2.9) evaluated for χ = sαχloc(x). The coefficient (2.17) in
front of log g in (4.45) does not depend on α because the additional factor of sα does not
modify the strength βloc = −1 of the Fisher-Hartwig singularity (2.15) of the symbol

1− sαχloc(x) ∼ 4sα
x2 . (4.46)

It does affect, however, the normalization factor b = 4sα in (2.15). The last three terms on
the first line of (4.45) come from the Widom-Dyson constant (2.22). The first two terms
on the right-hand side of (2.22) do not depend on ` and are denoted by B(α). For the sake
of simplicity, we did not display non-perturbative corrections to (4.45). They are given by
the general expressions (3.68) and (3.69) with x = ±2iπx1 defined as the smallest root of
1− sαχloc(x). For sα = 1, the relation (4.45) coincides with (4.29).

Substituting (4.45) into (4.43) we obtain the strong-coupling expansion

1 + ∆α,k(λ) =4π2(k − 1)k
λsα

× (λ′/λ)k−1
[
1− (k − 1)(2k − 3)(2k − 1)2π3I2(α)

3λ′3/2

− (k − 1)(2k − 5)(2k − 3)(4k2 − 1)3π5I3(α)
10λ′5/2

+ . . .

]
, (4.47)

where (λ′)1/2 = λ1/2 − 2πI1(α). Here the first line defines the leading behaviour at strong
coupling and is in agreement with eq. (5.32) in [57]. Expanding (4.47) in powers of 1/g =
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4π/λ1/2 would produce terms proportional to I1(α), e.g.

1 + ∆α,2 = 1
sα

[
1

2g2 −
I1(α)
2g3 + I1(α)2

8g4 − I2(α)
64g5 + . . .

]
,

1 + ∆α,3 = 1
sα

[
3

2g2 −
3I1(α)
g3 + 9I1(α)2

4g4 −
3
4I1(α)3 + 15I2(α)

32
g5 + . . .

]
. (4.48)

5 Conclusions

In this paper, we have elucidated the role of the (truncated) Bessel operator (1.2) in the
description of certain observables in four-dimensional superconformal N = 4 and N = 2
theories. The examples considered in this paper were the special four-point correlation
function of half-BPS operators with infinite R-charge in planar N = 4 SYM theory, as
well as the free energy, half-BPS circular Wilson loop, and various two-point correlators
of chiral primaries in N = 2 superconformal models that are planar equivalent to N = 4
SYM.

We demonstrated that these quite different observables can be expressed in terms of
logarithm of Fredholm determinant F`(g), Eqs (1.1) and (2.3), of the Bessel operator (2.1)
and (2.2) after choosing particular values of the non-negative integer ` and the “symbol”
function χ(x) (see, e.g., (4.5) and (4.6)).21

The Fredholm determinant representation of the observables is exact in the ’t Hooft
coupling λ. While their small λ expansion is straightforward, it is quite non-trivial to de-
velop a strong-coupling expansion. The latter is of prime interest as it should be equivalent
to the inverse string tension expansion according to the AdS/CFT duality. The advantage
of the Fredholm determinant representation is that this difficult problem can be solved by
applying the strong Szegő limit theorem. It requires an application of special techniques
partially available in mathematical literature.

We found that, for the physically relevant cases, the perturbative expansion of F`(g)
in powers of 1/g = 4π/

√
λ reveals a number of remarkable properties that were previously

observed in the case of the octagon correlator in planar N = 4 SYM in [9, 11, 12]. In
particular, we demonstrated that F`(g) receives a log g correction. It originates from the
Fisher-Hartwig singularity of the symbol χ of the Bessel operator and is given by a simple
expression (β` + 1

2β
2) log g, which only depends on ` and the strength of the singularity

β (cf. (1.8)). The structural simplicity of this term calls for its interpretation on the dual
string theory side.

Examining the expansion of F`(g) in powers of 1/g, we found that the resulting series
can be significantly simplified by changing the expansion parameter to g′ = g − 1

2I1 where
a transcendental constant I1 is given by (2.11) and (2.12). This effectively performs a
resummation of all terms containing powers of I1. A similar phenomenon was previously

21Note that while in the octagon case the relation to Fredholm determinant follows from a hexagon
representation based on the integrability of planar N = 4 SYM theory, in the case of the free energy in the
N = 2 models it arises from the localization matrix model expression for the leading non-planar correction
and, thus, is not directly related to integrability in planar limit.
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noticed in the strong-coupling expansion of the cusp anomalous dimension in planar N = 4
SYM [39] and, thus, may be a universal feature of strong-coupling expansion of observables
in superconformal theories.

The resulting perturbative expansion of the determinant in (1.1) takes the following
factorized form (see eqs. (1.7), (2.9), (2.17) and (2.27))

exp
(
F`(g)

)
=
[
g−

1
8 (4`2−1) e−2gI0+B

]
× g′

1
8 (4`2β−1)

[
1−

(4`2β − 1)(4`2β − 9)
3072g′3

I2 +O(g′−5)
]
,

(5.1)
where `β = ` + β. Here the two factors depend separately on g and g′. Notice that, due
to our choice of the g′−1 = (g− 1

2I1)−1 as the expansion parameter, the first few powers of
g′−1 are absent inside the second brackets. The power of g in the first factor in (5.1) does
not depend on the symbol of the Bessel operator, whereas that of g′ in the second factor
only depends on the strength of the Fisher-Hartwig singularity β of its symbol. It would
be interesting to understand the meaning of the g vs g′ factorization in (5.1) from the dual
string theory perspective.

Let us note that in the simplest ` = 0 octagon case we have at strong coupling O0 =
exp

[
Foct

0 (g)
]
∼ g1/8g′3/8 e−gA0 ∼ g1/2 e−gA0 , where A0 = 2Ioct

0 = π [10, 11]. This implies
that the corresponding planar correlator G0 of four BPS operators scales as G0 = [O0]2 ∼
g e−2gA0 ∼

√
λ e−

√
λ

2π A0 . The constant A0 was conjectured to have a dual semiclassical
string theory interpretation as minimal area of a world sheet surface in AdS5 × S5 [10].
The prefactor

√
λ of the exponential may be given the following heuristic string theory

explanation. The dual string theory representation for G0 is in terms of a correlator of 4
BPS vertex operators on a plane or S2. Each of them comes essentially from string action
and thus carries a normalization factor proportional to the string tension T =

√
λ

2π . There
is also a string tension dependence in the Möbius volume for S2 (including which is like
dividing by a 3-point function); that gives a factor of T−3. In total, we get T 4×T−3 ∼

√
λ,

in agreement with the above strong-coupling scaling of G0.
In this paper we extended the analysis of the Fredholm determinant of the Bessel

operator to a wider class of symbols that appear in special N = 2 superconformal models
that are planar equivalent to N = 4 SYM. We derived the strong-coupling expansion
of the relevant observables and resolved some issues that existed in earlier work [19, 20,
58]. In particular, we obtained the strong-coupling expansion of the free energy (4.32)
in the SA theory (N = 2 model with matter in rank-two symmetric and antisymmetric
representations of SU(N)) determining the exact value (4.33) of the coefficient of the leading
O(
√
λ) term. We also computed systematically the strong coupling corrections to certain

two-point functions of chiral primary operators, confirming the conjecture for the coefficient
of the leading term [58].

Apart from analytically deriving the coefficients of the perturbative strong-coupling
expansion, one main result of this paper is the identification of the non-perturbative (ex-
ponentially small at large λ) corrections (1.12) to the Fredholm determinant exp(F`(λ))
and, thus, to the related observables in N = 4 and N = 2 theories. Such corrections are
known to be present, in particular, in the cusp anomalous dimension in planar N = 4 SYM
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where they drive the transition from strong to weak coupling [39, 40]. In that case, the
leading non-perturbative correction to the cusp anomalous dimension has a clear physical
meaning on the dual string theory side [62]: it coincides with the dynamical mass gap of
the effective two-dimensional bosonic O(6) sigma model describing massless excitations of
the Gubser-Klebanov-Polyakov string. We showed that for the Bessel operator with a gen-
eral symbol χ(x), the leading non-perturbative term (1.12) depends on the smallest root
of 1−χ(2iπx1) = 0 and its multiplicity n1. It would be interesting to understand the dual
string theory origin of this correction in the N = 2 superconformal models and whether it
also admits some dynamical mass scale interpretation.22

In general, the wealth of new results for the strong-coupling expansion of various
observables obtained in this paper calls for a detailed comparison with dual string theory.
The required computations on the string theory side are, however, appear to be very non-
trivial. For example, the leading non-planar corrections to free energy in SA (4.32) or
Q2 (4.34) theories should be reproduced by the torus correction in type IIB superstring
theory on the corresponding orientifold/orbifold of AdS5 × S5. It is unclear if even the
leading

√
λ term (4.32) and (4.34) can be reproduced from the one-loop string effective

action 1
α′
∫
d10x
√
g RRRR+. . . or one needs to compute the torus partition function exactly

before expanding in α′ ∼ 1√
λ
(for some related discussion see [20, 21]).23
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Note added: the first few terms of the strong coupling expansion of the observables in
the SA theory presented in section 4.2 were reproduced in a very recent paper [65] by using
a high precision numerical calculation.

A Matrix model representation

The localization technique allows us to evaluate the partition function of N = 2 supercon-
formal models on the 4-sphere as a matrix integral [2]. For the models defined in table (1),
this integral (normalized to N = 4 SYM expression) can be expressed in the large N limit

22Like in the cusp case, non-perturbative corrections may be associated with certain semiclassical string
configurations. Their stability under quantum fluctuations may be related to the Borel properties of the
strong-coupling expansion as suggested by the Wilson loop example [63].

23While there is no logical connection, it is still curious to note that the ζ(n) coefficients of the perturbative
terms in (4.32) and (4.34) are reminiscent of those in the low-energy string effective action (that come out
of the expansion of the Shapiro-Virasoro amplitude). In particular, a similar ζ(3)λ−3/2 term originating
from the α′3ζ(3)

∫
d10x
√
g RRRR correction in the tree-level type IIB string effective action appears in the

strong-coupling expansion of the finite-temperature free energy of planar N = 4 SYM theory [64].
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as a Fredholm determinant of the Bessel operator with the symbol of the form (1.6). Be-
low we review a derivation of this relation [20] and, then, construct the matrix integral
representation of the observable (1.1) and (2.3) for an arbitrary symbol χ(x).

The partition function of N = 2 theory with the SU(N) gauge group on S4 is given by

ZN=2 =
∫
da e

− 8π2
g2

YM
tr a2−Sint(a)

, (A.1)

where integration goes over Hermitian traceless matrices a of dimension N . Here we
neglected the instanton contribution because we are interested in the large N limit. The
interaction potential is given by (see also [32])

Sint(a) = trR logH(ia)− tradj logH(ia) ≡ trR′ logH(ia) , (A.2)

where the function H(x) can be expressed in terms of the Barnes function

logH(x) = log
(
G(1 + x)G(1− x)

)
= −(1 + γE)x2 −

∞∑
p=1

ζ(2p+ 1)
p+ 1 x2p+2 . (A.3)

The two terms in the first relation in (A.2) involve traces over the matter representation
R and the adjoint representation of the SU(N) group, respectively. Their difference is
denoted as a trace over R′.

In N = 4 theory, R is the adjoint representation and the interaction term (A.2) van-
ishes. As a consequence, the partition function ZN=4 is given by a Gaussian integral whose
evaluation gives the free energy (4.3), ZN=4 = exp(−FN=4). In N = 2 superconformal
models of type SA (see table (1)), the trace (A.2) can be evaluated in the large N limit
using the identity

trR′a2k =
2k−2∑
n=2

(2k
n

)
[1− (−1)n] tr(an) tr(a2k−n) . (A.4)

Note that the sum involves traces of odd powers of matrix a. In particular, trR′a2 = 0
and, as a consequence, the O(x2) term on the right-hand side of (A.3) does not contribute
to the partition function (A.1). Neglecting this term and introducing new variables ωk(a)
(with k ≥ 1) that satisfy

tr(a2n+1) = g2n+1
n∑
k=1

ωk(a)
√

2k + 1
(2n+ 1
n− k

)
, (A.5)

the interaction term (A.2) can be rewritten in the planar limit as

Sint(a) = −1
2
∑

n,m≥1
ωn(a)Xnm ωm(a) . (A.6)

Here a semi-infinite matrix Xnm is given by

Xnm = 2(−1)n+m
√

(2n+ 1)(2m+ 1)
∫ ∞

0

dx

x
J2n+1(x)J2m+1(x) χloc(x/(2g)) , (A.7)
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where g2 = λ/(4π)2 = g2
YMN/(4π)2 and the function χloc(x) is defined in (1.6). The

equivalence of the two representations of the interaction term, eqs. (A.2) and (A.6), relies
on the relation satisfied by the function χloc(x)

ζ(2p+ 1)
p+ 1 = − 1

2(2p+ 2)!

∫ ∞
0

dt t2p+1χloc(t) . (A.8)

In the absence of the interaction term in (A.1), i.e. Sint(a) = 0, the ωn-variables have
diagonal two-point expectation values with respect to a Gaussian integration measure:
〈ωn(a)ωm(a)〉 = δnm in the large N limit. Adding the interaction term (A.6), one obtains
the following representation of the partition function (A.1) in the SA model

ZN=2/ZN=4 =
∫
Dω e−

1
2ωn(δnm−Xnm)ωm =

[
det(1−X)

∣∣
1≤n,m<∞

]−1/2
. (A.9)

Comparing (A.7) with the analogous matrix defined in (1.2) we observe that they coincide
for ` = 2 and χ = χloc

Xnm = Knm

∣∣∣
`=2, χ=χloc

. (A.10)

Combining together the above relations with (1.1) and (2.3), we conclude that

ZN=2/ZN=4 = 1√
det(1−B`=2(χloc))

. (A.11)

Thus, the matrix integral (A.1) can be expressed in terms of the Fredholm determinant of
the Bessel kernel with the symbol (1.6).

It is natural to ask whether a similar relation holds for an arbitrary symbol χ(x). Let
us return to (A.2) and replace ζ(2p + 1)/(p + 1) in (A.3) with its representation (A.8).
Then, substituting (A.8) into (A.3) we obtain a general expression for the corresponding
function logHχ(x)

logHχ(x) =
∑
p≥1

x2p+2

2(2p+ 2)!

∫ ∞
0

dt t2p+1χ(t)

=
∫ ∞

0

dt

2t χ(t)
(

cosh(xt)− 1− 1
2x

2t2
)
, (A.12)

where the sum of the three terms in the parenthesis scales as O(t4) at small t. For χ given
by (1.6), logHχ(x) coincides with (A.3) up to O(x2) term. For the symbol (1.5) we find

logHoct(x) = 4 logH(x/2)− logH(x) , (A.13)

where H is given by (A.3). Repeating the above analysis we arrive at the following identity
(for N →∞)

∫
da e

− 8π2
g2

YM
tr a2−trR′ logHχ(ia)

∫
da e

− 8π2
g2

YM
tr a2

= 1√
det(1−B`=2(χ))

, (A.14)

where the trace in the exponent is evaluated over the same representation R′ as in the SA
model, see (A.4). In the special case (A.13), it yields a matrix model representation of the
octagon in planar N = 4 SYM.

– 49 –



J
H
E
P
0
9
(
2
0
2
2
)
2
2
6

B Bessel kernel

In this appendix, we establish the relation between the semi-infinite matrix (1.2) and the
integral Bessel operator defined in (2.1) and (2.2).

We show below that the matrix Knm represents the Bessel operator B` on a space
spanned by basis functions

B` ψm(t1) ≡
∫ 2g

0
dt2B`(t1, t2)ψm(t2) = Knmψn(t1) . (B.1)

Here the kernel B`(t1, t2) is defined in (2.2) and the functions ψm(t) (with m ≥ 1) have
the following form

ψm(t) = (−1)m
√

2m+ `− 1
√
t

∫ ∞
0

dy χ(y)J`(ty)J2m+`−1(2gy) , (B.2)

where χ(x) is the symbol of the Bessel operator.
To prove (B.1) it proves convenient to introduce an auxiliary function

K`(x, y) = 2
xy

∑
n≥1

(2n+ `− 1)J2n+`−1(x)J2n+`−1(y)

= xJ`+1(x)J`(y)− yJ`+1(y)J`(x)
x2 − y2

=
∫ 1

0
dt tJ`(tx)J`(ty) . (B.3)

Here the second relation is known as the Bessel kernel, see e.g. [24]. Defining an integral
operator K` with the kernel K`(x, y), it is straightforward to verify using the first relation
in (B.3) that

K` φm(x) ≡
∫ ∞

0
dy y K`(x, y)χ

(
y

2g

)
φm(y) = Knmφn(x) , (B.4)

where the functions φn(x) are given by

φn(x) = (−1)n
√

2n+ `− 1J2n+`−1(x)
x

. (B.5)

We can use the well-known orthogonality property of the Bessel functions to check that
the functions φn(x) are orthogonal with respect to the scalar product

〈φn|φm〉 = 2
∫ ∞

0
dxxφn(x)φm(x) = δnm . (B.6)

The integral operator K` has previously appeared in the study of the octagon in planar
N = 4 SYM [11, 12].

Going back to (B.1), we replace the kernel B`(t1, t2) with its expression (2.2) to get

B` ψm(t1) =
√
t1

∫ ∞
0

dxxJ`(t1x)χ(x)ψ̃m(x) , (B.7)
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where the notation was introduced for

ψ̃m(x) =
∫ 2g

0
dt2
√
t2 J`(t2x)ψm(t2)

= (−1)m
√

2m+ `− 1
∫ ∞

0
dy χ(y)J2m+`−1(2gy)(2g)2K`(2gx, 2gy) . (B.8)

Here in the first relation ψm(t2) was replaced with its expression (B.2) and in the second
relation the integral over t2 was evaluated using the last relation in (B.3). Changing variable
y → y/(2g) in (B.8) and taking into account (B.4), we arrive at

ψ̃m(x) = 1
x

∑
n≥1

(−1)n
√

2n+ `− 1J2n+`−1(2gx)Knm . (B.9)

Substituting this expression into (B.7), we observe that the integral over x is proportional
to ψn(t1) with the proportionality coefficient being Knm. In this way, we reproduce (B.1).

C General solution for half-integer β

In this appendix, we present some details of the derivation of the relations (3.12) and (3.13)
for the function Γ(x, y). For the sake of simplicity we concentrate on the case of even `,
for odd ` analysis goes along the same lines.

For even `, we use the relation Γ(−x, y) = Γ(x, y) to simplify (3.11) as

Γ(x, y) =
∫ ∞
−∞

dk cos(kx) Γ̃(k, y) , (C.1)

where Γ̃(k, y) is an even function of k. Substituting this relation into (3.10) and taking
into account the identity∫ ∞

0

dx

x
J2n+1(x) cos(kx) = (−1)nU2n(k)

2n+ 1
√

1− k2 θ(1− k2) , (C.2)

where Uk(x) is Chebyshev polynomial of the second kind, we arrive at an infinite system
of equations for the function Γ̃(k, y)∫ 1

−1
dk Γ̃(k, y)U2m(k)

√
1− k2 = (−1)m(2m+ 1)J2m+1(y)

y
, (m ≥ `/2) . (C.3)

Taking advantage of the fact that Um(k) = (−1)kUm(−k) are orthogonal polynomials∫ 1

−1
dk
√

1− k2 Um(k)Un(k) = π

2 δmn , (C.4)

we can write a general solution to (C.3) as

Γ̃(k, y) = 2
π

∑
m≥`/2

(−1)m(2m+ 1)U2m(k)J2m+1(y)
y

+
`/2−1∑
n=0

an(y)U2n(k) , (C.5)
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where an(y) are arbitrary coefficient functions. Since Γ̃(k, y) is even in k, the sum involves
the Chebyshev polynomials with even indices. The relation (C.5) only holds for k2 < 1.

To find the function Γ̃(k, y) for k2 > 1, we invert (3.11) and replace Γ(x, y) with its
expression (3.3)

Γ̃(k, y) = 1
y

∫ ∞
−∞

dx

2π
e−ikx γ(x, y)

[
1− χ(x/(2g))

]
. (C.6)

Here the function γ(x, y) is given by a double Neumann series over the Bessel func-
tions (3.3). For each term in this series, e−ikx γ(x, y) vanishes as x → ∞ for k2 > 1.
For k > 1 and k < −1 this allows us to deform the integration contour in (C.6) to the
lower and upper half-plane, respectively, and pick up the residues at the poles of the func-
tion 1−χ(x/(2g)) defined in (2.13) and (2.18). The poles are located at x = ±4πigyn and
their contribution to (C.6) takes the form

Γ̃(k, y) = i
∑
n≥1

cn(y)
[
θ(k − 1) e−4πgyn(k−1) +θ(−k − 1) e4πgyn(k+1)

]
, (C.7)

where cn(y) e4πgyn (with n ≥ 1) are given by the residue of (C.6) at the poles.
To find the function Γ(x, y) we split the integral in (C.1) into k2 < 1 and k2 > 1 and

replace Γ̃(k, y) in each of the regions by the corresponding expression, eqs. (C.5) and (C.7),
respectively. Integrating (C.5) over −1 < k < 1, we encounter the integrals∫ 1

−1
dk eikx U`(k) =

eix p`(ix)− e−ix p`(−ix)
(ix)`+1 , (C.8)

where p`(x) is a polynomial in x of degree ` defined in (3.14). Then, the two terms on the
right-hand side of (C.5) give rise to the first two lines of (3.12). Finally, integrating (C.7)
over k2 > 1 we obtain the last line of (3.12). Repeating the above calculation for odd `,
one can derive (3.13).

D Resummation

In this appendix, we present some details of derivation of the relations (3.20) and (3.21).
For ` = 0 and β = −1/2, the function Γ(x, y) is given by (3.15). The condition (3.8)

leads to the relations (3.17) and (3.19) for the coefficient functions cn(y). Inverting the
Cauchy matrix 1/(xn − yj) that appears on the left-hand side of (3.19), we obtain

c
(0)
j (2gy) =

e−2igy

2π
xj − yj

xj − iy/(2π)
∏
n 6=j

xn − yj
yn − yj

yn − iy/(2π)
xn − iy/(2π) + (y → −y) ,

c
(1)
j (2gy) = A(y)(x1 − y1)(xj − yj)

(x1 − yj)
∏
n≥2

yn − x1
xn − x1

∏
n 6=j

xn − yj
yn − yj

, (D.1)

where

A(y) = −
e−2igy

2π (x1 + iy/(2π)) −
e2igy

2π (x1 − iy/(2π)) +
∑
j≥1

c
(0)
j (2gy)
x1 + yj

. (D.2)
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Substituting (D.1) and (3.17) into (3.15) we encounter the sum

∑
j≥1

c
(0)
j (2gy)

yj − ix/(2π) =
e−2igy

2π S0(x, y) +
e2igy

2π S0(x,−y) ,

∑
j≥1

c
(1)
j (2gy)

yj − ix/(2π) = A(y)S1(x) , (D.3)

where we introduced the notation

S0(x, y) =
∑
j≥1

xj − yj
(xj − iy/(2π))(yj − ix/(2π))

∏
n 6=j

xn − yj
yn − yj

yn − iy/(2π)
xn − iy/(2π) ,

S1(x) =
∑
j≥1

(x1 − y1)(xj − yj)
(x1 − yj)(yj − ix/(2π))

∏
n≥2

yn − x1
xn − x1

∏
n 6=j

xn − yj
yn − yj

. (D.4)

Let us show that S0 and S1 and thus A(y) can be expressed in terms of the functions
Φ(x) and F (x) defined in (2.18) and (3.22), respectively. It is convenient to introduce an
auxiliary function

f(x, z) = 1
(z − iy/(2π))(z − ix/(2π))

∏
n≥1

xn − z
yn − z

yn − iy/(2π)
xn − iy/(2π)

= 1
(z − iy/(2π))(z − ix/(2π))

Φ(−2πiz)
Φ(y) , (D.5)

where to get the second relation we applied (2.18). It is a meromorphic function of z that
decreases at infinity as f(x, z) ∼ z−5/2. This property follows from (2.19) for β = −1/2.
As a consequence, the sum of the residues of f(x, z) at all poles on the complex z-plane
should vanish. It is easy to see that, up to a sign, S0(x, y) is given by the residue of f(x, z)
at z = yn (with n ≥ 1). Therefore,

S0(x, y) = −
∑
n≥1

resz=yn f(x, z) = resz= ix
2π
f(x, z) + resz= iy

2π
f(x, z)

= − 2πi
x− y

[Φ(x)
Φ(y) − 1

]
. (D.6)

Repeating the same analysis for the second sum in (D.4) we obtain

S1(x) = − F (x)
F (−2πx1) . (D.7)

Finally, we find from (D.2) and (D.1)

A(y) = −
e−2igy

2π (x1 + iy/(2π)) +
e−2igy

2π S(2iπx1, y) + (y → −y)

= −
e−2igy

2π (x1 + iy/(2π))
Φ(2iπx1)

Φ(y) + (y → −y)

= − x1F (2πix1)
π(x2

1 + y2/(2π)2)

[
e2igy

F (−y) +
e−2igy

F (y)

]
, (D.8)
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where in the last relation we used (3.22). Taking into account (D.6), (D.7) and (D.8) we
can express the infinite sums (D.3) in terms of the functions (2.18) and (3.22). Using the
resulting expressions, we can reproduce (3.20) and (3.21) for ` = 0. For β = −1/2 and
` = 1 the calculation goes along the same lines.

Let us generalize the consideration to half-integer β = p− 1/2 (with p ≥ 0) and ` = 0.
According to (3.12), the function Γ(x, y) is given by (3.15). It follows from (3.6) that this
function has to satisfy Γ(2gx, 2gy) ∼ x2p for x → 0. Expanding the expression on the
right-hand side of (3.15) at small x, we find that this leads to the additional p relations for
the coefficient functions cj(y). For instance, for p = 1 we get∑

j≥1

cj(y)
yj

= −4g sin y
y

. (D.9)

These relations should be supplemented with an infinite system of equations (3.16) that
follow from (3.8). At strong coupling, its solution looks similar to (3.17)

cj(y) = gp
[
c

(0)
j (y) + e−8πgx1 c

(1)
j (y)

]
+ . . . . (D.10)

It is straightforward to solve the resulting equations for c(0)
j (y) and c(1)

j (y) for any given p.
To save the space, we do not present their explicit expressions.

For ` ≥ 2 the relations (3.12) and (3.13) also involve b`/2c functions an(y). They can
be expressed in terms of the functions cj(y) by imposing the condition (3.6). For instance,
for β = −1/2 and ` = 2, the relation (3.12) combined with Γ(2gx, 2gy) ∼ x2 as x → 0
leads to

a0(y) = −sin(y)
y
− 1

4g
∑
j≥1

cj(y)
yj

. (D.11)

Replacing the functions an(y) in (3.12) and (3.13) with their expressions and imposing the
relation (3.8), we obtain an infinite system of equations for the functions cj(y). As in the
previous case, its solution takes the form (D.10).

E Borel singularities

The strong-coupling expansion (1.7) involves perturbative Borel non-summable series (1.10)
and non-perturbative exponentially small term, eq. (1.12). To define unambiguously the
corresponding functions f(g) and ∆f(g), we have to specify a prescription for integrating
the Borel singularities of (1.10).

To illustrate the procedure, here we discuss the strong-coupling expansion (3.48). In
close analogy with (3.46), we define the ratio of the modified Bessel functions

r(x) = I0(x)/I1(x) . (E.1)

The expression on the left-hand side of (3.48) involves rn = r(4πgxn).
Recall that for integer index n, In(x) are entire functions of x with

In(−x) = (−1)nIn(x) , (E.2)
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that lead to r(−x) = −r(x). At large x, they have the following asymptotic expansion

In(x) =
ex√
2πx

∑
k≥0

ak
xk

+ i
e−x√
2πx

∑
k≥0

(−1)k+n ak
xk

, (E.3)

where ak =
(

1
2 − n

)
k

(
1
2 + n

)
k
/(2kk!). Note that for x > 0 the second, exponentially small

term on the right-hand side of (E.3) is pure imaginary. It is this term that gives rise to
non-perturbative correction in (3.48). Its appearance is closely related to the fact that the
series which accompanies the first term in (E.3) is not Borel summable. The problem here
is similar to that of separation of the perturbative f(g) and non-perturbative ∆f(g) terms
in (1.7) mentioned above.

To define the two terms on the right-hand side of (E.3), we apply the identities between
the modified Bessel functions of the first and second kind

In(x) = i

π
[Kn(−x+ i0)− (−1)nKn(x− i0)]

= i

π
[−Kn(−x− i0) + (−1)nKn(x+ i0)] . (E.4)

In contrast to In(z), the function Kn(z) has a cut on the complex z-plane running along the
negative real axis. The argument of the Bessel functions on the right-hand sides of (E.4)
is shifted slightly away from the real axis to avoid the cut.

The function Kn(z) admits an integral representation

Kn(z) =
(
π

2z

)1/2
e−z

∫ ∞
0

dσ e−σ 2F1

(
1
2 − n,

1
2 + n; 1;− σ

2z

)

=
(
π

2z

)1/2
e−z

[
1−

1
4 − n

2

2z

∫ ∞
0

dσ e−σ 2F1

(
3
2 − n,

3
2 + n; 2;− σ

2z

)]
, (E.5)

where in the second relation we integrated by parts. At large z, we can expand the
hypergeometric function in powers of 1/z and integrate term-by-term to obtain a power
series representation of Kn(z). In this way, we verify that the second term on the right-
hand side of (E.3) arises from Kn(x − i0) in (E.4). The first term in (E.3) comes from
the large x expansion of Kn(−x + i0) in (E.4). The Borel singularities arise in this term
because the function Kn(−x) has a discontinuity across the cut x > 0.

The simplest way to see this is to notice that the integral in (E.5) takes the form of
the Borel transform (1.11). The hypergeometric function in (E.5) has a pole at σ = −2z

2F1

(
3
2 − n,

3
2 + n; 2;− σ

2z

)
= 2z

(σ + 2z) Γ
(

3
2 − n

)
Γ
(

3
2 + n

) + . . . (E.6)

For z < 0 this pole is located on the integration contour in (E.5) making Kn(z) ill defined.
Replacing z → z = −x ± i0 in (E.5) amounts to deforming the integration contour in the
vicinity of the pole as σ → σ ± i0, schematically,

Kn(−x± i0) ∼ ±
ex√
x

∫ ∞
0

dσ e−σ

σ − 2x± i0 . (E.7)
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At large positive x, we can identify the first term inside the brackets on both lines of (E.4)
as defining a perturbative correction to In(x). Notice that this correction is different for
the first and the second relation in (E.4). The difference is proportional to the sum of the
functions Kn(−x + i0) + Kn(−x − i0). It is given by the residue at the pole σ = 2x and
yields an exponentially small correction ∼ e−x /

√
x that matches the second term in (E.3).

Due to the equivalence of the two representations (E.4), it is compensated by the analogous
exponentially small correction coming from Kn(x) = Kn(x− i0) = Kn(x+ i0).

Taking an average of the two relations in (E.4), we can get another equivalent repre-
sentation

In(x) = i

2π [Kn(−x+ i0)−Kn(−x− i0)] , (E.8)

which is valid for x > 0. It corresponds to the principal value prescription for integrating
the Borel pole (E.7).

We conclude from above analysis that the relations (E.4) and (E.8) correspond to three
different prescriptions of regularizing Borel singularities in the asymptotic expansion (E.3).

Let us return to (E.1) and apply the first relation in (E.4)

r(x) = K0(−x+ i0)−K0(x)
K1(−x+ i0) +K1(x)

= K0(−x+ i0)
K1(−x+ i0) + iπ

x[K1(−x+ i0)]2
(

1 + K1(x)
K1(−x+ i0)

)−1
, (E.9)

where in the last equality we used the identity for the Bessel function. Applying (E.5) we
find that for large positive x the first term in (E.9) defines a perturbative correction to
r(x). The second term in (E.9) is exponentially suppressed

iπ

x[K1(−x+ i0)]2 = −2i e−2x + . . . , (E.10)

together with K1(x)/K1(−x+ i0) = O(e−2x). This allows us to simplify (E.9) as

r(x) = K0(−x+ i0)
K1(−x+ i0) + iπ

x[K1(−x+ i0)]2 +O(e−4x)

=
(
1 + 1

2x + 3
8x2 +O(1/x3)

)
− i e−2x

(
2 + 3

2x + 21
16x2 +O(1/x3)

)
+O(e−4x),

(E.11)

where in the second line we replaced the Bessel functions by their leading large x expansion.
The series inside the brackets suffer from Borel singularities. As explained above, the
prescription −x+ i0 in the argument of the Bessel functions is equivalent to deforming the
integration contour in their Borel transform slightly above the real axis. Had we applied
the second relation in (E.4) we would get a similar relation for r(x) with the sign in front
of the second term in (E.11) reversed.

Applying (E.11) we can obtain the strong-coupling expansion of rn = r(4πgxn) and,
then, use it to reproduce the relation (3.48).
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F Free energy in Q2 model

The weak-coupling expansion of non-planar correction ((4.16)) to the circular Wilson loop
∆qQ2 looks as

∆qQ2(λ) = λ
∞∑
n=2

dn

(
λ

8π2

)n
, (F.1)

where the expansion coefficients dn are listed in eqs. (3.24) and (3.29) of [19]. Integrating
the relation ((4.16)) we can get the free energy difference as

∆FQ2(λ) = −8
∞∑
n=2

dn
n

(
λ

8π2

)n
. (F.2)

Its weak coupling expansion reads

∆FQ2(λ) =3ζ(3)
(
λ

8π2

)2
− 15ζ(5)

(
λ

8π2

)3
−
(

9ζ(3)2 − 315
4 ζ(7)

)(
λ

8π2

)4

+ (120ζ(3)ζ(5)− 441ζ(9))
(
λ

8π2

)5

+
(

36ζ(3)3 − 450ζ(5)2 − 735ζ(3)ζ(7) + 10395
4 ζ(11)

)(
λ

8π2

)6
+ . . . . (F.3)

To find ∆FQ2(λ) at arbitrary coupling, we use the determinant representation of the par-
tition function in the quiver model QL derived in [57, 66]. Specialising the results of these
papers to L = 2, we get

∆FQ2(λ) = 1
2 log det

[
(1− Xeven)(1− Xodd)

]
= 1

2 F
loc
`=1 + 1

2 F
loc
`=2 , (F.4)

where the matrices Xeven and Xodd coincide with (4.1) for ` = 1 and ` = 2, respectively,

Xeven
nm = −8 (−1)n+m√2n

√
2m

∫ ∞
0

dt

t

e2πt

(e2πt − 1)2 J2n(t
√
λ) J2m(t

√
λ) ,

Xodd
nm = −8 (−1)n+m√2n+ 1

√
2m+ 1

∫ ∞
0

dt

t

e2πt

(e2πt − 1)2 J2n+1(t
√
λ) J2m+1(t

√
λ) . (F.5)

The product (1−Xeven)(1−Xodd) arises in (F.4) due to the even-odd block factorization of
the quadratic form associated with the underlying matrix model at large N , (cf. eq. (5.9)
of [57]). The second relation in (F.4) follows from (1.1) by noticing that Xeven and Xodd

coincide with the matrix (1.2) evaluated for ` = 1 and ` = 2, respectively, and for the
symbol given by (1.6).

Notice that 1
2F

loc
`=2 in (F.4) gives the free energy (4.5) in the SA model. This is a

consequence of the fact that the SA model may be viewed as an orientifold projection
of the L = 2 quiver [57]. After the projection, the even-even double trace terms in the
matrix model interaction potential (A.2) proportional to Xeven are removed and the matrix
X reduces to Xodd.
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At weak coupling, we can apply (2.6) and (2.8) to expand the determinants in (F.4)
in powers of g2 = λ

(4π)2

F`=1 =24ζ(3)g4 − 320ζ(5)g6 −
(
288ζ(3)2 − 4200ζ(7)

)
g8 +

(
7680ζ(3)ζ(5)− 56448ζ(9)

)
g10

+
(
4608ζ(3)3 − 54400ζ(5)2 − 94080ζ(3)ζ(7) + 776160ζ(11)

)
g12 + . . . ,

F`=2 =80ζ(5)g6 − 1680ζ(7)g8 + 28224ζ(9)g10 −
(
3200ζ(5)2 + 443520ζ(11)

)
g12 + . . .

(F.6)

Substituting these relations into (F.4) we reproduce (F.3).
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