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## 1 Introduction

Vortices, string-like topologically nontrivial solutions of field equations, naturally appear in the theory of superconductivity [2], superfluidity [3], and QCD confinement [4]. They play a crucial role in many physical concepts from cosmic strings [5] and vacuum selection [6] to mirror symmetry and dualities of supersymmetric models [7]. Giant vortices carrying large topological charge are of particular interest and are observed experimentally in a variety of quantum condensed matter systems [8-10]. Corresponding winding numbers range from $n=4$ in mesoscopic superconductors [10] through $n=60$ in Bose-Einstein condensate of cold atoms [9] and up to $n=365$ in superfluid ${ }^{4} \mathrm{He}$ [8]. From a theoretical perspective it is quite appealing to identify characteristic features and universal properties of vortices in the limit of large $n$. A solution to this problem is too subtle for a straightforward numerical analysis and requires some form of analytic approach.

Though the system of vortex equations is relatively simple, its exact analytic solution is not available even for critical coupling when hidden supersymmetry reduces the order of the equations [11] and even for the lowest winding number $n=1$ [12] in contrast to the apparently more complex case of magnetic monopoles [13]. In general, finding analytic solutions of higher topological charge is a very challenging problem and only a few such solutions are known in gauge models (see e.g. [14, 15]). By contrast the structure of vortices vastly simplifies in the limit of large winding number $n \rightarrow \infty$ [16, 17]. In a recent letter [1] we have introduced a framework which enables a systematic expansion in inverse powers of $n$ to obtain the asymptotic form of the axially symmetric giant vortex solution. In this framework a topological quantum number $n$ is associated with a ratio of dynamical scales and a systematic expansion in inverse powers of $n$ is then derived in the spirit of effective field theory. Below we present a detailed account of the method and its application to the Abrikosov-Nielsen-Olesen (charged field) and Ginzburg-Pitaevskii (neutral field) vortices.

## 2 Abrikosov-Nielsen-Olesen vortices

We consider the standard Lagrangian for the abelian Higgs (Ginzburg-Landau) model of a scalar field with abelian charge $e$, quartic self-coupling $\lambda$, and vacuum expectation value $\eta$ in two dimensions

$$
\begin{equation*}
L=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+\left(D^{\mu} \phi\right)^{\dagger} D_{\mu} \phi-\frac{\lambda}{2}\left(|\phi|^{2}-\eta^{2}\right)^{2}, \tag{2.1}
\end{equation*}
$$

where $D_{\mu}=\partial_{\mu}+i e A_{\mu}$. Vortices are topologically non-trivial solutions of the corresponding Euclidean equations of motion. We study the axially symmetric solutions of winding number $n$, which in polar coordinates can be written as follows $\phi(r, \theta)=f(r) e^{i n \theta}$, $A_{\theta}=-n a(r) / e, A_{r}=0$. For a given winding number the solution carries $n$ quanta of magnetic flux $\Phi=-\int F_{12} \mathrm{~d}^{2} \boldsymbol{r}=2 \pi n / e$. When the winding number grows, the characteristic size of the vortex has to grow as well to accommodate the increasing magnetic flux. Assuming a roughly uniform average distribution of the flux inside the vortex for $\lambda / e^{2}, \eta=\mathcal{O}(1)$ we can estimate its radius to be of order $\sqrt{n} / e$. At the same time a characteristic distance of the nonlinear interaction is $1 / e$. Thus for large $n$ we get a scale hierarchy and the expansion in the corresponding scale ratio is a standard tool of the effective field theory approach. Since we deal with the spatially extended classical solutions it is more convenient to perform this expansion in coordinate space at the level of the equations of motion. The analysis becomes particulary simple for critical coupling $\lambda=e^{2}$, which we discuss first.

### 2.1 Critical vortices

In this case the vortex dynamics is governed by the first-order Bogomolny equations [11]

$$
\begin{align*}
\left(D_{1}+i D_{2}\right) \phi & =0, \\
-F_{12}+e\left(|\phi|^{2}-\eta^{2}\right) & =0, \tag{2.2}
\end{align*}
$$

and the vortex energy (string tension) is proportional to the topological charge $T=-\int L \mathrm{~d}^{2} \boldsymbol{r}=2 \pi n \eta^{2}$. It is convenient to introduce the rescaled dimensionless quantities e $\eta r \rightarrow r, f / \eta \rightarrow f, \lambda / e^{2} \rightarrow \lambda$, so that in the new variables $e=\eta=1$ and critical coupling corresponds to $\lambda=1$. Then the Bogomolny equations in terms of the functions $a(r)$ and $f(r)$ take the following form

$$
\begin{align*}
& \frac{d f}{d r}-\frac{n}{r}(1-a) f=0 \\
& \frac{d a}{d r}+\frac{r}{n}\left(f^{2}-1\right)=0 \tag{2.3}
\end{align*}
$$

with the boundary conditions $f(0)=a(0)=0$ and $f(\infty)=a(\infty)=1$. For large $n$ the field dynamics is essentially different in three regions: the core, the boundary layer, and the tail of the vortex. Below we discuss the specifics of the dynamics and its description in each region.

The vortex core. For small $r$ the solution of the field equations gives $f(r) \propto r^{n}$. This function is exponentially suppressed at large $n$ for all $r$ smaller than a critical value, which can be associated with the core boundary. For such $r$ the contribution of $f(r)$ can be neglected in the equation for $a(r)$ and we get $a(r) \sim r^{2} / r_{n}^{2}$ with $r_{n}=\sqrt{2 n}$, which in turn can be used in the equation for $f(r)$. Thus in the core the dynamics is described by linearized equations in the background field

$$
\begin{align*}
\frac{d f}{d r}-\frac{n}{r}\left(1-\frac{r^{2}}{r_{n}^{2}}\right) f & =0  \tag{2.4}\\
\frac{d a}{d r}-\frac{r}{n} & =0
\end{align*}
$$

Their solutions read

$$
\begin{align*}
& f(r)=F \exp \left[\frac{n}{2}\left(\ln \left(\frac{r^{2}}{r_{n}^{2}}\right)-\frac{r^{2}}{r_{n}^{2}}+1\right)\right],  \tag{2.5}\\
& a(r)=\frac{r^{2}}{r_{n}^{2}},
\end{align*}
$$

where the integration constant $F$ in the first line is determined by matching conditions explained below. For $r_{n}-r=\mathcal{O}(1)$ we have $n(1-a(r)) / r=\mathcal{O}(1)$ and the equation for $f(r)$ becomes independent of $n$. Hence the approximation eq. (2.4) is not applicable anymore, the nonlinear effects become crucial, and we enter the boundary layer. Note that the magnetic flux and energy density for eq. (2.5) are approximately 1 and $\eta^{2}$, respectively, so that the core accommodates essentially all the vortex flux and energy and we can identify $r_{n}$ with the vortex radius.

The boundary layer. In this region the field dynamics is ultimately nonlinear. However, it crucially simplifies for large $n$. To see this we introduce a new radial coordinate $x=r-r_{n}$ so that in the boundary layer $x=\mathcal{O}(1)$ and the expansion in $x / r_{n}$ converts into an expansion in $1 / \sqrt{n}$. In the leading order in $x$ eq. (2.3) reduces to a system of $n$-independent field equations with constant coefficients

$$
\begin{align*}
w^{\prime}+\gamma & =0,  \tag{2.6}\\
\gamma^{\prime}-1+e^{2 w} & =0,
\end{align*}
$$

where $w(x)=\ln f\left(r_{n}+x\right), \gamma(x)=n\left(a\left(r_{n}+x\right)-1\right) / r_{n}$, and prime stands for a derivative in $x$. The system can be resolved for $w$, which results in a second-order equation

$$
\begin{equation*}
w^{\prime \prime}+1-e^{2 w}=0 . \tag{2.7}
\end{equation*}
$$

This equation has a first integral $I=w^{\prime 2}-e^{2 w}+2 w$ with $I=-1$ corresponding to the boundary condition $w(\infty)=0$. Thus eq. (2.6) can be solved in quadratures with the result

$$
\begin{align*}
\int_{w_{0}}^{w(x)} \frac{\mathrm{d} w}{\left(e^{2 w}-2 w-1\right)^{1 / 2}} & =x,  \tag{2.8}\\
\gamma(x) & =-\left(e^{2 w(x)}-2 w(x)-1\right)^{\frac{1}{2}}
\end{align*}
$$

where $w_{0}=w(0)$ is the second integration constant. It is determined by the boundary condition $w^{\prime}(x)+x \rightarrow 0$ at $x \rightarrow-\infty,{ }^{1}$ which ensures that eq. (2.8) can be matched to the core solution. Indeed, in the matching region $1 \ll r_{n}-r \ll r_{n}$ both the core and boundary layer approximations are valid and the corresponding solutions must coincide at any given order in $1 / \sqrt{n}$. Since in this region $|x| \ll r_{n}$, the core solution can be expanded in $x / r_{n}$ and the above boundary condition is then obtained by comparing the boundary layer solution to the leading $n$-independent result of this expansion for $f\left(r_{n}+x\right)$ in eq. (2.5). A variation of the lower integration limit in eq. (2.8) changes the value of $w^{\prime}(x)+x$ at $x \rightarrow-\infty$ by a constant, and the boundary condition is satisfied for

$$
\begin{equation*}
w_{0}=-0.2997174398 \ldots, \tag{2.9}
\end{equation*}
$$

which determines a unique asymptotic solution in the boundary layer. It has a Taylor expansion $w(x)=\sum_{m=0}^{\infty} w_{m} x^{m}$ where $w_{1}=\left(e^{2 w_{0}}-2 w_{0}-1\right)^{1 / 2}$ and the higher order coefficients can be obtained recursively

$$
\begin{equation*}
w_{2}=\frac{e^{2 w_{0}}-1}{2}, \quad w_{3}=\frac{w_{1}}{3} e^{2 w_{0}}, \quad w_{4}=\frac{w_{1}^{2}+w_{2}}{6} e^{2 w_{0}}, \quad \ldots \tag{2.10}
\end{equation*}
$$

The asymptotic behavior of the function at $x \rightarrow \infty$ reads

$$
\begin{align*}
w(-x) & \sim-\frac{x^{2}}{2}-\frac{1}{2}  \tag{2.11}\\
w(x) & \sim w_{\infty} e^{-\sqrt{2} x}
\end{align*}
$$

where the constant

$$
\begin{equation*}
w_{\infty}=w_{0} \exp \left[\int_{w_{0}}^{0}\left(\frac{\sqrt{2}}{\left(e^{2 w}-2 w-1\right)^{1 / 2}}+\frac{1}{w}\right) \mathrm{d} w\right]=-0.331186 \ldots \tag{2.12}
\end{equation*}
$$

is computed in appendix A. By comparing eq. (2.11) to eq. (2.5) in the matching region we get $F=1 / \sqrt{e}$.

The vortex tail. For $\left(r-r_{n}\right) / r_{n}=\mathcal{O}(1)$ the boundary layer approximation breaks down and the coordinate dependence of the field equation coefficients should be restored. However, the deviation of the fields from the vacuum configuration is now exponentially small so the field equations linearize. The solution of the linearized theory is well known and reads

$$
\begin{align*}
& f(r) \sim 1+\frac{\nu}{2 \pi} K_{0}(\sqrt{2} r)+\ldots \\
& a(r) \sim 1+\frac{\mu}{2 \pi} \sqrt{2} r K_{1}(\sqrt{2} r)+\ldots \tag{2.13}
\end{align*}
$$

where $K_{m}(z)$ is the $m$ th modified Bessel function. It describes the field of a point-like source of scalar charge $\nu$ and magnetic dipole moment $\mu$ with $\nu=\mu$ for critical coupling. Eqs. (2.8) and (2.13) should coincide in the second matching region $1 \ll r-r_{n} \ll r_{n}$, which yields

$$
\begin{equation*}
\nu=4 w_{\infty} \sqrt{\pi} e^{2 \sqrt{n}+\ln (n) / 4} \tag{2.14}
\end{equation*}
$$

[^0]Next-to-leading order solution. For a finite winding number the above asymptotic formulae have a finite accuracy which may deteriorate as $n$ decreases. To get control over the accuracy and convergence of the large- $n$ expansion we compute the $\mathcal{O}(1 / \sqrt{n})$ correction to the asymptotic result. Let us consider first the boundary layer. Writing the corrections to the asymptotic solutions $w$ and $\gamma$ as $\delta w / \sqrt{2 n}$ and $\delta \gamma / \sqrt{2 n}$, respectively, and expanding eq. (2.3) through $\mathcal{O}\left(x / r_{n}\right)$ we get the following field equations

$$
\begin{align*}
\delta w^{\prime \prime}-2 e^{2 w} \delta w & =-w^{\prime}, \\
\delta \gamma(x) & =-x w^{\prime}(x)-\delta w^{\prime}(x), \tag{2.15}
\end{align*}
$$

i.e. $\delta \gamma$ is completely determined by the solution for $\delta w$. The latter obeys the boundary conditions $\delta w(x) \sim x^{3} / 6+\mathcal{O}(1)$ at $x \rightarrow-\infty, \delta w(\infty)=0$, and can be found in a straightforward though not completely obvious way. By equating the variation of the first integral $I$ to zero and changing the variable from $d x$ to $d w=w^{\prime} d x$ we get the following first-order equation for the homogeneous part of the solution $\delta w^{h}$

$$
\begin{equation*}
\frac{d}{d w}\left[\left(e^{2 w}-2 w-1\right) \frac{d \delta w^{h}}{d w}-\left(e^{2 w}-1\right) \delta w^{h}\right]=0 \tag{2.16}
\end{equation*}
$$

One solution of this equation is given by the translational zero mode $w^{\prime}(x)$ and we take $w^{\prime}(x) \int_{-\infty}^{x} \mathrm{~d} y / w^{\prime 2}(y)$ as the second solution so that the pair has unit Wronskian. This results in the following solution of eq. (2.15) which satisfies the boundary condition at $x \rightarrow \infty$

$$
\begin{equation*}
\delta w(x)=w^{\prime}(x) \int_{x_{0}}^{x} w^{\prime 2}(y) \int_{-\infty}^{y} \frac{1}{w^{\prime 2}(z)} \mathrm{d} z \mathrm{~d} y+w^{\prime}(x) \int_{-\infty}^{x} \frac{\mathrm{~d} z}{w^{\prime 2}(z)} \int_{x}^{\infty} w^{\prime 2}(y) \mathrm{d} y \tag{2.17}
\end{equation*}
$$

where $x_{0}$ is an integration constant to be determined. A variation of $x_{0}$ changes eq. (2.17) by a term proportional to $w^{\prime}(x)$ and therefore does not affect its behavior at $x \rightarrow \infty$. For $x_{0} \rightarrow \infty$ the two integrals in eq. (2.17) can be combined into

$$
\begin{equation*}
-w^{\prime}(x) \int_{x}^{\infty} \int_{x}^{y} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} z \mathrm{~d} y=-w^{\prime}(x) \int_{x}^{\infty} \int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y \mathrm{~d} z . \tag{2.18}
\end{equation*}
$$

The last integral up to a term proportional to $w^{\prime}(x)$ is equal to

$$
\begin{equation*}
w^{\prime}(x) \int_{0}^{x} \int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y \mathrm{~d} z \tag{2.19}
\end{equation*}
$$

Thus the next-to-leading contribution can be written as follows

$$
\begin{equation*}
\delta w(x)=w^{\prime}(x)\left(C+\int_{0}^{x} \int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y \mathrm{~d} z\right) \tag{2.20}
\end{equation*}
$$

where the integration constant

$$
\begin{equation*}
C=\int_{-\infty}^{0}\left(\frac{z}{3}+\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y\right) d z=0.529935 \ldots \tag{2.21}
\end{equation*}
$$

is adjusted to satisfy the boundary condition at $x \rightarrow-\infty$ (see appendix A). Eq. (2.20) determines the next-to-leading approximation in the boundary layer. In the core and tail regions the neglected nonlinear terms are exponentially suppressed and the corrections to the asymptotic result enter only through the matching to the boundary layer solution. To perform the matching we need the asymptotic behavior of eq. (2.20) at $|x| \rightarrow \infty$ which is computed in appendix A. For $x \rightarrow \infty$ it reads

$$
\begin{align*}
& \delta w(-x) \sim-\frac{x^{3}}{6}+B \\
& \delta w(x) \sim-w_{\infty} \sqrt{2} e^{-\sqrt{2} x}\left(D+\frac{x}{2 \sqrt{2}}\right) \tag{2.22}
\end{align*}
$$

where

$$
\begin{equation*}
B=\int_{-\infty}^{0}\left[\left(e^{2 w}-2 w-1\right)^{\frac{1}{2}}-(-2 w)^{\frac{1}{2}}\left(1+\frac{1}{4 w}\right)\right] \mathrm{d} w=0.274111 \ldots, \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
D=C+\int_{0}^{\infty}\left(-\frac{1}{2 \sqrt{2}}+\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y\right) \mathrm{d} z=0.440087 \ldots \tag{2.24}
\end{equation*}
$$

The first line of eq. (2.22) in the matching region $1 \ll r_{n}-r \ll r_{n}$ determines the correction to the core solution integration constant

$$
\begin{equation*}
F=e^{-\frac{1}{2}+\frac{B}{\sqrt{2 n}}} . \tag{2.25}
\end{equation*}
$$

Analogously the matching of the second line of eq. (2.22) to the tail solution in the region $1 \ll r-r_{n} \ll r_{n}$ determines the correction to the scalar charge $\nu$, which we write as $\delta \nu / \sqrt{n}$. Expanding eq. (2.13) at large $r$ and keeping the subleading term we get

$$
\begin{equation*}
f(r) \sim 1+\frac{\nu+\delta \nu / \sqrt{n}}{2 \pi}\left(\frac{\pi}{2 \sqrt{2} r}\right)^{\frac{1}{2}} e^{-\sqrt{2} r}\left(1-\frac{1}{8 \sqrt{2} r}+\mathcal{O}\left(1 / r^{2}\right)\right) . \tag{2.26}
\end{equation*}
$$

Further expansion of eq. (2.26) with $r=r_{n}+x$ in $x / r_{n}$ and matching to the second line of eq. (2.22) gives

$$
\begin{equation*}
\frac{\delta \nu}{\nu}=\frac{1}{16}-D=-0.377587 \ldots, \tag{2.27}
\end{equation*}
$$

which completes the next-to-leading approximation of the critical vortex solution.
We can now scrutinise the accuracy and convergence of the large- $n$ expansion by comparing the leading and next-to-leading approximations to numerical solutions of the exact field equations for different winding numbers. The results of the analysis for the critical vortices are presented in figures 1-4. In figure 1 the leading and next-to-leading boundary layer solutions for the scalar field $f(r)$ are plotted against the exact (numerical) solutions with $n=1,4,10$. Similar plots for the gauge field $a(r)$ are given in figure 2 . In figures 3 and 4 the exact numerical values of $f\left(r_{n}\right)$ and $\nu$, the natural characteristics of the vortex solution, are plotted against the leading and next-to-leading results for $n=1, \ldots, 100$. The expansion reveals an impressive convergence and the next-to-leading approximation works


Figure 1. The numerical solution of the exact critical vortex equations for the scalar field $f(r)$ (solid lines), the leading asymptotic boundary layer solution (dotted lines), and the next-to-leading approximation (dashed lines) for different winding numbers $n$.


Figure 2. Same as figure 1 but for the gauge field $a(r)$.
reasonably well even for $n=1$. In the latter case, however, the core radius is comparable to the boundary layer thickness and the boundary layer solution is not exponentially suppressed near the origin, where it is not a valid approximation. For $r \lesssim 1$ it has to be replaced with the core solution, as shown in figure 5 . Note that due to perturbative character of matching, the high-order terms of the expansion of the core solution in $x / r_{n}$, which are beyond the accuracy of a given approximation, result in a discontinuity of the fixed-order solution at the matching point. This discontinuity asymptotically vanishes as the order of approximation and/or winding number increases.


Figure 3. The values $f\left(r_{n}\right)$ obtained from the numerical solution of the exact critical vortex equations (black dots), the asymptotic value $f\left(r_{n}\right)=e^{w_{0}}$ (dotted line), and the next-to-leading approximation (solid line) as functions of the winding number $n$.


Figure 4. Scalar charge/magnetic dipole moment $\nu$ of a critical vortex obtained from the numerical solution of the exact vortex equations (black dots), the asymptotic result eq. (2.14) (dotted line), and the next-to-leading approximation (solid line) as functions of the winding number $n$.


Figure 5. The numerical solution of the exact $n=1$ critical vortex equations for the scalar field $f(r)$ (solid line), the leading order (dotted line), and the next-to-leading order (dashed line) solutions with the core and boundary layer matched at $r=3 / 4$.

### 2.2 Noncritical vortices

For noncritical scalar self-coupling $\lambda \neq 1$ the order of the field equations cannot be reduced and they read

$$
\begin{align*}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d f}{d r}\right)-\left[\lambda\left(f^{2}-1\right)+\frac{n^{2}}{r^{2}}(1-a)^{2}\right] f & =0  \tag{2.28}\\
r \frac{d}{d r}\left(\frac{1}{r} \frac{d a}{d r}\right)+2(1-a) f^{2} & =0
\end{align*}
$$

Nevertheless, the general structure of the solution is quite similar to the critical case. Inside the core the contribution of the scalar potential to eq. (2.28) is suppressed by $r^{2} / n^{2}$. Hence the core dynamics is not sensitive to $\lambda$ and the core solution is given by eq. (2.5) up to the value of the integration constants which do depend on $\lambda$ through the matching to the non-linear boundary layer solution. In particular the vortex size $r_{n}$ is determined by the region where the two terms in the square brackets of eq. (2.28) become comparable and the core approximation breaks down, which gives the leading order result $r_{n}=\sqrt{2 n} / \lambda^{1 / 4}$. Note that the approximately constant energy density in the core is now $\lambda \eta^{2}$ so that the total vortex energy in the large- $n$ limit is $T=2 \pi \sqrt{\lambda} n \eta^{2}$. In the tail solution, eq. (2.13), the argument of $K_{0}$ gets an additional factor of $\sqrt{\lambda}$ to account for the variation of the scalar field mass, while the scalar charge and the magnetic dipole moment are not equal anymore and have different leading behavior at $n \rightarrow \infty$

$$
\begin{equation*}
|\nu| \sim e^{2 \sqrt{n} \lambda^{1 / 4}+\ldots}, \quad|\mu| \sim e^{2 \sqrt{n} / \lambda^{1 / 4}+\ldots} . \tag{2.29}
\end{equation*}
$$

More accurately these parameters as well as the normalization of the scalar field in the core solution are determined by matching to the boundary layer solution. In the boundary layer by expanding $r=r_{n}+x$ in $x / r_{n}$ we get a system of $n$-independent equations with constant coefficients

$$
\begin{align*}
f^{\prime \prime}-\left[\lambda\left(f^{2}-1\right)+\gamma^{2}\right] f & =0,  \tag{2.30}\\
\gamma^{\prime \prime}-2 \gamma f^{2} & =0,
\end{align*}
$$

and the boundary conditions $\gamma(x) \sim \sqrt{\lambda} x$ at $x \rightarrow-\infty, \gamma(\infty)=f(-\infty)=0$, and $f(\infty)=1$. These equations describe a domain wall separating the regions of broken and unbroken symmetry phases in the one-dimensional effective field theory. For $\lambda=1$ the proper solution is given by eq. (2.8), and for any given $\lambda \neq 1$ it can be found numerically. The asymptotic profiles of the boundary layer solution with $\lambda=1 / 2,1,2$ are plotted in figures 6 and 7 . In general for $\lambda \neq 1$ the analytic result for the boundary layer solution is out of reach. However, in a number of special limits the boundary layer dynamics vastly simplifies. Below we consider these limits which gives crucial insight into the convergence and accuracy of the large- $n$ expansion for the noncritical case.

Near-critical coupling. For small deviation $\delta \lambda \equiv \lambda-1$ from the critical value an expansion in $\delta \lambda$ about the critical vortex solution can be employed. In particular the corrections in $\delta \lambda$ can be retained only in the leading asymptotic result while the critical


Figure 6. The asymptotic profiles of the scalar field $f(r)$ obtained by numerical solution of the boundary layer equations for different values of scalar self-coupling and the analytic result eq. (2.36) for $\lambda \rightarrow \infty$ as functions of $r-r_{n}$. For $\lambda \rightarrow 0$ the scalar field vanishes throughout the boundary layer as $\lambda^{1 / 4}$.
coupling result of the previous section can be used for the $\mathcal{O}(1 / \sqrt{n})$ terms. Note that the vortex energy is not proportional to the topological charge anymore and gets a $\mathcal{O}(\delta \lambda / \sqrt{n})$ contribution which can be easily evaluated. Indeed we can consider the $-\delta \lambda\left(|\phi|^{2}-\eta^{2}\right)^{2} / 2$ term as a perturbation to the critical coupling Lagrangian and get the correction to the vortex energy by evaluating the perturbation on the critical vortex solution. This gives

$$
\begin{align*}
\delta T & =\frac{\eta^{2} \delta \lambda}{2} \int\left(1-f^{2}(r)\right)^{2} \mathrm{~d}^{2} \boldsymbol{r} \\
& =\frac{\eta^{2} \delta \lambda}{2}\left[\int\left(1-f^{2}(r)\right) \mathrm{d}^{2} \boldsymbol{r}-\int\left(1-f^{2}(r)\right) f^{2}(r) \mathrm{d}^{2} \boldsymbol{r}\right] . \tag{2.31}
\end{align*}
$$

Here the first integral in the brackets is the magnetic flux $2 \pi n$ while the second integral is saturated in the boundary layer with an exponential accuracy. Thus in the latter we can approximate the volume element as follows $\mathrm{d}^{2} \boldsymbol{r} \rightarrow 2 \pi \sqrt{2 n} \mathrm{~d} x=2 \pi \sqrt{2 n} \mathrm{~d} w / w^{\prime}$ and transform it into $-2 \pi \sqrt{n} \sigma$, where

$$
\begin{equation*}
\sigma=\int_{-\infty}^{0} \frac{\sqrt{2}\left(1-e^{2 w}\right) e^{2 w}}{\left(e^{2 w}-2 w-1\right)^{1 / 2}} \mathrm{~d} w=0.775304 \ldots \tag{2.32}
\end{equation*}
$$

The correction to the critical vortex energy then reads

$$
\begin{equation*}
\delta T=\pi n \eta^{2} \delta \lambda\left(1-\frac{\sigma}{\sqrt{n}}+\mathcal{O}(1 / n)\right) \tag{2.33}
\end{equation*}
$$

where the first term originates from the expansion of the asymptotic result $2 \pi \sqrt{\lambda} n \eta^{2}$ in $\delta \lambda$ and the second term represents the correction to the boundary layer energy. Thus the energy of a near-critical giant vortex to the first order in $\delta \lambda$ can be written as follows

$$
\begin{equation*}
T=2 \pi \sqrt{\lambda} n \eta^{2}\left(1-\frac{\delta \lambda \sigma}{2 \sqrt{n}}+\mathcal{O}(\delta \lambda / n)\right) . \tag{2.34}
\end{equation*}
$$



Figure 7. Same as figure 6 but for the normalized gauge field $\gamma(x) / \sqrt{\lambda}$.
Large scalar self-coupling. In the limit $\lambda \rightarrow \infty$, after a field rescaling $\gamma_{\lambda}(x)=\gamma(x) / \sqrt{\lambda}$ we may neglect the derivative term in the first line of eq. (2.30), which becomes algebraic and can be solved for the function $f(r)$. The field equations then become

$$
\begin{align*}
f^{2}-1+\gamma_{\lambda}^{2} & =0 \\
\gamma_{\lambda}^{\prime \prime}-2 \gamma_{\lambda}+2 \gamma_{\lambda}^{3} & =0 \tag{2.35}
\end{align*}
$$

The second line of eq. (2.35) has a first integral $\gamma_{\lambda}^{\prime 2}-2 \gamma_{\lambda}^{2}+\gamma_{\lambda}^{4}=0$ corresponding to the boundary value $\gamma_{\lambda}(\infty)=0$. In contrast to eq. (2.30) it can be integrated in terms of elementary functions $\gamma_{\lambda}(x)=-\sqrt{2} \operatorname{sech}\left(\sqrt{2}\left(x-x_{0}\right)\right)$, where $x_{0}$ is the remaining integration constant formally determined by the boundary conditions at $x \rightarrow-\infty$. However, for large scalar self-coupling these boundary conditions are rather peculiar since the matching region shrinks to a point $x=0$. Indeed, in the matching region the scalar field is exponentially suppressed $f(r)=\mathcal{O}\left(e^{-\sqrt{\lambda} x^{2} / 2}\right)$ and at $\lambda \rightarrow \infty$ it vanishes for all $x<0$ and at $x=0$ its derivative is infinite. At the same time for negative $x$ the gauge field is given by the core solution and has a continuous first derivative at $x=0$. These conditions are satisfied for $x_{0}=-\operatorname{arcsinh}(1) / \sqrt{2}$. Thus the boundary layer solution for $x \geq 0$ reads

$$
\begin{align*}
f\left(r_{n}+\delta r_{n}+x\right) & =\left(1-\frac{\gamma^{2}(x)}{\lambda}\right)^{\frac{1}{2}}  \tag{2.36}\\
\gamma(x) & =-\sqrt{2 \lambda} \operatorname{sech}\left(\sqrt{2}\left(x-x_{0}\right)\right)
\end{align*}
$$

while $f(r)=0, a(r)=r^{2} / r_{n}^{2}$ inside the core for $r \leq r_{n}+\delta r_{n}$, where $\delta r_{n}=-1$. Note that now $r=r_{n}+\delta r_{n}+x$, i.e. the core radius which defines the origin of the $x$ coordinate gets a $\mathcal{O}\left(\lambda^{1 / 4} / \sqrt{n}\right)$ correction. This correction makes the winding number of the above gauge field configuration an integer. We can now compute the finite- $n$ correction to the vortex energy. As in the case of near-critical coupling it comes from two sources. Due to the variation of the radius the core energy changes by -1 in the units of $2 \pi \lambda^{3 / 4} \sqrt{2 n} \eta^{2}$. The contribution of the boundary layer in the same units is $\frac{2 \sqrt{2}-1}{3}$. In total this gives

$$
\begin{equation*}
T=2 \pi \sqrt{\lambda} n \eta^{2}\left(1-\frac{4(\sqrt{2}-1)}{3} \frac{\lambda^{1 / 4}}{\sqrt{n}}+\mathcal{O}(1 / \sqrt{n})\right) . \tag{2.37}
\end{equation*}
$$

Eq. (2.37) is consistent with the known negative surface tension on the phase interface in extreme type-II superconductors [18]. The boundary layer solution, eq. (2.36), is subject to enhanced $\mathcal{O}\left(\lambda^{1 / 4} / \sqrt{n}\right)$ corrections which can be obtained in analytic form by the method of section 2.1. It is convenient to write the corrections to $f\left(r_{n}+\delta r_{n}+x\right)$ and $\gamma_{\lambda}(x)$ as $\frac{\lambda^{1 / 4}}{\sqrt{2 n}} \delta f(x)$ and $\frac{\lambda^{1 / 4}}{\sqrt{2 n}} \delta \gamma_{\lambda}(y)$, where $y=x-x_{0}$. Then for the gauge field we get (see appendix B)

$$
\begin{align*}
\delta \gamma_{\lambda}(y)=\frac{e^{-\sqrt{2} y}}{6}\left(1+e^{2 \sqrt{2} y}\right)^{-2}[1 & +\left(4+10 \sqrt{2}-18 \sqrt{2}\left(y+x_{0}\right)\right) e^{2 \sqrt{2} y} \\
& \left.+\left(-13+14 \sqrt{2}-6 \sqrt{2}\left(y+x_{0}\right)\right) e^{4 \sqrt{2} y}\right] \tag{2.38}
\end{align*}
$$

and the result for the scalar field is obtained by substituting eq. (2.38) into the first line of eq. (B.1).

Small scalar self-coupling. In the limit $\lambda \rightarrow 0$ the light scalar field extends beyond the core radius $r_{n}$ and up to the scale $x_{\lambda} \equiv \sqrt{2 / \lambda}$. In this region the gauge field can be neglected and the first line of eq. (2.30) becomes

$$
\begin{equation*}
f^{\prime \prime}+\lambda\left(f-f^{3}\right)=0 . \tag{2.39}
\end{equation*}
$$

It has a first integral $f^{\prime 2}-(\lambda / 2)\left(1-f^{2}\right)^{2}=0$ corresponding to the boundary value $f(\infty)=1$ and a "half-kink" solution

$$
\begin{equation*}
f\left(r_{n}+x\right)=\tanh \left(x / x_{\lambda}\right) . \tag{2.40}
\end{equation*}
$$

Inside the boundary layer the scalar self-coupling can be neglected in the field equations. However, the boundary conditions for the corresponding solution do depend on $\lambda$. As before matching to the core requires $\gamma(x) \sim \sqrt{\lambda} x$ at $x \rightarrow-\infty$ while matching to the halfkink solution eq. (2.40) gives $f\left(r_{n}+x\right) \sim \sqrt{\lambda / 2} x$ at $1 \ll x \ll x_{\lambda}$. This dependence can be eliminated by a rescaling

$$
\begin{equation*}
z=\lambda^{1 / 4} x, \quad \gamma_{\lambda}(z)=\frac{\gamma(x)}{\lambda^{1 / 4}}, \quad f_{\lambda}(z)=\frac{\sqrt{2}}{\lambda^{1 / 4}} f\left(r_{n}+x\right) . \tag{2.41}
\end{equation*}
$$

In the new variables the boundary layer equations read

$$
\begin{align*}
& f_{\lambda}^{\prime \prime}-\gamma_{\lambda}^{2} f_{\lambda}=0,  \tag{2.42}\\
& \gamma_{\lambda}^{\prime \prime}-f_{\lambda}^{2} \gamma_{\lambda}=0,
\end{align*}
$$

with the boundary conditions $\gamma_{\lambda}(z) \sim z, f_{\lambda}(z)=\mathcal{O}\left(e^{-z^{2} / 2}\right)$ at $z \rightarrow-\infty$ and $f_{\lambda}(z) \sim z$, $\gamma_{\lambda}(z)=\mathcal{O}\left(e^{-z^{2} / 2}\right)$ at $z \rightarrow \infty$. The above system is invariant with respect to the discrete field transformations $f_{\lambda} \rightarrow-f_{\lambda}, \gamma_{\lambda} \rightarrow-\gamma_{\lambda}$, and $f_{\lambda} \leftrightarrow \gamma_{\lambda}$, as well as the coordinate reflection $z \rightarrow-z$. Taking into account the boundary conditions we find that the gauge and the scalar fields have "mirror" boundary layer solutions

$$
\begin{equation*}
\gamma_{\lambda}(z)=-f_{\lambda}(-z) . \tag{2.43}
\end{equation*}
$$

Despite the high symmery and the existence of a first integral ${\gamma_{\lambda}^{\prime}}^{2}+f_{\lambda}^{\prime 2}-\gamma_{\lambda}^{2} f_{\lambda}^{2}=1$ eq. (2.42) cannot be integrated in quadratures, at least not in a straightforward way. However, we can conclude that inside the boundary layer of width $1 / \lambda^{1 / 4}$ the gauge and scalar fields scale as $\lambda^{1 / 4}$, and hence the boundary layer contributes a plain $\mathcal{O}(1 / \sqrt{n})$ correction to the vortex energy. Thus the total correction to the energy is dominated by the scalar cloud outside the boundary layer, eq. (2.40), which gives

$$
\begin{equation*}
T=2 \pi \sqrt{\lambda} n \eta^{2}\left(1+\frac{4}{3 \lambda^{1 / 4} \sqrt{n}}+\mathcal{O}(1 / \sqrt{n})\right) . \tag{2.44}
\end{equation*}
$$

Eq. (2.44) agrees with a classical result for the positive surface tension in extreme type-I superconductors [19]. The scalar cloud solution itself gets the enhanced finite- $n$ correction. It can be written as $\delta f(y) /\left(\sqrt{2 n} \lambda^{1 / 4}\right)$, where $y=x / x_{\lambda}$ and

$$
\begin{equation*}
\delta f(y)=\frac{9+12 y-8 e^{-2 y}-e^{-4 y}}{6 \sqrt{2}\left(2+e^{2 y}+e^{-2 y}\right)} . \tag{2.45}
\end{equation*}
$$

The details of the derivation of this result are presented in appendix B.
We should emphasize that the accuracy and convergence of the large- $n$ expansion for noncritical vortices crucially depend on the scale of $\lambda$, cf. eqs. (2.37)-(2.44). For large scalar self-coupling the expansion clearly breaks down at $n=\mathcal{O}(\sqrt{\lambda})$ where the ratio of scales characterizing the boundary layer and the core dynamics $\delta r_{n} / r_{n}$ is not small anymore. At this value the dependence on the winding number qualitatively changes. Indeed, in the limit $\lambda \rightarrow \infty$ with fixed $n$ we should recover the classical result $[2,19]$ where the scalar field core radius vanishes as $n / \sqrt{\lambda}$, a characteristic size of the gauge field core is $\mathcal{O}(1)$, and the energy is quadratic in the magnetic flux and logarithmic in the scalar coupling constant

$$
\begin{equation*}
T \sim 2 \pi n^{2} \eta^{2} \ln (\sqrt{\lambda} / n) \tag{2.46}
\end{equation*}
$$

For small $\lambda$ the convergence problem appears at $n=\mathcal{O}(1 / \sqrt{\lambda})$. For such $n$ the expansion in the ratio $x_{\lambda} / r_{n}$ of the scales characterizing the dynamics of the scalar cloud and the vortex core breaks down, and the structure of the solution is no longer described by the asymptotic formulae. In particular, in the limit $\lambda \rightarrow 0$ at fixed $n$ the vortex energy is dominated by the scalar cloud contribution, which can depend on the scalar self-coupling and the winding number at most logarithmically.

## 3 Ginzburg-Pitaevskii vortices

The Ginzburg-Pitaevskii vortex equation [3] for a neutral complex scalar field $\phi$ which describes a Bose-Einstein condensate of weakly interacting Bose gas can be obtained from the analysis of the previous section by setting the gauge field to zero and rescaling the scalar self-coupling to $\lambda=1$. The corresponding radial equation reads

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d f}{d r}\right)+\left(1-\frac{n^{2}}{r^{2}}-f^{2}\right) f=0 . \tag{3.1}
\end{equation*}
$$

The structure of its solution in the limit of large $n$ is quite distinct from the Abrikosov-Nielsen-Olesen case discussed above. ${ }^{2}$ Now the field dynamics is essentially different in the vortex core $r \ll r_{n}$, its tail $r \gg r_{n}$, and in the matching region around $r=r_{n}$, where $r_{n}=n$ gives the leading approximation for the size of the region with unbroken symmetry phase. Let us consider the field dynamics and the vortex solution in each region.

The vortex core. For $r \ll r_{n}$ the solution $f(r) \propto r^{n}$ is exponentially suppressed with $n$ so that the nonlinear cubic term can be neglected. As $r$ approaches $r_{n}$ the $\mathcal{O}(1)$ linear term in the equation becomes relevant while the exponentially suppressed nonlinear term can still be omitted and we get a linear differential equation

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d f}{d r}\right)+\left(1-\frac{n^{2}}{r^{2}}\right) f=0 \tag{3.2}
\end{equation*}
$$

with the regular solution proportional to the $n$th Bessel function $J_{n}(r)$. Since $J_{n}^{(m)}(n)=$ $\mathcal{O}\left(1 / n^{\frac{m+1}{3}}\right.$ ), near $r=r_{n}$ all the terms of eq. (3.2) are $\mathcal{O}(1 / n)$ and the nonlinear part cannot be neglected. To estimate the maximal $r$ where eq. (3.2) is still valid we use an asymptotic formula

$$
\begin{equation*}
J_{n}\left(r_{n}+x\right) \sim\left(\frac{2}{n}\right)^{\frac{1}{3}} \operatorname{Ai}(-z)\left(1+\mathcal{O}\left(z / n^{2 / 3}\right)\right) \tag{3.3}
\end{equation*}
$$

where $\operatorname{Ai}(z)$ is the Airy function, $x=r-r_{n}$, and $z=(2 / n)^{1 / 3} x$. The Airy function is exponentially suppressed for large positive values of the argument, hence the core approximation is valid for $r_{n}-r \gtrsim n^{1 / 3}$.

The vortex tail. In the opposite limit $r \gg r_{n}$ the derivative term in the equation is suppressed and can be treated as a perturbation. As a result the field equation becomes algebraic. For example, in the leading order we get

$$
\begin{equation*}
f^{2}-1+\frac{n^{2}}{r^{2}}=0 \tag{3.4}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
f(r)=\left(1-\frac{n^{2}}{r^{2}}\right)^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

The higher order terms can easily be obtained by iterations to any desired order in $1 / r$. The first three terms read

$$
\begin{align*}
f(r)= & \left(1-\frac{n^{2}}{r^{2}}\right)^{\frac{1}{2}}-\frac{n^{2}}{r^{4}}\left(1-\frac{n^{2}}{2 r^{2}}\right)\left(1-\frac{n^{2}}{r^{2}}\right)^{-\frac{5}{2}} \\
& +\frac{n^{2}}{r^{6}}\left(8+\frac{3 n^{2}}{2 r^{2}}-\frac{n^{4}}{2 r^{4}}+\frac{n^{6}}{8 r^{6}}\right)\left(1-\frac{n^{2}}{r^{2}}\right)^{-\frac{11}{2}}+\mathcal{O}\left(1 / r^{8}\right) . \tag{3.6}
\end{align*}
$$

[^1]The expansion eq. (3.6) formally breaks down for $x=\mathcal{O}\left(n^{1 / 3}\right)$. Indeed, let us consider the behavior of the above series at $x=\kappa^{1-\alpha} n^{\alpha} / 2$ for some power $\alpha$. Here the factor $\kappa^{1-\alpha} / 2$ with a constant $\kappa$ is introduced for convenience. Then the series eq. (3.6) can be written as an expansion

$$
\begin{equation*}
f(r)=\left(\frac{\kappa}{n}\right)^{\frac{1-\alpha}{2}} \sum_{m=1}^{\infty} f_{m} \rho^{m} \tag{3.7}
\end{equation*}
$$

where $\rho=\kappa^{3 \alpha-3} / n^{3 \alpha-1}$. Each $f_{m}$ can in turn be expanded in $\tau=(\kappa / n)^{1-\alpha}$. For the first three terms we get

$$
\begin{align*}
& f_{1}=1-\frac{3}{8} \tau+\frac{23}{128} \tau^{2}+\ldots, \\
& f_{2}=\frac{1}{2}+\frac{7}{16} \tau-\frac{117}{256} \tau^{2}+\ldots,  \tag{3.8}\\
& f_{3}=\frac{73}{8}+\frac{601}{64} \tau+\frac{1215}{1024} \tau^{2}+\ldots
\end{align*}
$$

For $\alpha \leq 1 / 3$ the expansion parameter $\rho$ is not suppressed at large $n$ and the series eq. (3.6) is not defined (though for the boundary case $\alpha=1 / 3$ we have $\rho=1 / \kappa^{2}$ and the series may converge for sufficiently large $\kappa$ ). At the same time the expansion parameter $\tau$ is not suppressed for $\alpha \geq 1$. Thus the allowed interval for the expansion in negative powers of $n$ is $1 / 3<\alpha<1$. For $\alpha=1 / 2$ both expansions in $\rho$ and $\tau$ convert into a series in $1 / \sqrt{n}$. Note that by choosing a smaller or larger value of $\alpha$ we boost the convergence of the expansion in $\tau$ or $\rho$, respectively, and for a given $\alpha$ the parameter $\kappa$ can be tuned to further improve the convergence of the series.

The matching region. The problem now is to derive a large- $n$ expansion in the matching region $-n^{1 / 3} \lesssim x \lesssim n^{\alpha}$. First we note that in this interval the solution is suppressed at least as $1 / n^{\frac{5 \alpha-1}{2}}$, i.e. at $n \rightarrow \infty$ the boundary layer does not develop. Moreover, the core solution at $x=\mathcal{O}(1)$ and the tail solution at $x=\mathcal{O}\left(n^{1 / 3}\right)$ have the property $f^{(m)}(r)=\mathcal{O}\left(1 / n^{\frac{m+1}{3}}\right)$, which means that they can be polynomially matched over the corresponding interval. A linear matching of the leading core and tail solutions gives a simple analytic formula [1]

$$
f(r)=\left\{\begin{array}{l}
C^{\prime} J_{n}(r), \quad r \leq r_{n}  \tag{3.9}\\
(\delta / 2 n)^{1 / 2}\left(1+\left(r-r_{n}\right) / \delta\right), r_{n}<r<r_{n}+\delta \\
\left(1-n^{2} / r^{2}\right)^{1 / 2}, \quad r_{n}+\delta \leq r
\end{array}\right.
$$

where $C^{\prime}=\frac{3^{1 / 4} \pi^{1 / 2}}{2^{1 / 2}}, \delta / n^{1 / 3}=\frac{2^{2 / 3} \pi}{3^{5 / 6} \Gamma^{2}(2 / 3)}$, and $\Gamma(z)$ is the Euler gamma-function. In the limit $n \rightarrow \infty$ the function defined by eq. (3.9) becomes continuous and smooth. As has been discussed above, the higher orders of the perturbative expansion of the core solution in the nonlinear term at $x=\mathcal{O}(1)$ as well as the perturbative expansion of the tail solution in the derivative term at $x=\mathcal{O}\left(n^{1 / 3}\right)$ are not suppressed by extra powers of $n$ (though both expansion may de facto converge). Thus eq. (3.9) gives the asymptotic solution up to $\mathcal{O}\left(1 / n^{1 / 3}\right)$ corrections. It can be used to obtain the analytic result for the vortex energy at $n \rightarrow \infty$. The total energy consists of the logarithmically divergent rotational part $T_{\text {rot }}$ and
the nonrotational finite part $T$ [3]. The rotational contribution determined by the angular part of the kinetic term reads

$$
\begin{equation*}
T_{\text {rot }}=\eta^{2} \int\left|\partial_{\theta} \phi(\boldsymbol{r}) / r\right|^{2} \mathrm{~d}^{2} \boldsymbol{r} \approx 2 \pi n^{2} \eta^{2}\left(\ln \left(R / r_{n}\right)-\frac{1}{2}\right), \tag{3.10}
\end{equation*}
$$

where $R \gg r_{n}$ is the radial integration cutoff (the physical radius of rotating condensate). For the remaining part saturated by the field potential we get $T=\pi n^{2} \eta^{2}$, where a half of the contribution comes from the vortex tail. As expected the logarithmic term in eq. (3.10) agrees with eq. (2.46) upon identification of $R$ with the characteristic size of the gauge field core and $r_{n}$ with the one of the scalar core.

To obtain the solution at $\mathcal{O}\left(1 / n^{1 / 3}\right)$ and beyond, the coefficients of the vortex equation in the matching region are expanded in $x / r_{n}$. Defining

$$
\begin{equation*}
f(r)=\frac{2^{5 / 6}}{n^{1 / 3}} \chi(-z), \tag{3.11}
\end{equation*}
$$

we get the leading order $n$-independent nonlinear equation for the function $\chi(z)$

$$
\begin{equation*}
\frac{d^{2} \chi}{d z^{2}}-z \chi-2 \chi^{3}=0 . \tag{3.12}
\end{equation*}
$$

Eq. (3.12) is a special case of the Painlevé II transcendent. It is known to have a solution $\chi_{0}(z)$ with the following asymptotic behavior at $z \rightarrow \infty$ [20]

$$
\begin{align*}
\chi_{0}(-z) & \sim\left(\frac{z}{2}\right)^{\frac{1}{2}}  \tag{3.13}\\
\chi_{0}(z) & \sim \operatorname{Ai}(z)
\end{align*}
$$

The corresponding function $f(r)$ matches the core solution $\sqrt{2} J_{n}(r)$ at negative $x=\mathcal{O}\left(n^{1 / 3}\right)$ and the leading order tail solution $f_{1}$ at positive $x=\mathcal{O}(\sqrt{n})$. In the next-to-leading order the equation for $\chi(z)$ becomes

$$
\begin{equation*}
\frac{d^{2} \chi}{d z^{2}}-\frac{1}{2^{1 / 3} n^{2 / 3}} \frac{d \chi}{d z}-z\left(1+\frac{3}{2^{4 / 3}} \frac{z}{n^{2 / 3}}\right) \chi-2 \chi^{3}=0 \tag{3.14}
\end{equation*}
$$

The relevant solution must exponentially decay at $z \rightarrow \infty$ and match the expansion of the next-to-leading tail solution $f\left(r_{n}+x\right)$ at $x=\sqrt{\kappa n} / 2$ through $\mathcal{O}(1 / n)$. It can only be found numerically. Note that since the expansion parameter $x / n$ varies from $1 / n$ to $1 / \sqrt{n}$ through the matching region, the convergence of the series there is not uniform. In general the expansion of the tail solution in $\rho$ matches the asymptotic expansion of $\chi_{0}(z)$ at large negative $z$ while the series in $\tau$ for each $f_{m}$ is connected with the corrections to the equation for $\chi(z)$.

The results of numerical analysis for the neutral scalar field vortices with $n=4,10,16$ are presented in figure 8. For the leading order approximation the linear matching is used and in the next-to-leading order the numerical solution of eq. (3.14) is matched to the first two terms of eq. (3.6) at $r_{n}+\sqrt{n / 2}$, which corresponds to $\kappa=2$.


Figure 8. The numerical solution of the exact vortex equations for a neutral scalar field $f(r)$ (solid line), the leading asymptotic solution eq. (3.9) (dotted line), and the next-to-leading approximation (dashed line) for different $n$.

## 4 Summary

We have elaborated a method of expansion in inverse powers of a topological quantum number. The method is quite general and can be applied to the study of topological solitons in a theory where the corresponding quantum number is associated with a ratio of dynamical scales. When applied to axially symmetric vortices with large winding number $n$ the expansion is in negative noninteger powers of $n$ and in general is not uniform. In the large- $n$ limit the complex nonlinear vortex dynamics unravels. In particular, for the Abrikosov-NielsenOlesen vortices at critical coupling and in the limit of large or small scalar self-coupling the field equations become integrable. At the same time for the Ginzburg-Pitaevskii vortices in a weakly interacting Bose-Einstein condensate the field equation reduces to an algebraic one. The method yields simple asymptotic formulae for the shape and parameters capturing the main features of the giant vortices. The accuracy of the asymptotic result can be systematically improved by calculating the finite- $n$ corrections. For near-critical vortices the approximation works remarkably well all the way down to very low $n$ after including the leading $\mathcal{O}(1 / \sqrt{n})$ corrections. In the case of extremely small or large scalar self-coupling $\lambda$ the large- $n$ expansion converges and gives a reliable approximation for all winding numbers satisfying the condition $n \gg \sqrt{\lambda}, 1 / \sqrt{\lambda}$.
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## A Calculation of the critical vortex parameters

Calculation of $\boldsymbol{w}_{\infty}$. The integral in eq. (2.8) is logarithmically divergent at $w(x) \rightarrow 0$ and can be decomposed as follows

$$
\begin{align*}
\int_{w_{0}}^{w(x)} \frac{\mathrm{d} w}{\left(e^{2 w}-2 w-1\right)^{1 / 2}}= & -\int_{w_{0}}^{w(x)} \frac{\mathrm{d} w}{\sqrt{2} w}+\int_{0}^{w(x)}\left(\frac{1}{\left(e^{2 w}-2 w-1\right)^{1 / 2}}+\frac{1}{\sqrt{2} w}\right) \mathrm{d} w \\
& +\int_{w_{0}}^{0}\left(\frac{1}{\left(e^{2 w}-2 w-1\right)^{1 / 2}}+\frac{1}{\sqrt{2} w}\right) \mathrm{d} w \tag{A.1}
\end{align*}
$$

where the first term is divergent, the second term is $\mathcal{O}(w(x))$, and the last term is a constant which we denote as $\ln \left(w_{\infty} / w_{0}\right) / \sqrt{2}$. Thus eq. (2.8) at $w(x) \rightarrow 0$ becomes

$$
\begin{equation*}
x=-\frac{1}{\sqrt{2}} \ln \left(\frac{w(x)}{w_{\infty}}\right)+\mathcal{O}(w(x)) \tag{A.2}
\end{equation*}
$$

which after exponentiation gives the second line of eq. (2.11).
Calculation of $\boldsymbol{B}$ and $\boldsymbol{C}$. By changing the integration variable $w^{\prime} \mathrm{d} y=\mathrm{d} w$ the integral in eq. (2.20) can be transformed as follows

$$
\begin{align*}
\int_{z}^{\infty} w^{\prime 2}(y) \mathrm{d} y= & -\left(-\frac{w(z)}{2}\right)^{\frac{1}{2}}\left(1+\frac{4}{3} w(z)\right) \\
& +\int_{w(z)}^{0}\left[\left(e^{2 w}-2 w-1\right)^{\frac{1}{2}}-(-2 w)^{\frac{1}{2}}\left(1+\frac{1}{4 w}\right)\right] \mathrm{d} w \tag{A.3}
\end{align*}
$$

At $z \rightarrow-\infty$ up to $\mathcal{O}(1 / z)$ corrections the first term is just $-z^{3} / 3$ and the second term is a constant which we denote as $B$. This gives

$$
\begin{equation*}
\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y \sim-\frac{z}{3}+\frac{B}{z^{2}}+\ldots \tag{A.4}
\end{equation*}
$$

where the ellipsis stands for exponentially suppressed terms. Then the integral in eq. (2.20) can be decomposed as follows

$$
\begin{align*}
\int_{0}^{x} \int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y \mathrm{~d} z= & -\frac{x^{2}}{6}+\int_{-\infty}^{x}\left(\frac{z}{3}+\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y\right) \mathrm{d} z \\
& -\int_{-\infty}^{0}\left(\frac{z}{3}+\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y\right) \mathrm{d} z \tag{A.5}
\end{align*}
$$

where the second term vanishes at $x \rightarrow-\infty$ as $-B / x$ and the last term is a constant which has to be cancelled by $C$ in eq. (2.20) to provide the correct asymptotic behavior, eq. (2.22).

Calculation of $\boldsymbol{D}$. The asymptotic behavior of the integral in eq. (2.20) at $x \rightarrow \infty$ can be computed via the following decomposition

$$
\begin{align*}
\int_{0}^{x} \int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y \mathrm{~d} z= & \frac{x}{2 \sqrt{2}}-\int_{x}^{\infty}\left(-\frac{1}{2 \sqrt{2}}+\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y\right) \mathrm{d} z \\
& +\int_{0}^{\infty}\left(-\frac{1}{2 \sqrt{2}}+\int_{z}^{\infty} \frac{w^{\prime 2}(y)}{w^{\prime 2}(z)} \mathrm{d} y\right) \mathrm{d} z \tag{A.6}
\end{align*}
$$

where the second term vanishes at $x \rightarrow \infty$ and the last term is a constant. By substituting eq. (A.6) into eq. (2.20) at $x \rightarrow \infty$ we obtain the second line of eq. (2.22).

## B Finite-n corrections to the noncritical vortex solution

Large scalar self-coupling. By expanding eq. (2.28) about $r_{n}+\delta r_{n}$ we get

$$
\begin{align*}
\delta f & =\left(1-\gamma_{\lambda}^{2}\right)^{-\frac{1}{2}} \gamma_{\lambda}\left[(x-1) \gamma_{\lambda}-\delta \gamma_{\lambda}\right] \\
\delta \gamma_{\lambda}^{\prime \prime}-2\left(1-3 \gamma_{\lambda}^{2}\right) \delta \gamma_{\lambda} & =\gamma_{\lambda}^{\prime}+4(x-1) \gamma_{\lambda}^{3} \tag{B.1}
\end{align*}
$$

which defines an inhomogeneous differential equation on the function $\delta \gamma_{\lambda}(y)$, where $y=x-x_{0}$. The boundary conditions for this equation are $\delta \gamma_{\lambda}(\infty)=0$ and $\delta \gamma_{\lambda}\left(-x_{0}\right)=1 / 2$, where the latter is determined by matching to the core solution for the gauge field at $r_{n}+\delta r_{n}$. Note that $\delta f$ and $\delta \gamma_{\lambda}^{\prime \prime}$ are not continuous at this point due to the singular character of the matching region in the limit $\lambda \rightarrow \infty$ discussed previously. Due to the existence of the first integral for eq. (2.35) the homogeneous part of the solution $\delta \gamma_{\lambda}^{h}$ satisfies the first-order equation

$$
\begin{equation*}
\frac{d}{d \gamma_{\lambda}}\left[\gamma_{\lambda}^{2}\left(2-\gamma_{\lambda}^{2}\right) \frac{d \delta \gamma_{\lambda}^{h}}{d \gamma_{\lambda}}-2 \gamma_{\lambda}\left(1-\gamma_{\lambda}^{2}\right) \delta \gamma_{\lambda}^{h}\right]=0 . \tag{B.2}
\end{equation*}
$$

One of its solutions is given by the translational zero mode $\gamma_{\lambda}^{\prime}(y)=2 \operatorname{sech}(\sqrt{2} y) \tanh (\sqrt{2} y)$. The second solution reads

$$
\begin{equation*}
\delta \gamma_{\lambda}^{h}(y)=\frac{\operatorname{sech}(\sqrt{2} y) \tanh (\sqrt{2} y)}{8 \sqrt{2}}(6 \sqrt{2} y-4 \operatorname{coth}(\sqrt{2} y)+\sinh (2 \sqrt{2} y)) . \tag{B.3}
\end{equation*}
$$

With the solutions of the homogeneous equation at hand, the solution of the full equation is straightforward and gives eq. (2.38).

Small scalar self-coupling. The expansion of eq. (2.28) with $a(r)=1$ about $r_{n}+\delta r_{n}$ yields

$$
\begin{equation*}
\delta f^{\prime \prime}+2\left(1-3 f^{2}\right) \delta f=-\sqrt{2} f^{\prime}, \tag{B.4}
\end{equation*}
$$

with the boundary conditions $\delta f(\infty)=0$ and $\delta f(0)=0$. The condition at $y=0$ is determined by matching to the boundary layer solution at $x=\mathcal{O}\left(1 / \lambda^{1 / 4}\right)$. The homogeneous part of the solution satisfies the first-order equation

$$
\begin{equation*}
\frac{d}{d f}\left[\frac{\left(1-f^{2}\right)^{2}}{2} \frac{d \delta f^{h}}{d f}+f\left(1-f^{2}\right) \delta f^{h}\right]=0 \tag{B.5}
\end{equation*}
$$

It has the translational zero mode $f^{\prime}(y)=\operatorname{sech}^{2}(y)$ and the second solution

$$
\begin{equation*}
\delta f^{h}(y)=\frac{\operatorname{sech}^{2}(y)}{16}(12 y+8 \sinh (2 y)+\sinh (4 y)), \tag{B.6}
\end{equation*}
$$

which after straightforward calculation gives eq. (2.45).
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[^0]:    ${ }^{1}$ Since $x=r-r_{n}$ by definition cannot be less than $-r_{n}$, the formal notation $x \rightarrow-\infty$ should be understood as the condition $1 \ll|x| \ll r_{n}$ for negative $x$.

[^1]:    ${ }^{2}$ After a rescaling of the radial coordinate $r \rightarrow r / \sqrt{\lambda}$ it describes the scalar field core of the Abrikosov-Nielsen-Olesen vortex for $\lambda \gg n^{2} \gg 1$.

