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1 Introduction

The basic observables in conformal field theory (CFT) are correlation functions of local

operators

〈O1(x1) . . .On(xn)〉 . (1.1)

These correlation functions are constrained by conformal invariance and the associativity

of the operator product expansion (OPE). Recent studies of such correlation functions

using conformal bootstrap methods and the AdS/CFT correspondence have experienced

tremendous progress, see e.g [1, 2]. In particular, by studying nonperturbative consistency

conditions of the correlation functions (1.1) we hope to get new insights into nonperturba-

tive aspects of quantum gravity [3, 4].

The main properties of conformal correlation functions are nicely encoded in the Mellin

representation [5] of the connected part of the correlation function

〈O1(x1) . . .On(xn)〉conn =

∫
[dγij ]M(γij)

n∏
i<j

Γ(γij)

|xi − xj |2γij
, (1.2)

where M(γij) is the Mellin amplitude, the integration variables obey the constraints

n∑
j=1

γij = 0 , γij = γji , γii = −∆i , (1.3)

and the integration contours typically (but not necessarily) run parallel to the imaginary

axis.

Mellin amplitudes have been particularly useful for holographic CFTs [6–10], as well

as in perturbative computations [11–14]. One might wonder if Mellin space is particularly
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fit for bootstrapping holographic CFTs? We will present some evidence that it is indeed

the case in the present paper. However, to start addressing this question we need first to

ask a more basic question:

When does the Mellin representation of the correlator (1.2) exist and what is the physical

input that goes into it?

It is a purpose of this paper to study this question in the context of a nonperturbative

four-point function of scalar identical operators in a generic CFT. We will argue that the

four-point function of light operators1 admits the following representation

〈O(x1)O(x2)O(x3)O(x4)〉 =
1(

x2
12x

2
34

)∆ +
1(

x2
13x

2
24

)∆ +
1(

x2
14x

2
23

)∆ +
Fconn(u, v)(
x2

13x
2
24

)∆ ,

Fconn(u, v) =

∫
C

dγ12dγ14

(2πi)2
u−γ12v−γ14Γ(γ12)2Γ(γ14)2Γ(∆− γ12 − γ14)2M(γ12, γ14),

u =
x2

12x
2
34

x2
13x

2
24

, v =
x2

14x
2
23

x2
13x

2
24

, (1.4)

where the integration contour C will be specified below. In the case of the four-point

function the Mellin amplitude (1.2) is a function of two independent variables M(γ12, γ14).

Crossing symmetry simply becomes

M(γ12, γ14) = M(γ14, γ12) = M(γ12, γ13), γ12 + γ13 + γ14 = ∆ . (1.5)

As usual we expect the cases of non-identical scalar and spinning operators to be very

similar, though we do not establish this rigorously in the present paper.

In fact, a certain version of the Mellin bootstrap approach [15–17] has already been

used to reformulate and improve perturbative calculations. The ansatz for the correlation

function that goes into this approach does not immediately follow from CFT axioms and

it is not clear to us what is the range of applicability of these methods beyond certain

perturbative examples. For that reason we follow a different path, where we develop

bootstrap in Mellin space starting from the first principles.

As we will see the existence of nonperturbative Mellin amplitudes is not a given. In

section 2 we review the conditions for the existence of the Mellin amplitude which follow

from its definition as an integral transform of the four-point function as a function of cross

ratios u and v. There are two basic properties that are needed for the existence of the

Mellin amplitude, see section 2 for details and definitions:

• analyticity in a sectorial domain (arg[u], arg[v]) ∈ ΘCFT, see section 2.3;

• polynomial boundedness, see (2.22) and appendix G.

As we will argue physical correlation functions have required analyticity properties but

are not polynomial bounded in a required sense. Therefore, defining Mellin amplitudes

always requires subtractions. The simplest possible subtraction involves considering the

1We will be more specific about the precise meaning of that below.
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connected part of the correlation function as in the formula above. We systematically derive

subtractions needed to define the nonperturbative Mellin amplitudes based on the general

properties of the correlator. Essentially, it reduces to bounding the correlation function

on the first and the second sheet in different limits which we do using the standard OPE

techniques as well as some plausible but not fully rigorous assumptions. The main result

of this analysis is that we establish (1.2) for a nonperturbative four-point function of light

scalar operators in a generic CFT.

Once existence of the nonperturbative Mellin amplitude is established we proceed to

the study of its properties. This is the subject of sections 3, 4 and 5.

In section 3 we study analytic properties of Mellin amplitudes using a different ap-

proach. We define the Mellin amplitude as

M(γ12, γ14) = K(γ12, γ14) +K(γ12, γ13) +K(γ13, γ14) , (1.6)

where the function K is defined by the integral (3.1) of the four-point function. The

integral defining K(γ12, γ14) converges for Re γ12 > ∆ and Re γ14 > ∆. Therefore, there

is no overlapping region where the 3 terms above are given by convergent integrals. In

section 3 we study the analytic continuation of the function K and motivate the following

conjecture:

Maximal Mellin analyticity. The only singularities of the nonperturbative Mellin am-

plitudes are the ones required by the OPE, namely (1.7).

Notice that the twist accumulation points (see section 3.3 for a review) give rise to es-

sential singularities of the Mellin amplitude where an infinite sequence of poles accumulates.

This singularity is however of the type familiar from tree-level string theory amplitudes

where it is located at infinity in the complex plane of the Mandelstam invariant s. We

shall see in section 5 that the analogy extends to the usual Reggeizetion of tree-level string

amplitudes when s→∞.

In sections 4 we review how unitarity, or the OPE, and Regge boundedness of the

correlator constrain Mellin amplitudes. The OPE implies that the Mellin amplitude

M(γij) = M(γ12, γ13, . . . ) has poles at

γij =
∆i + ∆j − τk

2
−m, m = 0, 1, 2, . . . ,

τk ≡ ∆k − Jk , (1.7)

for each operator Ok, of dimension ∆k and spin Jk, that appears in the OPE Oi × Oj .
The position of the poles is determined by the twist τk = ∆k − Jk. Therefore, the analytic

structure of the Mellin amplitude follows from the twist spectrum of the operators appear-

ing in the OPE Oi ×Oj . As we will review below, in a generic CFT the twist spectrum is

very complicated (in d ≥ 3 it contains infinite number of accumulation points [18, 19] and

for irrational d = 2 CFTs it is continuous [20–23]). Fortunately, in d = 2 rational CFTs

and in the planar limit of large N CFTs the twist spectrum is simpler and gives rise to

meromorphic Mellin amplitudes.

– 3 –
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The residues of the poles factorize into lower point Mellin amplitudes [7]. In particular,

the residues of the γ12 poles of the four-point Mellin amplitude are given by

M(γij) ≈
C12kC34kQ∆k

Jk,m
(γ13)

∆1 + ∆2 − τk − 2m− 2γ12
+ . . . , m = 0, 1, 2, . . . , (1.8)

where Cijk are OPE coefficients and Q∆
J,m(γ13) is a kinematical polynomial of degree J in

the variable γ13. We review some basic properties of the Mack polynomials and point out

some of their previously unnoticed positivity properties which are very useful in applica-

tions. For a more detailed and pedagogical introduction to Mellin amplitudes, see [24] and

references therein.

We also translate the familiar Regge bounds of the four-point correlator to statements

about Mellin amplitudes. They become statements about polynomial boundedness of the

Mellin amplitude in the Regge limit [25, 26]

lim
|γ12|→∞

|M(γ12, γ14)| ≤ C(γ14)|γ12|, Re[γ14] > ∆− d− 2

2
. (1.9)

We establish this claim along the imaginary axis and assume that they hold in the whole

complex plane.2

In section 5 we analyze twist accumulation points in Mellin space. We first explain how,

despite the fact we explicitly subtracted the disconnected piece in (1.4) and the statement

that Mellin amplitude has singularities at the positions of all exchanged operators (except

the identity operator), there is no problem of double counting upon closing the integration

contour. We also examine how the statement about the absence of isolated operators with

twist precisely 2∆+2n in the full nonperturbative CFT is encoded in the Mellin amplitude,

see formula (5.27).

To summarize: the nonperturbative Mellin amplitude M(γ12, γ14) (1.4) has simple an-

alytic properties (1.8), it is bounded in the Regge limit (1.9) and it satisfies nonperturbative

Polyakov conditions (5.27).

After the basic properties of the Mellin amplitudes are established we proceed to ap-

plications. In section 6 we study dispersion relations with subtractions in Mellin space. We

then impose crossing symmetry and the Polyakov condition. In this way we arrive at a set

of analytic functionals that act on the OPE data and produce zero (6.4). These functionals

have remarkable properties that we lay out, e.g. they are extremal functionals [27, 28], and

we use them to derive some bootstrap bounds.

Finally, in section 7, we study Mellin amplitudes in 2D minimal models using the

Coulomb gas formalism. We obtain expressions for any n-point Mellin amplitude and

study their analytic structure, Regge limit and bulk point limit. We also check explicitly

that correlators satisfy all the bounds discussed in section 2.

We end the paper with the summary of our results and assumptions, as well as open

questions and many interesting directions to explore further.

2Along the real axis they should be understood in a tauberian sense, as is common in the scattering

amplitude literature.
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2 Nonperturbative Mellin amplitudes

In this section we argue that a four-point correlation function of light scalar operators in

a generic CFT admits a Mellin representation in the sense of (1.4). We start by reviewing

basic facts about the multi-dimensional Mellin transform and a natural space of functions

associated with it. These are functions analytic and polynomially bounded in a sectorial

domain (see below for the precise definition).

We then consider the Mellin transform of the four-point function of identical scalar

primary operators in a generic CFT. We show that the Mellin transform has a physical

interpretation of an integral over the principal Euclidean sheet, a connected space of con-

formally non-equivalent configurations for which all x2
ij are space-like.3 Equipped with this

understanding, we use OPE to identify the sectorial domain of analyticity of the physical

correlator. We then argue (not fully rigorously) that upon appropriate subtractions the

physical correlator also satisfies the required polynomial boundedness and therefore admits

the Mellin representation (1.4).

For simplicity, we consider the four-point function 〈OOOO〉 of equal scalar primary

operators. Conformal symmetry restricts it as follows

〈O(x1)O(x2)O(x3)O(x4)〉 =
F (u, v)(
x2

13x
2
24

)∆ ,
u =

x2
12x

2
34

x2
13x

2
24

= zz̄ , v =
x2

14x
2
23

x2
13x

2
24

= (1− z)(1− z̄) , (2.1)

where ∆ is the scaling dimension of O and the arbitrary function of cross ratios F (u, v)

satisfies crossing relations

F (u, v) = F (v, u) = v−∆F

(
u

v
,

1

v

)
. (2.2)

Unitarity implies that ∆ ≥ d−2
2 .

2.1 Two-dimensional Mellin transform

Here we review inversion theorems of the two-dimensional Mellin transform relevant for the

four-point function. The generalization to an arbitrary number of dimensions is straight-

forward and the corresponding theorems and proofs can be found for example in [29].

Consider a two-variable function g(u, v). Its Mellin transform is defined as

M[g](γ12, γ14) ≡
∫ ∞

0

dudv

uv
uγ12vγ14g(u, v). (2.3)

Similarly, consider a two-variable function M̂(γ12, γ14). We define the inverse Mellin trans-

form as

M−1[M̂ ](u, v) =

∫ c+i∞

c−i∞

dγ12dγ14

(2πi)2
u−γ12v−γ14M̂(γ12, γ14). (2.4)

3Considered on a Lorentzian cylinder there are multiple loci of this type labeled by an integer which

corresponds to the number of light-cone crossed starting from the Euclidean correlator. The principal

Euclidean sheet corresponds to the one which contains the ordinary Euclidean correlator and does not

involve any light-cone crossing.
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There are two natural vector spaces of functions associated with these transforms: MU
Θ

and WΘ
U . Let us define them.

We say that function g(u, v) belongs to the vector space of functions MU
Θ if two condi-

tions are satisfied. First, it is holomorphic in a sectorial domain (arg[u], arg[v]) ∈ Θ ⊂ R2

which we assume to be open and bounded, as well as to include the origin (0, 0) ∈ Θ.

Second, in the region of holomorphy g(u, v) obeys

|g(u, v)| ≤ C(cu, cv)
1

|u|cu
1

|v|cv
, (arg[u], arg[v]) ∈ Θ, (cu, cv) ∈ U , (2.5)

for some open region U ∈ R2. A typical example will be au < cu < bu and av < cv < bv.

Similarly, we say that M̂(γ12, γ14) belongs to a vector space of functions WΘ
U if two

conditions are satisfied. First, M̂(γ12, γ14) is holomorphic in a tube U + iR2 for some

open region U ∈ R2. Second, in the holomorphic tube it decays exponentially fast in the

imaginary directions

|M̂(γ12, γ14)| ≤ K(Re[γ12],Re[γ14])e−supΘ(arg[u]Im[γ12]+arg[v]Im[γ14]), (γ12, γ14) ∈ U + iR2.

(2.6)

Having introduced MU
Θ and WΘ

U , we then have the following theorems [29, 30]:

Theorem I. Given F (u, v) ∈ MU
Θ , its Mellin transform M[F ](γ12, γ14) exists and is in

WΘ
U . Moreover, M−1M[F ](u, v) = F (u, v) for any (arg[u], arg[v]) ∈ Θ.

Theorem II. Given M̂(γ12, γ14) ∈WΘ
U , its inverse Mellin transform M−1[M̂ ](u, v) exists

and is in MU
Θ . Moreover, MM−1[M̂ ](γ12, γ14) = M̂(γ12, γ14) for any (γ12, γ14) ∈ U + iRn.

Note that we are not saying that the function has to be in MU
Θ to admit a Mellin

representation,4 but we will see that MU
Θ are WΘ

U are indeed the relevant classes for the

physical CFT correlators.

Since the discussion might look a little too abstract let us consider a couple of one-

dimensional examples that illustrate the application of these theorems. The first example is

g(u) = e−u. This is an entire function which is polynomially bounded for −π
2 < arg[u] < π

2

for cu > 0. According to the theorem I, the Mellin transform of g(u) exists and decays as

e−
π
2
|Im[γ12]|, where we used (2.6). Indeed, the Cahen-Mellin integral takes the form

e−u =

∫ cu+i∞

cu−i∞

dγ12

2πi
Γ(γ12)u−γ12 , cu > 0, |arg[u]| < π

2
. (2.7)

It is a well-known fact that in the complex plane Γ(γ12) ∼ e−
π
2
|Im[γ12]| in agreement with

the theorem above.

The second example is g(u) = 1
(1+
√
u)α

. Note that it is analytic for |arg[u]| < 2π and

satisfies (2.5) for 0 < cu <
α
2 . Using theorem I, we conclude that the Mellin transform of

g(u) has to decay as e−2π|Im[γ12]|. The explicit formula takes the form

1

(1+
√
u)α

=

∫ cu+i∞

cu−i∞

dγ12

2πi

2Γ(2γ12)Γ(α−2γ12)

Γ(α)
u−γ12 , 0<cu<

α

2
, |arg[u]|< 2π. (2.8)

4As an example consider uavbθ(0 < u < 1)θ(0 < v < 1) which is obivously not holomorphic but it has a

well-defined Mellin amplitude. We will use this loophole to define the intermediate objects that we call the

K-functions in section 3.
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Again one can explicitly check that the Mellin amplitude decays with an expected expo-

nential rate dictated by the analyticity region of the original function.

We show below that the physical CFT correlators are indeed analytic in a certain

sectorial domain. However, they do not satisfy (2.5) and therefore the Mellin transform of

the full correlation function does not exist. We claim, however, that it does exist upon doing

simple subtractions.5 These subtractions are designed in such a way that they do not spoil

the analytic structure of the correlator and at the same time they make it polynomially

bounded in the sense described above. The result of this analysis is (1.4). We will see that

performing the subtractions beyond the disconnected part is equivalent6 to introducing the

deformed Mellin contour C.

2.2 Principal Euclidean sheet

Let us understand better the physical meaning of the integration region in (2.3). By

conformal transformations, we can put the four points on a 2d Lorentzian plane with

coordinates (tM , xM ). Furthermore, by performing conformal transformations, we put

point 1 at (0, 0), point 3 at (0, 1) and point 4 at (0,∞). The position of point 2 is not fixed

and we denote it by (tM2 , xM2 ).

We map the plane to the Lorentzian cylinder. On the cylinder, we use coordinates

(t, φ), which are related to coordinates on the plane by

tM =
sin t

cos t+ cosφ
, xM =

sinφ

cos t+ cosφ
. (2.9)

The metric on the cylinder is related to the metric on the plane by −(dtM )2 + (dxM )2 =
−dt2+dφ2

(cos t+cosφ)2 , so they are indeed conformal to one another. The cross ratios are given by

u = −(tM2 )2 + (xM2 )2 =
cos t2 − cosφ2

cos t2 + cosφ2
, (2.10)

v = −(tM2 )2 + (xM2 − 1)2 = 2
cos t2 − sinφ2

cos t2 + cosφ2
. (2.11)

Points 1, 3 and 4 are mapped respectively to (0, 0), (0, π2 ) and (0, π) on the cylinder. Note

that cross ratios are invariant under t2 → −t2.

A simple observation is that the region 0 ≤ u, v ≤ ∞ is the region of Minkowski space

(or of Lorentzian cylinder) of spacetime dimension d ≥ 3, for which the point x2 is space-

like separated from the three other points. Indeed, it is a well-known fact that for u, v > 0

and four points in Euclidean space, cross ratios satisfy (1 −
√
u)2 ≤ v ≤ (1 +

√
u)2, see

figure 1. The rest of the quadrant u, v > 0 is covered by the fully spacelike configurations

on the 2d Lorentzian cylinder depicted in figure 2. This fact allows us to use the OPE and

analyze convergence of the integral in different regions. It will be natural for us to split

the integral into three regions, each of which containing the region between the light cones

5This is true in a generic, interacting CFT. We will discuss some special cases like 2d minimal models

and higher d free theories separately.
6Up to some very special situations that we analyze separately.
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(1, 0)

(0, 1)

u

v

Figure 1. We divide the region u, v > 0 into 4 regions coloured in blue, pink, red and grey. The

regions are separated by the curves v = (1 −
√
u)2 and v = (1 +

√
u)2 or, equiavelntly, z = z̄. In

the grey region z and z̄ are the complex conjugate of each other. In the colored regions z and z̄

are real and independent variables. In the red region we have that z, z̄ ∈ (−∞, 0). In the blue and

pink regions we have that z, z̄ ∈ (0, 1) and z, z̄ ∈ (1,∞) respectively.

ππ
2

0−π φ

t

Figure 2. Cylinder picture of points 1, 3 and 4. The point at (t = 0, φ = π) should be identified

with the point at (t = 0, φ = −π). The colored area signifies regions where point 2 is spacelike

separated from three other points and no light-cones has been crossed. Note that the colored region

is a double cover in the cross ratio space. Indeed changing t2 → −t2 does not change the cross

ratios (2.10).

emitted from points x1, x3 and x4 (see figure 2) and part of the Euclidean domain. The

regions are defined as follows

Region I : 0 ≤ u, v ≤ 1 ,

Region II : 1 ≤ u, 0 ≤ v ≤ u ,
Region III : 1 ≤ v, 0 ≤ u ≤ v . (2.12)

These three regions are mapped to each other via crossing transformations (2.2).

2.3 Analyticity in a sectorial domain

Let us study the analytic properties of F (u, v) in the (u, v) plane. Analyticity for real

and positive u, v > 0 is obvious from the discussion above. Indeed, for such cross ratios

– 8 –
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I

II

III

u

v

0 1

1

Figure 3. Different regions in the (u, v) plane that we will find convenient to consider. Different

regions are mapped into each other by crossing.

the correlation function describes a generic configuration of space-like separated opera-

tors, whereas non-analyticities of correlation functions can only occur when “something

happens” [31], say a pair of two points become light-like separated. A more rigorous argu-

ment relies on the exponential convergence of the OPE in CFTs which makes analyticity

manifest [32].

To discuss Mellin amplitudes however we need to understand analytic properties of cor-

relation functions in a sectorial domain, namely we would like to allow for arg[u], arg[v] 6= 0.

In other words, consider the correlation function F (|u|eiarg[u], |v|eiarg[v]) with |u|, |v|∈(0,∞).

Claim. Any physical correlator F (u, v) is analytic in the convex sectorial domain ΘCFT =

(arg[u], arg[v]) defined as the union of the following 3 regions

ΘCFT : |arg[u]|+ |arg[v]| < 2π,

0 < arg[u], arg[v] < 2π,

−2π < arg[u], arg[v] < 0, (2.13)

where arg[u] = arg[v] = 0 corresponds to the principal Euclidean sheet. ΘCFT is depicted

on 4.

Let us briefly outline the argument for our claim. We present all the details in ap-

pendix F. As we analytically continue u→ |u|eiarg[u], v → |v|eiarg[v] we are sure that we do

not encounter any singularity provided there is an OPE channel that converges. Indeed,

we can then use the Cauchy-Schwarz inequality to bound the continued correlator by its

value at arg[u] = arg[v] = 0 which then ensures analyticity. The rhombus of figure 4 is

precisely the union of the regions where at least one OPE channel converges, see figure 5.

We expect that generic correlation functions will have a non-analyticty at the boundary

of the ΘCFT for some values of |u|, |v|. One example of such a non-analyticity is the bulk

point singularity [31, 33].7 In special cases this singularity may be absent. An example is

free field theory.

7Note that in terms of (u, v) the bulk point locus z = z̄ can lead to a non-analyticity of the correlator in

terms of (u, v) even in 2d CFTs. This does not contradict [31] which established analytic properties of the

correlator as a function of (z, z̄) which are fully analytic at z = z̄ and is related to the singular character of

the Jacobian when going from (z, z̄) to (u, v). See appendix F for more on that.
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arg(v)

arg(u)2π−2π 0

2π

−2π

Figure 4. Sectorial domain ΘCFT of analyticity of a generic CFT correlation function F (u, v).

arg(v)

arg(u)2π−2π 0

2π

−2π

Figure 5. We use red, blue and grey to colour the regions where the O(x1)×O(x2), O(x1)×O(x4)

and O(x1)×O(x3) OPE channels converge respectively.

2.4 Dangerous limits

To analyze the convergence of the integrals above let us understand what are the relevant

regions when we integrate in 0 ≤ u, v ≤ 1. There are several different regions involved:

a) Euclidean OPE region, which corresponds to u → 0 and v → 1. The correlator in

this limit behaves as

lim
u→0, 1−v√

u
− fixed

F (u, v) ∼ u
∆min

2
−∆, (2.14)

where ∆min is the minimal scaling dimension of the operators that appear in the OPE

of O×O. More generally, we can use the Euclidean OPE to bound the correlator in

the vicinity of u = 0 and v = 1, not necessarily along the directions (2.14).
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b) Lorentzian OPE region, which corresponds to u → 0 and v fixed and finite. The

correlator in this limit behaves as

lim
u→0

F (u, v) ∼ u
τmin

2
−∆, (2.15)

where τmin is the minimal twist8 of the operator that appears in the OPE of O×O.

In unitary theories, the identity is the lowest dimension operator exchanged in O×O,

thus ∆min = τmin = 0.

c) Double light-cone limit, which corresponds to u, v → 0.9 In general we do not know

what is the behavior of the correlator in this limit. For the moment, we just bound

the correlator in that limit.

As explained for example in [36], the correlator can be expanded as

F (u, v) = u−∆
∑
h,h̄

ah,h̄z
hz̄h̄, (2.16)

where h = ∆ex±J
2 , h̄ = ∆ex∓J

2 and we sum over all exchanged operator in the O×O OPE,

both primaries and descendants. ∆ex is the conformal dimension of the exchanged operator

and J is its spin. The coefficients ah,h̄ are non-negative in a unitary theory. The usual

relation between z, z̄ and u, v is reproduced in (2.1).

Suppose now that we are in the Lorentzian region
√
u+
√
v < 1.10 In this region, z and z̄

are independent and real positive variables. Using unitarity and the OPE expansion (2.16)

we conclude that

F (z1, z̄1)(z1z̄1)∆ < F (z2, z̄1)(z2z̄1)∆, (2.17)

provided that we pick z2 such that z1 < z2 < 1.

The previous inequality can also be stated in the following manner. Pick z1 and z̄1 as

independent real variables between 0 and 1. Define u1 and v1 in the usual manner. Then,

for any z2 such that z1 < z2 < 1,

F (u1, v1) < F
(
u2, (1− z̄1)(1− z2)

)u∆
2

u∆
1

, (2.18)

where u2 = z̄1z2. Now let us take the double light-cone limit z1 → 0, z̄1 → 1. Since z2 is

fixed we can use the lightcone limit in the r.h.s. to get (2.18): F
(
u2, (1 − z̄1)(1 − z2)

)
∼

(1− z̄1)−∆

F (u, v) <
c0

u∆v∆
, 0 < u, v < c, (2.19)

where c < 1 and c0 are some constants. This bound is saturated in the 2d Ising model

(see (E.7)). So, we cannot improve it without making further assumptions.

8We define twist as τ = ∆− J , where J is the spin of the operator.
9This limit was discussed for example in [34, 35].

10This region is given by a Lorentzian correlator.

– 11 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

2.5 Subtractions and polynomial boundedness

By combining the small u, v analysis of the previous section with crossing (2.2) we can find

the power-like bounds and asymptotics of the full correlator F (u, v) for any 0 < u, v <∞.

Plugging them in the definition of the Mellin transform (2.3) it is clear that the integral

diverges for any γ12 and γ14.

To improve the convergence of the Mellin transform we consider the subtracted

correlator

Fsub(u,v)≡F (u,v)−(1+u−∆+v−∆) (2.20)

−
∑

τgap≤τ≤τsub

Jmax∑
J=0

[
τsub−τ

2

]∑
m=0

C2
τ,J

(
u−∆+ τ

2
+mg

(m)
τ,J (v)+v−∆+ τ

2
+mg

(m)
τ,J (u)+v−

τ
2
−mg

(m)
τ,J

(u
v

))
,

where g
(m)
τ,J (v) is defined as the m-th term in the small u expansion of a single conformal

block gτ,J(u, v)

F (u, v) = u−∆
∑

τ,J−even

C2
τ,Jgτ,J(u, v) , gτ,J(u, v) = u

τ
2

+∞∑
m=0

umg
(m)
τ,J (v). (2.21)

These functions satisfy the following useful identity v−
τ
2
−mg

(m)
τ,J ( 1

v ) = (−1)Jg
(m)
τ,J (v), see

e.g. [37]. The subtraction (2.20) makes every OPE limit of the correlator less singular. More

precisely, we explicitly subtract the contribution of operators with twists τ ≤ τsub < τ∗
in every channel. Here τ∗ is the smallest twist accumulation point that is exchanged in

the OPE of O ×O. On general grounds [18, 19] τ∗ ≤ 2∆. The choice of our twist cut-off

τsub < τ∗ guarantees that in (2.20) Jmax <∞.

The subtracted correlator Fsub(u, v) still satisfies crossing (2.2) and it is still analytic

in the sectorial domain ΘCFT due to the analytic properties of the g
(m)
τ,J functions. However,

on top of that we claim that Fsub(u, v) is polynomially bounded as follows

|Fsub(u,v)| ≤C(γ12,γ14)
1

|u|γ12

1

|v|γ14
, (arg[u],arg[v])∈ΘCFT, (Re[γ12],Re[γ14])∈UCFT ,

(2.22)

where UCFT is given by

UCFT : ∆− τsub

2
> Re[γ12, γ13, γ14] > ∆−

τ ′sub

2
, (2.23)

where τ ′sub is the next twist after τsub appearing in the OPE O ×O and recall that γ13 =

∆− γ12 − γ14. The condition Re[γ12] > ∆− τ ′sub
2 follows trivially from the light-cone limit

Fsub(u, v) ∼ u∆−τ ′sub/2 when u→ 0 with fixed v > 0. The condition γ12 + γ14 = ∆− γ13 >

τsub/2 follows from the behaviour of the last subtraction term in (2.20) in double light-cone

limit u ∼ v → 0. Finally, the remaining conditions in (2.23) are obtained from these two

by crossing symmetry. The domain UCFT is depicted in figure 6. One may also think of

the domain UCFT as the region of analyticity surrounding the crossing symmetric point

γ12 = γ13 = γ14 = ∆
3 .
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∆− 1
2τ
′
sub

∆− 1
2τsub

Re[γ12]

Re[γ14]

(0, 0)

(∆,∆)

(
∆
3 ,

∆
3

)

Figure 6. Domain UCFT is shown in red with the crossing symmetric point γ12 = γ13 = γ14 = ∆
3 at

the center. In this picture we assumed that the first twist accumulation point is τ∗ = 2∆ (marked

with dashed lines). The Mellin-Mandelstam triangle Re(γ12, γ13, γ14) > 0 is depicted in light blue.

The blue lines correspond to Re(γ1j) = ∆−τsub/2 for j = 2, 3, 4. Similarly, the red lines correspond

to Re(γ1j) = ∆− τ ′sub/2. The black lines correspond to Re(γ1j) = ∆− τ/2 for other twists τ < τ∗
in the spectrum. The dotted lines corresponds to the identity operator with τ = 0.

We conclude that Fsub(u, v) ∈MUCFT
ΘCFT

and we can write its Mellin representation with

the straight contour

Fsub(u, v) =

∫ UCFT+i∞

UCFT−i∞

dγ12dγ14

(2πi)2
u−γ12v−γ14M̂(γ12, γ14). (2.24)

In section 3 we show (2.24) implies (1.4) with C being a deformed contour.

Few comments are in order. First of all a necessary condition for the non-emptiness of

UCFT (2.23) is ∆
3 > ∆− τ∗

2 or equivalently

∆ <
3

4
τ∗ . (2.25)

In an interacting CFT we expect that τ∗ = 2τlightest, where τlightest is scaling dimension

of the lightest operator present in the theory. It is in this precise sense that our con-

struction concerns only the correlation functions of the light operators in the theory. In

section 3.6, we will present a different argument that allows us to generalize this construc-

tion beyond (2.25). Unfortunately, we do not establish (2.22) rigorously. Nevertheless we

believe that it is a true property of physical correlators. We present some arguments for

why we believe that it has to be true in appendix G. Proving (2.22) rigorously is the an

important missing step in our analysis.

At this point we can also introduce the notion of Mellin-Mandelstam triangle (see fig-

ure 6). Consider a CFT where the lightest primary operator is a scalar with ∆lightest<d−2.
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In this case, if we consider the Mellin amplitude for the lightest scalar, the first twist ac-

cumulation point that appears in the OPE is τ∗ = 2∆lightest. Therefore, in the region

Re[γ12, γ13, γ14] > 0 , (2.26)

there are no twist accumulation points. This is the analog of the Mandelstam triangle in

the context of flat space scattering amplitudes. The twist accumulation point at γ12 =

∆ − τ∗/2 = 0 is the analogue of the two-particle branch point (in the 12 channel) of the

flat space scattering amplitude.

According to theorem I M̂(γ12, γ14) decays exponentially fast in the complex plane

|M̂(γ12,γ14)| ≤K(Re[γ12],Re[γ14])e−supΘCFT
(arg[u]Im[γ12]+arg[v]Im[γ14]), (γ12,γ14)∈UCFT+iR2.

(2.27)

Note that the Mellin amplitude M(γ12, γ14) is defined by

M̂(γ12, γ14) = [Γ(γ12)Γ(γ14)Γ(∆− γ12 − γ14)]2M(γ12, γ14). (2.28)

One can easily check that remarkably

[Γ(γ12)Γ(γ14)Γ(∆− γ12 − γ14)]2 ∼ e−π(|Im[γ12]|+|Im[γ14]|+|Im[γ12+γ14]|)

= e−supΘCFT
(arg[u]Im[γ12]+arg[v]Im[γ14]), (2.29)

and therefore M(γ12, γ14) is polynomially bounded! Moreover, as we will show below its

maximal power growth is controlled by the Regge limit.

3 Analytic properties of Mellin amplitudes

In section 2 we analyzed the conditions for the existence of the Mellin amplitude of the

correlator and put forward the subtractions necessary to define it. Next we would like

to understand analytic properties of the Mellin amplitude M(γ12, γ14). This is the main

purpose of this section.

To attack this problem we find it useful to develop a different approach to define

Mellin amplitudes, namely we split the integral over cross ratios in the definition of the

Mellin transform into 3 regions mapped into each other by crossing. The integral of the

correlator over a sub-region is manifestly convergent for certain values of γ12 and γ14. We

then define the full Mellin amplitude by bringing the contributions from different pieces

together, see (3.7) below. As a result the subtractions we postulated in the previous section

arise very naturally. It is also clear that they can be absorbed into the definition of the

contour in (1.4), up to non-essential subtleties that we discuss below.

We then analyze analytic properties of the Mellin amplitude and argue that the only

singularities of the Mellin amplitudes are the ones that correspond to the physical opera-

tors (1.7). This is discussed in more detail in appendix D.
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3.1 Auxillary K-functions

We split the integral in (2.3) into three regions as shown in figure 3. We define

K(γ12, γ14) ≡ KI(γ12, γ14) ≡
∫ 1

0

dudv

uv
uγ12vγ14F (u, v) . (3.1)

Notice that KI(γ12, γ14) = KI(γ14, γ12) as the result of crossing (2.2). The lightcone be-

havior (2.15) and the double lightcone bound (2.19) imply that the integral converges for

Re γ12 > ∆ and Re γ14 > ∆. Therefore, KI(γ12, γ14) is analytic in this region.

Similarly, we have

KII(γ12, γ14) ≡
∫ ∞

1

du

u

∫ u

0

dv

v
uγ12vγ14F (u, v) . (3.2)

Let us do a change of variables u→ 1
u and v → v

u . The measure stays invariant and using

crossing F ( 1
u ,

v
u) = u∆F (u, v) we get

KII(γ12, γ14) = KI(γ13, γ14), γ13 = ∆− γ12 − γ14. (3.3)

Lastly, we get

KIII(γ12, γ14) ≡
∫ ∞

1

dv

v

∫ v

0

du

u
uγ12vγ14F (u, v) , (3.4)

KIII(γ12, γ14) = KI(γ12, γ13), γ13 = ∆− γ12 − γ14, (3.5)

where in the last line we again made use of crossing symmetry.

Importantly, splitting the analytic function F (u, v) into three non-analytic pieces11

leads to a dramatic effect on the convergence properties of the inverse Mellin transform.

Instead of converging in the sectorial domain the inverse Mellin transforms above converge

only for arg[u] = arg[v] = 0. Nevertheless we will find it useful to use the K-functions to

describe subtractions and analytic properties of the full Mellin amplitude.

We conclude that in any CFT and for arbitrary correlation functions of scalar primaries,

we have

F (u, v) =

∫
Re[γ12,γ14]>∆

dγ12dγ14

(2πi)2
K(γ12, γ14)u−γ12v−γ14

+

∫
Re[γ13,γ14]>∆

dγ12dγ14

(2πi)2
K(γ13, γ14)u−γ12v−γ14

+

∫
Re[γ13,γ12]>∆

dγ12dγ14

(2πi)2
K(γ13, γ12)u−γ12v−γ14 , (3.6)

where we denoted K = KI and γ12 + γ13 + γ14 = ∆. The contours run parallel to the

imaginary axis of γ12 and γ14 with real parts obeying the inequalities shown under the

integral sign.

Next, we would like to bring the three integrals in (3.6) to the same contour. We

discuss this procedure below and it will naturally lead to the subtractions that appeared

in (2.20). For the moment we can rather formally define the Mellin amplitude as the sum

of the three terms analytically continued to the whole complex plane,

M̂(γ12, γ14) = K(γ12, γ14) +K(γ13, γ14) +K(γ12, γ13), γ13 = ∆− γ12 − γ14. (3.7)
11F (u, v) = F (u, v)Θ(1− u)Θ(1− v) + F (u, v)Θ(u− 1)Θ(u− v) + F (u, v)Θ(v − 1)Θ(v − u).
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Re[γ12]

Re[γ14]

[a][b]

[c][d]

(∆,∆)

Figure 7. We want to analytically continue K(γ12, γ14) into C2. We break C2 according to the

four regions in the figure. For example, region [a] corresponds to Re[γ12],Re[γ14] > ∆. In region

[a], K(γ12, γ14) is completely analytic and is defined by the integral (3.1). In the other regions, it

will be defined by analytic continuation.

3.2 Analytic structure of the K-function

The function K(γ12, γ14) is analytic for Re[γ12] > ∆ and Re[γ14] > ∆. We would like to

analytically continue this function to the rest of C2. Different regions are shown in figure 7.

In appendix B, we explain how such analytic continuation is obtained for single-variable

Mellin transforms. We shall see that we can use the same trick at fixed γ14 to extend the

domain in γ12. The main trick is to add and subtract the leading behavior at small u,

K(γ12,γ14) =

∫ 1

0

du

u

∫ 1

0

dv

v
uγ12vγ14

((
F (u,v)−

∑
τ

u−∆+ τ
2 hτ (v)

)
+
∑
τ

u−∆+ τ
2 hτ (v)

)
,

(3.8)

associated to the exchange of operators of twist τ . With this subtraction, we improved the

convergence in γ12 of the first term, without affecting the convergence in γ14. The second

term just gives simples poles at

γ12 = ∆− τ

2
, Oτ ∈ O ×O . (3.9)

These are just the usual OPE poles (1.7) (notice that here we are not distinguishing between

primaries and descendants). As we review below, CFT’s have accumulation points in the

twist spectrum. For this reason one may need infinite subtractions in order to analytically

continue in γ12 by a finite amount. In appendix D, we explain in detail how to use OPE

convergence to overcome this difficulty. The conclusion is that we can analytically continue

K(γ12, γ14) into region [b] except for the OPE singularities at γ12 = ∆ − τ
2 . Similarly,

we can analytically continue K(γ12, γ14) into region [c] except for the OPE singularities

at γ14 = ∆ − τ
2 . However, we cannot use the same strategy to analytically continue

K(γ12, γ14) into region [d] because we do not have enough control over the double lightcone

limit u ∼ v → 0. In appendix D, we give strong evidence that K(γ12, γ14) can also be
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extended to region [d], except for the same OPE singularities. Our arguments are based on

Bochner’s theorem (see appendix C.1) and another conjectured theorem (see appendix C.2)

for analytic functions of two complex variables. See also appendix E.1 for explicit formulas

for K(γ12, γ14) in free theories and in the 2d Ising model.

The results of this section strongly support the conjecture that the Mellin ampli-

tude (3.7) has singularities only at the OPE poles (1.7). We call this property maximal

Mellin analyticity by analogy with the S-matrix. It would be interesting to understand the

precise relation between the two.

3.3 Twist spectrum

The analytic structure of Mellin amplitudes (and K-functions) is controlled by the CFT

twist spectrum. Let us review its basic properties in d = 2 and d ≥ 3.

It is convenient to organize the CFT spectrum in terms of twist τ = ∆ − J and spin

J .12 Unitarity implies that τ ≥ d − 2 for J > 0, and τ ≥ d−2
2 for J = 0. In other words,

the twist spectrum of a unitary CFT is bounded from below. As shown in [25] operators

organize themselves in the Regge trajectories τ(J), at least for J > 1. It is interesting to

ask what is the structure of the twist spectrum as J →∞.

In d ≥ 3 the twist spectrum exhibits additivity at large spin. Given operators with

twists τ1 and τ2 (we can call them seed operators) there exists an infinite set of Regge

trajectories with the property [18, 19]

lim
J→∞

τ
(n)
1,2 (J) = τ1 + τ2 + 2n. (3.10)

The corrections to (3.10) at finite J are given by powers of 1
J . Existence of such Regge

trajectories implies that the twist spectrum of an interacting CFT exhibits an intricate

pattern of accumulation points. Indeed, as J approaches infinity (3.10) implies that there

is an infinite number of operators with twist |τ − τ1 − τ2| < ε, where ε is an arbitrary

positive constant. These are the so-called double-twist Regge trajectories.

A double-twist operator τ
(n)
1,2 (J0) can itself serve as a seed that can be paired with

another operator to produce triple-twist operators. In this case, (3.10) implies the existence

of an infinite set of accumulation points

lim
J→∞

τ
(m)

τ
(n)
1,2 (J0),τ3

(J) = τ
(n)
1,2 (J0) + τ3 + 2m. (3.11)

Therefore, already at the second step we obtain an infinite number of accumulation points,

for every J0, in the space of twists (3.11). Moreover, there are also accumulation points of

accumulation points at τ1 + τ2 + τ3 + 2m.

As we increase twist the number of available seed operators, as well as the number

of the multi-twist Regge trajectories, quickly grows and therefore at high enough twist we

expect the twist spectrum to become very thinly spaced. It is an open question if it really

becomes dense in a finite interval. One can get some intuition from the toy model

τ
(k+1)
toy (J1, . . . , Jk) = c−

k∑
i=1

1

Ji
, Ji ∈ N , (3.12)

12We restrict our discussion to symmetric traceless operators.
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for (k+1)th-twist operators. In this model, the twist spectrum contains many accumulation

points but it is not dense in any interval of R.13 This suggest that the same is true for

the twist spectrum of CFTs in d ≥ 3 dimensions. Clearly this question has important

implications for the analytic structure of Mellin amplitudes. Namely, if the twist spectrum

becomes continuous then we expect branch cuts in the Mellin amplitudes.

This issue has recently been made much more precise in the context of d = 2 generic

unitary (irrational, compact) CFTs. Using the Virasoro fusion kernel [38–40], it was argued

in [21, 22] that the twist spectrum becomes continuous for τ ≥ c−1
24 . More precisely, for

every τ > c−1
24 there are infinitely many Regge trajectories that end in every interval δτ .

Moreover, all these Regge trajectories appear in a single four-point correlation function.

Similarly, in higher dimensions using the crossing symmetry of the quadruple discontinuity

of the correlator one can elegantly show the necessity of the multi-twist operators in a given

correlation function [25], see also [41].

There are situations where this complicated twist spectrum simplifies dramatically. As

we review below one example is planar CFTs.14 In this case, the (single-trace) twist spec-

trum of the planar correlators becomes simple. Accumulation points in the twist spectrum

are also absent in rational d = 2 CFTs. In fact, the twist spectrum in this case is given by

a finite set of non-trivial twists plus non-negative integers. It is precisely in these contexts,

when the twist spectrum simplifies, that Mellin amplitudes become particularly useful.

3.4 Recovering the straight contour

We would like to bring the three integrals in (3.6) to the same straight contour. There are

infinitely many ways to do this depending on the choice of the final contour. In the process

of doing so we need to know the analytic structure of K(γ12, γ14) on C2. Above we argued

that K(γ12, γ14) is an analytic function, with simple poles at

γ12 = ∆− τi
2
− n1, γ14 = ∆− τj

2
− n2, (3.13)

for each primary operator of twist τi or τj being exchanged in O×O and for each nonneg-

ative integer n1 and n2.

At this point, we need to make a choice about the final contour for the Mellin represen-

tation. We consider two options: a straight contour and a deformed contour. We examine

the second possibility in section 3.6.

Let us reunite the three integrals in (3.6) into a single integral with a straight contour.

We will pick the straight contour at Re[γ12] = Re[γ14] = ∆
3 . This choice is very natural,

since it is completely symmetric in γ12, γ13 and γ14.

We need to deform the contours in the integrals (3.6). Let us see how this comes

about. Consider the first integral. When we deform its contour we pick up poles. This will

tell us the subtractions we need to make to the four point function, so as to have a Mellin

representation with a straight contour. See figure 8.

13The only limit points of the set of twists τ
(k+1)
toy is the set τ

(k)
toy (see https://math.stackexchange.com).

14In planar gauge CFTs the twist of single-trace operators grows like log J therefore there are no accu-

mulation points (for finite ’t Hooft coupling). Double-trace operators do exhibit accumulation points, but

they do not give rise to poles of the Mellin amplitude M(γij) at the planar level.
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Re[γ12]

Re[γ14]

(∆,∆)

(∆
3 ,

∆
3 )

Figure 8. Picture of the contour manipulation that corresponds to formula (3.14). The contours

run parallel to the imaginary axis of γ12 and γ14 and therefore correspond to a point in this figure.

In red we display the change in the contour. We pick up poles along the way, which we denote by

black lines. At the end, we arrive at the point (Re(γ12),Re(γ14)) = (∆
3 ,

∆
3 ).

From figure 8, we conclude that

∫
Re(γ12)>∆

dγ12

2πi

∫
Re(γ14)>∆

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14 (3.14)

=

∫
Re(γ12)= ∆

3

dγ12

2πi

∫
Re(γ14)= ∆

3

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14

+
∑
τ< 4∆

3

∑
J

[− τ2 + 2∆
3 ]∑

n=0

u−∆+ τ
2

+n

∫
Re(γ14)>∆

dγ14

2πi
K̂τ,J

(
γ12 = ∆− τ

2
− n, γ14

)
v−γ14

+
∑
τ< 4∆

3

∑
J

[− τ2 + 2∆
3 ]∑

m=0

v−∆+ τ
2

+m

∫
Re(γ12)= ∆

3

dγ12

2πi
K̂τ,J

(
γ12, γ14 = ∆− τ

2
−m

)
u−γ12 ,

where K̂τ,J(γ12 = ∆ − τ
2 − n, γ14) denotes the contribution from the operator Oτ,J to the

residue of K at γ12 = ∆− τ
2 −n. The symbol [y] denotes the biggest integer that is smaller

than y.

Let us compute the residues of K. The four point function can be expanded as

F (u, v) =
∑

τ,J C
2
τ,J

∑+∞
m=0 u

−∆+ τ
2

+mg
(m)
τ,J (v), with the sum running over the primary op-

erators Oτ,J exchanged. Here g
(m)
τ,J (v) is what multiplies u

τ
2

+m in the small u expansion of

the conformal block. For example, g
(0)
τ,J(v) is the collinear block

g
(0)
τ,J(v) = (1− v)J 2F1

(τ
2

+ J,
τ

2
+ J, τ + 2J, 1− v

)
. (3.15)
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Therefore, we can write

K̂τ,J

(
γ12 = ∆− τ

2
−m, γ14

)
= C2

τ,J

∫ 1

0

dv

v
vγ14g

(m)
τ,J (v). (3.16)

This integral converges when Re(γ14) > 0. By inverting the Mellin transform, we can

compute all the integrals in (3.14). We conclude that∫
Re(γ12)>∆

dγ12

2πi

∫
Re(γ14)>∆

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14 (3.17)

=

∫
Re(γ12)= ∆

3

dγ12

2πi

∫
Re(γ14)= ∆

3

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14

+
∑
τ< 4∆

3

Jmax∑
J=0

[− τ2 + 2∆
3 ]∑

m=0

C2
τ,J

[
u−∆+ τ

2
+mθ(1− v)g

(m)
τ,J (v) + v−∆+ τ

2
+mθ(1− u)g

(m)
τ,J (u)

]
,

where we assumed that we only subtracted a finite number of operators. In other words,

the spin is bounded, J ≤ Jmax. Situations where Jmax =∞ should be analyzed on the case

by case basis. We will see such an example below when analyzing the free field theory and

minimal models.

A similar exercise can be done to deform the other K functions. We use the identity

u−
τ
2
−mg

(m)
τ,J ( 1

u) = g
(m)
τ,J (u) (see [37]) valid for the exchange of operators of even spin. This

way we get rid of the θ functions. We conclude that

F (u,v) = 1+u−∆+v−∆+

∫
Re(γ12)= ∆

3

dγ12

2πi

∫
Re(γ14)= ∆

3

dγ14

2πi
M̂(γ12,γ14)u−γ12v−γ14 (3.18)

+
∑

0<τ< 4∆
3

Jmax∑
J=0

[− τ2 + 2∆
3 ]∑

m=0

C2
τ,J

[
u−∆+ τ

2
+mg

(m)
τ,J (v)+v−∆+ τ

2
+mg

(m)
τ,J (u)+v−

τ
2
−mg

(m)
τ,J

(u
v

)]
,

where the Mellin integral is to be done with a straight contour. We therefore recov-

ered (2.20) and (2.24).

When we deformed the integration contour as described in figure 8 we assumed that

moving the real part of the integration contour did not affect convergence of the inte-

gral (3.14) at large imaginary values of the Mellin variables. In appendix D.3, we discuss

the asymptotic behavior of K-functions at large values of Mellin variables. The main point

is that K-functions decay as powers for large imaginary Mellin variables but their sum M̂

decays exponentially.

3.5 Subtractions with unbounded spin

We do not have a general understanding of the case with an infinite number of subtractions

with an unbounded spin. Here we simply present a couple of simple examples of this type:

minimal models and free field theory correlators.
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In the 2d Ising model, we know explicitly the correlator 〈σσσσ〉, where ∆σ = 1
8 . It is

equal to F (u,v)

|x1−x3|
1
4 |x2−x4|

1
4

, where

F 2dIsing(u, v) =

√√
u+
√
v + 1√

2 8
√
uv

. (3.19)

We also know a formula for the function K(γ12, γ14) for this correlator (see appendix E.1.2).

So, we can implement the procedure outlined in this section to obtain a Mellin represen-

tation with straight contours. This is done in appendix E.2. Note that in this case we do

not need to use conformal blocks, since we know the function K(γ12, γ14).

We conclude that if we define

F 2dIsing
sub (u,v)≡F 2dIsing(u,v)−

√
1+
√
u+
√

1+
√
v+
√√

u+
√
v

√
2(uv)

1
8

+
u−

1
8 v−

1
8 +u−

1
8 v

1
8 +u

1
8 v−

1
8

√
2

,

then

F 2dIsing
sub (u, v) =

∫
0<Re(γ12)< 1

8

dγ12

2πi

∫
0<Re(γ14)< 1

8

dγ14

2πi
M̂(γ12, γ14)u−γ12v−γ14 , (3.20)

where the Mellin integral is evaluated with a straight contour and M̂(γ12, γ14) is given by

M̂(γ12, γ14) = −
√

2

π
Γ

(
2γ12 −

1

4

)
Γ

(
2γ14 −

1

4

)
Γ(−2γ12 − 2γ14) . (3.21)

Another example is the free scalar theory in which we consider the four-point func-

tion of O = 1√
2N

(~φ )2, where ~φ has N components. In appendix E.1.1, we show that

M̂(γ12, γ14) = 0. In this case, (3.17) takes the form∫
Re(γ12)>∆

dγ12

2πi

∫
Re(γ14)>∆

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14 (3.22)

=

∫
Re(γ12)= ∆

3

dγ12

2πi

∫
Re(γ14)= ∆

3

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14 + u−∆θ(1− v) + v−∆θ(1− u)

+
4

N

(
θ(1− v)(u−∆/2 + u−∆/2v−∆/2) + θ(1− u)u−∆/2 − θ(u− 1)u−∆/2v−∆/2

)
,

where ∆ = d − 2. Note the presence of the θ(u − 1) term in the last line which is absent

in (3.17). This is related to the fact that in this case we have Jmax =∞. Therefore in this

case the whole correlator comes from subtraction terms.

3.6 Deformed contour

Another option is to have a deformed contour. We will bring the three integrals in (3.6)

into a single integral with a deformed contour (we explain this in detail in appendix B, for

the single-variable case). The integration contours in (3.6) can be deformed as long as we

do not cross any OPE pole of the K-functions. In particular, if there is a deformed contour

C that passes to the right of all OPE poles at γ12 = ∆− τk
2 in the γ12 complex plane and
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similarly for γ13 and γ14, then we can bring the 3 integrals to the same contour. Such a

contour exists unless three poles collide at

γ12 = ∆− τk
2
, γ13 = ∆− τj

2
, γ14 = ∆− τi

2
. (3.23)

When this happens, we say that the contour gets pinched. In order to deal with possible

pinches, we employ a regularization procedure, that is encapsulated in the formula

F (u, v) = lim
ε→0

∫
C

dγ12

2πi

dγ14

2πi
M̂ ε(γ12, γ14)u−γ12v−γ14 , (3.24)

M̂ ε(γ12, γ14) ≡ K(γ12 + ε, γ14 + ε) +K(γ13 + ε, γ14 + ε) +K(γ12 + ε, γ13 + ε).

We introduce a regulator ε > 0 that allows us to separate poles that are pinched. Here we

are assuming that the twist spectrum is discrete.

The contour C can be described as follows. Firstly, we fix γ12 and integrate over γ14.

The integrand as poles at

γ14 = −ε+ ∆− τi
2
, γ14 = −γ12 + ε+

τj
2
, (3.25)

where τi, τj are twists of exchanged operators (including descendants). The second set of

poles originates from OPE poles in γ13. The contour C splits the two set of poles to the

left and to the right in the γ14 complex plane as shown in figure 9. Notice that this is

always possible for generic values of γ12. For special values of γ12 poles from the left set

can collide with poles from the right set, pinching the integration contour and giving rise

to poles in γ12. Secondly, we consider the integral in γ12. In this case, the integrand will

have poles at

γ12 = −ε+ ∆− τk
2
, γ12 = 2ε−∆ +

τi + τj
2

, (3.26)

where the second set of poles arises from pinching the contour integral over γ14. Again,

the contour C splits the two sets of poles two the left and to the right in the γ12 complex

plane as shown in figure 9. Notice that this is always possible for arbitrarily small ε and a

discrete twist spectrum. So, with ε 6= 0, the integral in (3.24) is always well defined. After

evaluating the integral, we take the limit ε→ 0.

Unfortunately, equation (3.24) is not very useful, since it involves a regularization

procedure. Furthermore, it also involves the function K(γ12, γ14), which we expect to be

more complicated than the Mellin amplitude M̂(γ12, γ14). In what follows, we will consider

a generic CFT15 and evaluate the contribution from the pinches in (3.24). We will then set

ε = 0 and obtain a Mellin representation with a deformed contour, that makes no reference

to K(γ12, γ14).

The first step is to understand when there will be pinches in a generic CFT. From (3.26),

we conclude that the deformed contour will be pinched as ε→ 0, if the condition

τi + τj + τk = 4∆ (3.27)

15By a generic CFT, we have in mind an interacting and non-perturbative CFTd in d > 2, like the 3d

Ising model.
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γ14

−γ12 + ε +
τi
2

−γ12 + ε +
τi
2

−ε + ∆ − τi
2

−ε + ∆ − τi
2

γ12

2ε − ∆ +
τi+τj

2
2ε − ∆ +

τi+τj
2

−ε + ∆ − τk
2

−ε + ∆ − τk
2

Figure 9. Deformed integration contour C. Firstly, we integrate over γ14 as shown on the left

keeping γ12 fixed. Secondly, we integrate over γ12 as shown on the right. Pinching occurs if, as

ε → 0, a pole marked with a black cross collides with a pole marked with a blue dot on the γ12

complex plane.

γ12 = 0 γ12 = ∆
2

γ12 = ∆

γ14 = 0

γ14 = ∆
2

γ14 = ∆

γ13 = ∆

γ13 = ∆
2

γ13 = 0

Figure 10. Singularities in γ12, γ13 and γ14 are represented by red, pink and blue lines respectively.

We denote poles by continuous lines and accumulation points by dashed lines. It is possible for

three singularities to collide at the same point, thus causing a pinch. There are 6 pinches that occur

in generic CFTs. These are marked with black dots. Firstly, we have collisions between the identity

pole and accumulation points at (γ12, γ13, γ14) = (∆, 0, 0) and permutations. Secondly, there can

be collisions between the pole associated to the exchange of the external operator and accumulation

points at (γ12, γ13, γ14) = (∆
2 ,

∆
2 , 0) and permutations. On the right we consider the case in which

we introduce the ε regulator. This removes the pinches and the contour can go through the gray

triangles. To resolve the pinches we first move the contour out the gray triangles as indicated by

the arrows and then send ε→ 0.

is satisfied. There are 6 pinches that occur in generic CFTs (see figure 10). Firstly, we

have collisions between the identity pole (τ = 0) and accumulation points (τ = 2∆).

These correspond to (γ12, γ13, γ14) = (∆, 0, 0) and permutations. Secondly, there can be

collisions between the pole associated to the exchange of the external operator (τ = ∆) and

accumulation points. These correspond to (γ12, γ13, γ14) = (∆
2 ,

∆
2 , 0) and permutations.
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Suppose the contour goes through the rightmost shaded triangle in figure 10. We

deform the γ12 contour to the left and we pick up the pole at γ12 = ∆− ε:∫
Re(γ12)>∆−ε

dγ12

2πi

∫
dγ14

2πi
M̂ ε(γ12,γ14)u−γ12v−γ14 (3.28)

=u−∆+ε

∫
dγ14

2πi
M̂ ε(γ12 = ∆−ε,γ14)v−γ14 +

∫
Re(γ12)<∆−ε

dγ12

2πi

∫
dγ14

2πi
M̂(γ12,γ14)u−γ12v−γ14 ,

where M̂ ε(γ12 = ∆ − ε, γ14) is the residue of the Mellin amplitude at γ12 = ∆ − ε. In the

second integral, we can drop the regularization. To evaluate M̂ ε(γ12 = ∆− ε, γ14), consider

the contribution of the identity to K(γ12, γ14),∫ 1

0

du

u

∫ 1

0

dv

v
uγ12vγ14u−∆ =

1

γ14(γ12 −∆)
. (3.29)

Similarly, K(γ12, γ13) also has a pole at γ12 = ∆. We conclude that the regularised Mellin

amplitude M̂ ε(γ12, γ14) has a pole at γ12 = ∆− ε with residue given by

M̂ ε(γ12, γ14) ≈ 3ε

(γ12 −∆ + ε)(γ14 + ε)(−γ14 + 2ε)
, γ12 → ∆− ε . (3.30)

Notice that this residue goes to 0 in the limit ε→ 0. We expected this from the fact that

F (u, v) cannot actually diverge due to a pinch. Let us evaluate the finite contribution to

the four point function given by the pinch:

lim
ε→0

u−∆+ε

∫ +i∞

−i∞

dγ14

2πi

3ε

(γ14 + ε)(−γ14 + 2ε)
v−γ14 = u−∆. (3.31)

Notice that the integrand goes to 0 when ε goes to 0, but at the same time the contour

gets pinched between a pole from the left with a pole from the right. For this reason, the

integration gives a finite result.

To summarize, we saw that the pinch at τi = 2∆, τj = 2∆ and τk = 0 gives a

finite contribution u−∆ to the four point function. After taking ε→ 0, the pole at γ12 = ∆

disappears and the contour of the Mellin amplitude does not get pinched at all. By crossing

symmetry, a similar discussion holds for permutations of the previous pinch condition. In

the absence of other pinches, we conclude that

Fconn(u,v)≡F (u,v)−(1+u−∆+v−∆) =

∫ ∫
C′

dγ12

2πi

dγ14

2πi
M̂(γ12,γ14)u−γ12v−γ14 . (3.32)

The Mellin integral computes the connected part of the four point function. The integral

is to be taken with a deformed contour C′ that differs from C as indicated by the arrows in

figure 10.

Generically, 〈OOO〉 ∝ COOO 6= 0 and we also need to deal with the pinches at

(γ12, γ13, γ14) = (∆
2 ,

∆
2 , 0) and permutations. In order to remove these pinches, we con-

sider the following function

F̃ (u, v) ≡ F (u, v)− (1+u−∆ +v−∆)−C2
OOO

[
u−

∆
2 g

(0)
∆,0(v) + v−

∆
2 g

(0)
∆,0(u) + v−

∆
2 g

(0)
∆,0

(u
v

)]
.

(3.33)
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The corresponding K-function K̃(γ12, γ14) does not have poles at γ12 = ∆/2 or γ14 = ∆/2.

This means that the contour C′ can be shifted as indicated by the arrows in figure 10.

Thus, we can write

F̃ (u, v) =

∫ ∫
C′

dγ12

2πi

dγ14

2πi

(
M̂(γ12, γ14) + δM̂(γ12, γ14)

)
u−γ12v−γ14 (3.34)

where δM̂ is obtained from

δK(γ12,γ14)≡−
∫ 1

0

du

u

∫ 1

0

dv

v
uγ12vγ14

[
1+u−∆+v−∆

]
(3.35)

−C2
OOO

∫ 1

0

du

u

∫ 1

0

dv

v
uγ12vγ14

[
u−

∆
2 g

(0)
∆,0(v)+v−

∆
2 g

(0)
∆,0(u)+v−

∆
2 g

(0)
∆,0

(u
v

)]
.

The first integral is elementary. The second integral converges when Re[γ12, γ14] > ∆
2 .

Using

g
(0)
∆,0(v) =

∫ c+i∞

c−i∞

ds

2πi
v−s

Γ(s)2Γ(∆
2 − s)

2Γ(∆)

Γ(∆
2 )4

, (3.36)

with 0 < c < ∆
2 , we obtain

δK(γ12,γ14) =− 1

γ12γ14
− 1

(γ12−∆)γ14
− 1

γ12(γ14−∆)
−C2
OOO

∫ c+i∞

c−i∞

ds

2πi
(3.37)

Γ(s)2Γ(∆
2 −s)

2Γ(∆)

Γ(∆
2 )4

(
1

γ12−∆
2

1

γ14−s
+

1

γ14−∆
2

1

γ12−s
+

1

γ12−s
1

γ14+s−∆
2

)
,

with Re[γ12, γ14] > ∆
2 . We can then explicitly compute16

δM̂(γ12, γ14) = δK(γ12, γ14) + δK(γ12, γ13) + δK(γ13, γ14) = 0 . (3.38)

We conclude that the subtractions do not affect the Mellin amplitude but only the in-

tegration contour. In particular, the subtractions in (3.33) did not remove the poles at

γ1i = ∆
2 (for i = 2, 3, 4) from the Mellin amplitude. This happens as follows. The function

K̃(γ12, γ14) = K(γ12, γ14) + δK(γ12, γ14) does not have poles at γ12 = ∆
2 nor at γ14 = ∆

2

like the original K-function K(γ12, γ14). However, K̃(γ12, γ14) has a pole at γ13 = ∆
2 that

was not present in K(γ12, γ14). The same mechanism happens for the other subtractions

in (2.20). The exception being the exchange of the identity operator (or disconnected piece)

that does not give rise to any poles in the Mellin amplitude.

In the end, we can simply write

F̃ (u, v) =

∫ ∫
C′

dγ12

2πi

dγ14

2πi
M̂(γ12, γ14)u−γ12v−γ14 . (3.39)

Therefore most of the subtractions that we encountered in the straight contour for-

mula (2.20) can be neatly absorbed into the deformation of the contour of integration.

16To see this write s = ∆
4

+ i x in (3.37) and integrate over real x. Then decrease the real part of γ12 and

γ14 from bigger than ∆
2

to the neighbourhood of the crossing symmetric point γ12 = γ14 = ∆
3

. This can

be done without any pole of the integrand crossing the s-integration contour. Finally, sum the 3 δK’s and

observe that the total integrand is an odd function of x.

– 25 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

Moreover, the argument in this subsection is valid even if the straight contour formula

requires an infinite number of subtractions with unbounded spin. In section 7, we show ex-

amples of such deformed contours for correlators in 2d minimal models. If there are special

relations among the scaling dimensions of the theory such that τi+τj+τk = 4∆ for some trio

of operators, then there are extra pinches in the limit ε → 0 that must be analysed. This

is relevant for perturbative CFTs. In appendix E.3, we confirm that our general discussion

works in the critical φ3 theory in d = 6 + ε spacetime dimensions to first order in ε.

4 Unitarity and polynomial boundedness

In this section we analyze constraints on the Mellin amplitude coming from unitarity (or

the OPE expansion) and boundedness of the correlator in the Regge limit [25, 26]. The

OPE expansion dictates the form of the residues of the Mellin amplitude M(γ12, γ14) which

are given by the Mack polynomials [5], see appendix B in [37]. Bounds on the Regge limit

restricts the rate of growth of the Mellin amplitude as one of the arguments of the Mellin

amplitude becomes large.

4.1 OPE expansion

The OPE expansion states that we can write the correlation function as a sum of conformal

blocks with positive coefficients

F (u, v) = u−∆
∑

τ,J−even

C2
τ,Jgτ,J(u, v). (4.1)

As before it is convenient to write each conformal block as a sum in the powers of u [42]

gτ,J(u, v) = u
τ
2

+∞∑
m=0

umg
(m)
τ,J (v),

g
(0)
τ,J(v) = (−1)J(1− v)J 2F1

(τ
2

+ J,
τ

2
+ J, τ + 2J, 1− v

)
. (4.2)

From the definition of the Mellin transform (2.3) it is clear that powers of u will lead

to the poles in γ12 dictated by the twists of the exchanged operators. In particular, a single

primary operator with twist τ introduces an infinite series of poles at

γ12, γ14, γ13 = ∆− τ

2
−m, m = 0, 1, 2, . . . , (4.3)

where m is precisely the same m that appears in (4.2). Our next task is to fix the residue of

the Mellin amplitude at a given OPE pole so that it reproduces the OPE expansion (4.1).

To make contact with [37], where this question was investigated in great detail we

introduce Mellin-Mandelstam variables

t = 2∆− 2γ12,

s = 2(γ12 + γ14 −∆) = −2γ13. (4.4)
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In terms of these variables the residue of the pole takes the following form

M(s, t) '
C2
τ,JQ

τ,d
J,m(s)

t− (τ + 2m)
+ . . . , m = 0, 1, 2, . . . ,

Qτ,dJ,m(s) = −K(τ, J,m) Qτ,dJ,m(s), (4.5)

where Q∆,τ,d
J,m (s) are Mack polynomials in s of degree J . K(∆, J,m) is a non-negative

kinematical pre-factor17

K(τ, J,m) =
2Γ(τ + 2J)(τ + J − 1)J

2JΓ( τ+2J
2 )4

1

m!(τ + J − d
2 + 1)mΓ

(
∆− τ

2 −m
)2 . (4.6)

The role of the [Γ(γ12)Γ(γ13)Γ(γ14)]2 pre-factor in (1.4) is to correctly reproduce the

collinear conformal blocks (see appendix A in [37]). In particular, double poles in Γ(γ13)

correctly capture the small v expansion of g
(m)
τ,J (v). We find it quite remarkable that this

product of Gamma-functions at the same time correctly encodes the analytic properties

of the correlator through its behavior at infinity (2.29), as well as the details of the OPE

expansion.

Another feature worth mentioning is that K(τ, J,m) has double zeros at the position of

double twist operators τ = 2∆ + 2n. This will play an important role in the consideration

of dispersion relations in Mellin space below.

4.2 Properties of Mack polynomials

Mack polynomials have many remarkable properties. Let us review some of them (we are

largely following [37]). Similarly to Legendre polynomials Mack polynomials satisfy [37, 43]

Qτ,dJ,m(s) = (−1)JQτ,dJ,m(−s− τ − 2m) . (4.7)

For m = 0 they are related to continuous Hahn polynomials

Qτ,dJ,0(s) =
2J
(
τ
2

)2
J

(τ + J − 1)J
3F2

(
−J, J + τ − 1,−s

2
;
τ

2
,
τ

2
; 1
)
. (4.8)

Higher m polynomials can be computed recursively, see [37] for details.

In the large s limit Mack polynomials behave as follows

lim
s→∞

Q∆,τ,d
J,m (s) = sJ +O(sJ−1). (4.9)

This goes along well with the flat space scattering and s being the usual Mandelstam

variable. Indeed, given an exchange Witten diagram in AdS, its asymptotic behavior for

large Mellin s is controlled by the spin of the exchanged operator.

Another limit which is relevant to the flat space limit is s, τ,m � 1 with J fixed. In

this case we get

Qτ,dJ,m(s) ≈ m
J
2 (m+ τ)

J
2 C

( d−2
2

)

J

(
τ
2 +m+ s√
m(m+ τ)

)
+ . . . . (4.10)

17Note a difference by a factor of 2J compared to [37] due to the normalization of conformal blocks that

we adopt in this paper.
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This asymptotic of Mack polynomials is relevant for recovering the flat space scattering

amplitudes.

Mack polynomials have interesting positivity properties. We observed that for even J

and for general s, τ,m Mack polynomials are non-negative for∣∣∣τ
2

+m+ s
∣∣∣ >√m(m+ τ) , (4.11)

which again generalizes the familar property of Gegenbauer polynomials that emerge in

the flat space limit (4.10). We would like this to hold for any m and any τ that satisfies

the unitarity bound. Indeed, we observed that

∂nsQ
τ,d
J,m(s)|s≥0 ≥ 0 , n ≥ 0. (4.12)

This again parallels a famous property of Gegenbauer polynomials familiar from the S-

matrix bootstrap considerations [44]. We observed it by studying many particular exam-

ples. It would be of course better to prove it rigorously. We will use this property in our

considerations of Mellin space dispersion relations below.

It would be also interesting to understand more refined positivity properties of the

Mack polynomials in the spirit of [45]. One difference compared to the flat space case is

the existence of an extra quantum number m, in addition to “mass” τ + 2m and spin J .

For example, fixing m we observed that the Hankel matrices of the type [45] are indeed

positive-definite. For the most generic case however (of general τ ’s and m’s) we did not

find any positivity. We leave a more detailed exploration of these interesting properties for

the future. It would be also interesting to understand if there is any relation between these

positivity properties and the ones discussed in [46–48].

Another interesting limit is J � 1 with all other parameters being fixed18

Qτ,dJ,0(s) =
22J+τ

√
πΓ2(∆− τ

2 )

(
Js+

1
2

Γ2( s+τ2 )
+ (−1)J

J−s−τ+ 1
2

Γ2(− s
2)

+O(J−1)

)
. (4.13)

We will use this asymptotic below in our considerations of the double twist operators in

Mellin space.

4.3 Boundedness at infinity and the Regge limit

Let us understand the behaviour of Mellin amplitudes at infinity. The relevant limit to

consider is the Regge limit s → ∞, t-fixed. As explained in [37] this limit of the Mellin

amplitude controls the Regge limit of the correlation function. Thanks to the OPE it is

very easy to bound the Regge behaviour of the CFT correlation functions both nonpertur-

batively [25] and in the planar limit [26]. This leads to bounds on the Mellin amplitude

M(s, t) that we review in this section.

To describe the Regge limit consider a Lorentzian time-ordered four-point function

F (t′, ρ) = 〈T [V (x1)V (x2)W (x3)W (x4)]〉, (4.14)

18This limit is very different from the corresponding limit of Legendre polynomials that appear in the

description of the flat space physics. It is responsible for intrinsically AdS effects, see appendix B in [49].
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x+x−

x1x2

x4

x3

Figure 11. Kinematics (4.15). The Regge limit corresponds to taking t′ → ∞. In this limit

x2
34 → 0.

where we restrict points to a Lorentzian plane and choose the following light-cone coordi-

nates (x± ≡ t± x)

x±1 = ±1, x±2 = ∓1, x±3 = ∓eρ±t′ , x±4 = ±eρ±t′ , (4.15)

see figure 11.

In the Regge limit the cross ratios take the following values

u = σ2, v ' 1− 2σ cosh ρ, σ = 4e−t
′
. (4.16)

As we increase t′, x2
14, x

2
23 become time-like and σ → 0. All other distances are space-like.

The ordering of operators implies that we analytically continue v → ve2πi around v = 0.

To discuss bounds on the Regge limit it is particularly convenient to set σ = iσ̃ = i4e−t.

One can show that in this case F (σ̃, ρ) is real and positive. Unitarity and the Euclidean

OPE then imply that in any CFT [25]

lim
σ̃→0

F (σ̃, ρ)

Fdisc(σ̃, ρ)
≤ 1, (4.17)

where Fdisc = 〈T [V (x1)V (x2)]〉〈T [W (x3)W (x4)]〉.
In the context of the Regge limit in large N CFT, [26] considered f(t, ρ) ≡ F (σ̃,ρ)

Fdisc(σ̃,ρ)

and showed that the correlator obeys

|∂tf(t, ρ)|
1− f

≤ 1 +O(e−2(t−t0)) (4.18)

for t > t0 = O(1).
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Let us see how this comes about from the conformal Regge theory [37]. Assuming

that the leading Regge behavior comes from a pole,19 we get the following behavior of the

correlator in the Regge limit

f(t, ρ) = 1− 2π

∫ ∞
−∞

dν α̂(ν)e[j(ν)−1]tΩiν(ρ) + . . . , (4.19)

where α̂(ν) is related in a specific way to the product of the three-point cou-

plings cV VOJ cWWOJ with OJ being the operators of the leading Regge trajectory and

j(ν) = j(−ν). The integral over ν is then evaluated via a saddle point at ν = 0. The loca-

tion of the saddle at ν = 0 follows from convexity properties of the Regge trajectories.20

In the language of the Regge trajectory j(ν) the bounds (4.17) and (4.18) imply that

jfull(0) ≤ 1 ,

jplanar(0) ≤ 2 , (4.20)

where jfull(0) is the leading Regge trajectory in the finite N CFT, whereas jplanar(0) is the

Regge trajectory of the single trace operators in the planar theory. The bounds can be

also generalized for non-zero complex ν’s, see [50–52].

Let us now consider the Regge limit s→∞ of the reduced Mellin amplitude M(s, t).

For simplicity we consider identical operators ∆V = ∆W = ∆. The relation between the

correlator in the Regge limit and the Mellin amplitude in the strip of holomorphy was

worked out in [37] with the following result

fsub(σ̃,ρ) =

∫
UCFT

dt

4i
σ̃tΓ

(
∆− t

2

)2∫ ∞
dxM(Re[s]+ix, t)

(x
2

)t−2
e−xσ̃ coshρ+. . . , (4.21)

where the integration contour is the straight line along the imaginary axis with

UCFT : τsub < Re[t] < τ ′sub ,

τsub − 2∆ < Re[s] < τ ′sub − 2∆ ,

τ ′sub − 2∆ < Re[s] + Re[t] < 2∆− τsub . (4.22)

We also suppressed terms that are subleading in the Regge limit.

Consider next the leading Regge pole contribution to the Mellin amplitude [37]

M(s, t) '
∫ ∞
−∞

dν β(ν)ων,j(ν)(t)
sj(ν) + (−s)j(ν)

sin (πj(ν))
+ . . . , (4.23)

where β(ν) is related in a known way to α̂(ν) in (4.19). Function ων,J(t) is given by

ων,J(t) =

Γ

(
2∆V +J+iν− d

2
2

)
Γ

(
2∆W+J+iν− d

2
2

)
Γ

(
2∆V +J−iν− d

2
2

)
Γ

(
2∆W+J−iν− d

2
2

)
8πΓ(iν)Γ(−iν)

×
Γ

(
d
2

+iν−J−t
2

)
Γ

(
d
2
−iν−J−t

2

)
Γ(∆V − t

2)Γ(∆W− t
2)

. (4.24)

19Having a more complicated singularity in the J-plane, say a cut, does not change a discussion since it

only affects the sub-exponential terms.
20Convexity of jfull(ν) has been proven in [50]. Convexity of jplanar(ν) is simply assumed here.
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As reviewed in the previous section as we vary t the Mellin amplitude should exhibit

poles at the positions of the physical operators. Let us review how they come about

in (4.23) for the operators on the leading Regge trajectory. This expression has poles

whenever j(ν) = 2Z. Recall that j(ν) = j(−ν) describes the leading Regge trajectory

∆(J) and is defined via

ν2 +

(
∆(j(ν))− d

2

)2

= 0. (4.25)

Therefore, say for j(ν) = 2 which corresponds to the stress tensor we have ∆(2) = d and

ν = ±id2 .

At the same time ων,j(ν)(t) has poles at t = 2Z≥0 + d
2 − j(ν) ± iν. These poles pinch

the ν-contour when t crosses τ + 2m, where τ is the twist of a physical operator with spin

j. In this way (4.23) generates the expected poles in t.

Let us next plug (4.23) into (4.21). We get

fsub(σ̃, ρ) = π

∫ ∞
−∞

dνβ(ν)
2j(ν)

sin πj(ν)
2

σ̃1−j(ν)

∫
UCFT

dt

2πi
Γ

(
∆V −

t

2

)
Γ

(
∆W −

t

2

)
Γ(j(ν) + t− 1)

(2 cosh ρ)j(ν)+t−1
ων,J(t). (4.26)

We next deform the t contour to Re[t] = 0. As explained above in doing so the ν-

contour develops pinches at the position of the physical operators. These are precisely the

operators with 0 < τ ≤ τsub which cancel the subtractions that we made in defining fsub.21

After deforming the contour to Re[t] = 0 and doing the t integral we arrive at (4.19) as

shown in [37]. We should again contrast the Regge behavior of the Mellin amplitude which

is controlled by the large s behavior and the subtractions that originate from the poles in t.

After reviewing the relation to the coordinate space Regge limit, let us come back to

the expression in Mellin space (4.23). As usual we assume that in the Regge limit the ν

integral is dominated by the region ν = 0,22 and therefore we can use bounds on j(0) (4.20)

to bound the growth of the Mellin amplitude.

An important question is for which values of Re[t] this argument holds? Above we

made it for Re[t] = 0. As we increase Re[t] the integral over ν can develop a pinch as

we reviewed above and will not be dominated by ν = 0 anymore. The relevant pinch

corresponds to J = 2 operator on the leading twist Regge trajectory, which for identical

operators is the stress tensor, namely Re[t] = d− 2.

Taking into accounts bounds on j(0), in that way we get the following conditions on

the Mellin amplitude

lim
|Im[s]|→∞

|Mfull(s, t)| ≤ c|s|, Re[t] < d− 2, (4.27)

lim
|Im[s]|→∞

|Mplanar(s, t)| ≤ c|s|2, Re[t] < d− 2,

21Strictly speaking this only refers to the operators on the leading Regge trajectory in the analyticity in

spin J > JRegge0 region.
22This is not always true. For example, in the minimal models the trajectories are exactly linear and the

integral is dominated by the closest pole in the upper half-plane.
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where in writing the planar bound we implicitly allowed for slower than a power growing

corrections. In terms of γij the bound corresponds to Re[γ12] > ∆ − d−2
2 as we send

Im[γ14]→∞.

4.4 Extrapolation

The bounds in the previous section were derived only in the limit Im[s]→ +∞, or equiv-

alently arg[s] = ±π
2 , however we would like to relax this condition and apply the Regge

bounds for any arg[s].23 As we change arg[s] away from ±π
2 in principle some sort of

Stokes phenomenon might occur. Here we assume that for physical correlators this does

not happen and the Regge bound that we found along the imaginary axis holds everywhere

in the complex s-plane.24 At the same time as we observed above it is important to keep

Re[t] in the region of holomorphy.

In this way we arrive at the following Regge bounds for the Mellin amplitude

lim
|γ12|→∞

|Mfull(γ12, γ14)| ≤ c|γ12|, Re[γ14] > ∆− d− 2

2
,

lim
|γ12|→∞

|Mplanar(γ12, γ14)| ≤ c|γ12|2, Re[γ14] > ∆− d− 2

2
. (4.28)

Again we will assume that for arg[γ12] = 0,±π the Regge limit is still bounded in the

averaged sense that the corresponding dispersion relations will converge. Imposing that

the Regge bound holds at the crossing symmetric point leads to ∆
3 > ∆− d−2

2 , which gives

us the Regge lightness condition

∆ <
3

4
(d− 2) , (4.29)

for the four-point function of identical operators. If we were to consider heavier operators

we expect the Regge limit, for γ14 around the crossing symmetric point, to be dominated

by subtractions. For simplicity below we will restrict our bootstrap analysis to the case

∆ < 3
4(d− 2).

5 Polyakov conditions

At this point the reader might be perplexed by the following two facts. On one hand, we

have the crossing relation for the full correlator

F (u, v) = u−∆
∑

τ,J−even

C2
τ,Jgτ,J(u, v) = v−∆

∑
τ,J−even

C2
τ,Jgτ,J(v, u) = F (v, u), (5.1)

where the full correlator is reproduced by either the s-channel exchanges, or by the t-channel

exchanges. On the other hand, we have the formula (1.4), where only the connected cor-

relator is represented via a Mellin transform. Moreover, as we explained in the previous

23For arg[s] = 0,±π we understand them in the tauberian [32, 53] or averaged sense. Indeed for these

values of the arguments the Mellin amplitude has poles, however if we average the Mellin amplitude over s

then we assume that the Regge bound still hold.
24This is consistent with all examples that we know, but of course it requires a proof.
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section, the Mellin amplitude has poles at the position of all operators (except the identity

operator) designed in precisely such a way to reproduce the OPE expansion (5.1). There-

fore, we seem to be running into a paradox: closing the, say γ12, integration contour in (1.4)

would produce the full correlator, instead of producing the connected correlator only!

This confusion is related to the subtle nature of the twist accumulation points that we

are bound to cross when trying to run into the paradox above. As we will see in the end

everything is consistent, however the fact that the Mellin amplitude correctly reproduces

the full correlator does lead to some subtle and nontrivial conditions on nonperturbative

Mellin amplitudes, which we call Polyakov conditions [54]. Indeed, in spirit they are the

same familiar conditions from the Mellin-Polyakov bootstrap program [15–17]. However,

we will see that the nonperturbative nature of the Mellin amplitude makes them much

more subtle.

5.1 Reproducing the identity

Let us try to run into the paradox described above. We assume that the lowest twist τgap

after the identity obeys 4∆
3 < τgap < 2∆, so that the only subtractions in (2.20) are the

disconnected parts of the correlator. Consider then the straight contour formula

F (u, v) =
(
1 + u−∆ + v−∆

)
+

∫
Re(γ12)=Re(γ14)= ∆

3

dγ12

2πi

dγ14

2πi
M̂(γ12, γ14)u−γ12v−γ14 . (5.2)

Now keep the γ14 contour fixed and deform the γ12 contour to the left picking up poles.

Assuming that the resulting sum over residues converges and exchanging the sum and the

γ14 integration we get

F (u,v) =
(
1+u−∆+v−∆

)
+
∑
τ

∞∑
m=0

u−∆+ τ
2

+m

∫
Re(γ14)= ∆

3

dγ14

2πi
v−γ14Resγ12=∆− τ

2
−mM̂(γ12,γ14),

(5.3)

where τ are the twists of the primary operators and sum over m is the sum over descendants.

As we explained in the previous section the residue is given in terms of OPE coefficients

and Mack polynomials (4.5)

Resγ12=∆− τi
2
−mM̂(γ12,γ14) =−1

2
C2
τiQ

τi,d
Ji,m

(γ14)Γ2(γ14)Γ2
(τi

2
+m−γ14

)
Γ2
(

∆− τi
2
−m

)
.

(5.4)

A factor of −1
2 in front comes from the fact that we take the residue in γ12, see (4.5).

Notice that the contour Re(γ14) = ∆
3 falls in between the series of poles produced by

the Gamma functions (since
τgap

2 − Re(γ14) + m > ∆
3 > 0). Therefore the Mellin integral

just reproduces the collinear blocks as required by the OPE. Thus, we find

F (u, v) =
∑
τ,J

C2
τ,Jgτ,J(u, v) +

(
1 + v−∆

)
+

∞∑
n=0

un
∫

Re(γ14)= ∆
3

dγ14

2πi
v−γ14Rn(γ14), (5.5)

where

Rn(γ14) ≡ Resγ12=−nM̂(γ12, γ14) . (5.6)
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Given that the first sum already gives the full correlator, the other two terms must cancel.

This gives the Polyakov conditions

(
1 + v−∆

)
+

∫
Re(γ14)= ∆

3

dγ14

2πi
v−γ14R0(γ14) = 0 (5.7)

and Rn = 0 for n > 0. However, clearly (5.7) is impossible to satisfy. Indeed, 1 + v−∆ does

not admit the usual Mellin representation as required by (5.7).

The resolution of this apparent paradox lies in the fact that our assumption about

the convergence of the sum over γ12 residues for Re[γ14] = ∆
3 does not hold. To see this

we note that the relevant divergence comes from the large J fixed τ operators which are

controlled by the light-cone bootstrap [18, 19]. To leading order we can therefore simply

use the mean field theory OPE data together with (4.13) to get25

− 1

2
(CGFFτ=2∆,J)2Qτ,dJ,0(γ14)Γ2(γ14)Γ2

(τ
2
− γ14

)
Γ2
(

∆− τ

2

)
(5.8)

=
4

Γ2(∆)

1

J

(
J2(∆−γ14)Γ2(γ14) + J2γ14Γ2(∆− γ14) + . . .

)
, J →∞ , τ → 2∆ ,

where we omitted the terms that are suppressed at large spin J . Note that the sum over J

of the first term in the brackets in the second line of (5.8) converges only for Re γ14 > ∆,

while the second for Re γ14 < 0. Therefore, if we try to evaluate the Mellin integral by

closing the γ12 contour we run into a divergent sum for any value of γ14.

The resolution is that we should first deform (5.8) into the region where the sum

converges. Indeed, let us first deform the contour in the first term (5.8) to Re γ14 > ∆

and in the second term to Re γ14 < 0. This makes the sum over J convergent and thus

we can exchange the order of the sum and the integral. One way to do it is to split the

Mellin amplitude back into the K-functions such that two powers of J in (5.8) appear in

different K-functions. We then first deform the γ14 contour before closing the γ12 contour,

essentially going back to (3.6). In doing so we encounter extra poles which cancel the

disconnected piece and in this way the double counting is avoided.

A simpler way to see it is to note the following. To ensure the convergence of the

integral we would like to deform the γ14 for each of the two terms in (5.8) to the region,

where the sum over J converges. Let us start with the second term. In this case we would

like to deform the Mellin integral to the region Re γ14 < 0. It is easy to see that in doing so

we encounter a pole. Indeed,
∑

J−even
1
J J

2γ14 ∼ − 1
4γ14

. The residue of this pole produces

−1. Similarly, in the first term when continuing to the region Re γ14 > ∆ we encounter

the pole at γ14 = ∆ with the residue being precisely −v−∆. We see that by deforming

the γ14 region so that the sum over the γ12 residues converges we precisely canceled the

disconnected piece.

25Since we are looking at poles accumulating at γ12 = 0 when J →∞ we can use γ13 = ∆− γ14.
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Let us quickly check that the deformed integral indeed correctly reproduces the ex-

pected light-cone singularity in the dual channel

δf(u, v) =

∫
Re(γ14)<0

∞∑
J>J0,J−even

4

Γ2(∆)

1

J

dγ14

2πi
J2γ14Γ2(∆− γ14)v−γ14

+

∫
Re(γ14)>∆

∞∑
J>J0,J−even

4

Γ2(∆)

1

J

dγ14

2πi
J2(∆−γ14)Γ2(γ14)v−γ14 + . . .

Both integrals converge. They give

δf(u, v) =
∞∑

J>J0,J−even

8J−1+2∆

Γ2(∆)

(
v−∆K0

(
J√
v

)
+K0(2J

√
v)

)
+ . . . . (5.9)

Since we are interested in the small v asymptotic we can turn the sum into an integral.

The fact that we sum over even J produces an extra factor of 1
2 and we get

δf(u, v) = 4

∫ ∞
0

dJ
J−1+2∆

Γ2(∆)

(
v−∆K0

(
2J√
v

)
+K0(2J

√
v)

)
+ . . .

= 1 + v−∆ + . . . (5.10)

as expected.

Below we devise a toy model which demonstrates the issue discussed above in a simpler

and more controlled setting.

5.2 Toy model

We can illustrate the general ideas discussed above in a specific example. Consider the

following function

f(u, v) = e−u
∞∑
J=1

u−γ(J)e−Jv, (5.11)

where limJ→∞ γ(J) = 0. This mimicks the accumulation point in the u→ 0 OPE channel.

In the dual channel we have the following asymptotic

f(u, v) =
e−u

v
+ . . . , v → 0 . (5.12)

We can now compute the Mellin amplitude

M̂(γ12, γ14) ≡
∫ ∞

0

dudv

uv
uγ12vγ14f(u, v) = Γ(γ14)

∞∑
J=1

J−γ14Γ(γ12 − γ(J)). (5.13)

For Re[γ12] > γ(J), ∀J ∈ N and Re[γ14] > 1. As expected the Mellin amplitude has a pole

at γ14 = 1, namely M̂ ∼ Γ(γ12)
γ14−1 which is of course consistent with (5.12).

We can also easily write down the expression for the analytic continuation of the Mellin

amplitude to Re[γ14] > 0

M̂(γ12, γ14) = Γ(γ12)Γ(γ14)ζ(γ14) + Γ(γ14)

∞∑
J=1

J−γ14 (Γ(γ12 − γ(J))− Γ(γ12)) , (5.14)
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where ζ(x) is the Riemann zeta function. Here we assumed that γ(J) → 0 at large J not

slower than 1
J .

We can write the inverse Mellin representation

f(u, v) =

∫
Re[γ12]>γ(J)

dγ12

2πi

∫
Re[γ14]>1

dγ14

2πi
u−γ12v−γ14M̂(γ12, γ14) (5.15)

=
e−u

v
+

∫
Re[γ12]>γ(J)

dγ12

2πi

∫
0<Re[γ14]<1

dγ14

2πi
u−γ12v−γ14M̂(γ12, γ14),

where in the second line we deformed the contour to extract the leading singularity in the

dual channel (which is analogous to the disconnected piece of a CFT correlator).

Now let us try to evaluate the Mellin integral by closing the γ12-contour. As above we

can write the contribution of the physical operators as follows

Γ(γ14)

∞∑
J=1

J−γ14u−γ(J). (5.16)

If we are to blindly exchange the sum and the γ14 integral we would run into the double

counting paradox as in the section above. The resolution of course is that the sum (5.16)

converges only for Re[γ14] > 1. Therefore, we can only close the γ12 contour in the first

line of (5.15) and the double counting problem does not arise.

We can also use (5.14) to write for the residues as we deform the γ12 contour to

Re[γ12] < 0

Γ(γ14)

(
ζ(γ14) +

∞∑
J=1

J−γ14

(
u−γ(J) − 1

))
. (5.17)

Note that the expression above is formal in the sense that strictly speaking as we deform

the contour we separately get
∑∞

J=1 J
−γ14u−γ(J) and −

∑∞
J=1 J

−γ14 . However for 0 <

Re[γ14] < 1 only the combined sum is well-defined.

Plugging (5.17) into (5.15) and expanding it up to O(u) we get

f(u, v) =
1

v
+

(
1

ev − 1
− 1

v

)
+

∞∑
J=1

(
u−γ(J) − 1

)
e−vJ + . . . (5.18)

=

∞∑
J=1

u−γ(J)e−vJ + . . . , (5.19)

where 1
ev−1 −

1
v is the Mellin transform of Γ(γ14)ζ(γ14). Thus, we see that again the double

counting problem does not arise.

We can now ask what is the behavior of the Mellin amplitude close to the accumulation

point. To this extent following the analogy to the light-cone bootstrap let us set γ(J) = α
Jβ

,

0 < α < 1 and β > 0. For simplicity we can also consider an integral instead of the sum

to get

M̃ =

∫ ∞
1

dJ J−γ14
1

γ12 − α
Jβ

=
2F1(1, γ14−1

β , γ14+β+1
β , α

γ12
)

γ12(γ14 − 1)
, Re[γ14] > 1 . (5.20)
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This has the following behavior close to the accumulation point (we can approach it

from the regular direction which is arg[γ12] 6= 0)

lim
|γ12|→0, arg[γ12] 6=0

M̃ =
π

βγ12

(
− α

γ12

) 1−γ14
β 1

sin π
β (γ14 − 1)

+ . . . , Re[γ14] > 1, (5.21)

where we suppressed regular terms. Therefore the accumulation point behaves like a branch

point with the asymptotic controlled by the “large spin OPE data”. However, for Re[γ14] >

1, it is not a branch point because there is no monodromy, i.e. we can do a contour integral

around it (going in between the poles for γ12 > 0) and the result is just the convergent sum

of the residues of the enclosed poles. Note also that in the region of convergence, namely

Re[γ14] > 1 we have

lim
|γ12|→0, arg[γ12] 6=0

γ12M̃ = 0, Re[γ14] > 1, (5.22)

which states that we do not have a double trace operator at γ12 = 0. Below we will see

that this is the relevant condition for the nonperturbative Mellin amplitudes.

This complicated behavior has to be contrasted with the perturbative behavior. In-

deed, if we think of α = 1
cT
∼ 1

N2 → 0 we get order by order a very simple expansion

M̃ =
1

γ12(γ14 − 1)
+

α

γ2
12(γ14 + β − 1)

+
α2

γ3
12(γ14 + 2β − 1)

+ . . . , (5.23)

which is much simpler than the “non-perturbative” limit (5.21). Notice also that the condi-

tion (5.22) is genuinely nonperturbative. If we try to plug the “large N” expansion (5.23)

in (5.22) we see that only the leading term produces a finite result 1
γ14−1 , whereas the

higher terms in α ∼ 1
N2 produce infinity.

5.3 Nonperturbative Polyakov conditions

We are now ready to formulate Polyakov conditions for nonperturbative amplitudes. In

light of the discussion above we consider the derivative of the correlator

− u∂uF (u, v) = ∆u−∆ +

∫
C

dγ12

2πi

dγ14

2πi
γ12M̂(γ12, γ14)u−γ12v−γ14 . (5.24)

Note that since −u∂u(1 + v−∆) = 0 if we are to close the γ12 contour we will not run

into the double counting problem described above. Correspondingly, close to the first

twist accumulation point γ12 = ∆ −
τ[O,O]0,J

2 = −
γ[O,O]0,J

2 ∼ 1
Jτgap which improves the

convergence of the sum over spins in (5.8).26 In particular, the sum over J of both terms

in (5.8) multiplied by 1
Jτgap converges for

τgap

2
> Re[γ14] > ∆− τgap

2
. (5.25)

26By [O,O]n,J we as usual denote a family of the double-twist operators that approach twist 2∆ + 2n at

infinite spin.
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Notice that our original assumption ∆ < 3
4τgap guarantees that there are allowed values of

γ14 compatible with this condition.

To analyze the behavior of the Mellin amplitude close to the branch point we can use

the toy model from the previous section. As in the toy model example above, we conclude

that the presence of the double-twist trajectory makes γ12 = 0 look like a branch point,

see (5.21). Similarly, we conclude that

lim
|γ12|→0, arg[γ12] 6=0

γ12

(
γ12M̂(γ12, γ14)

)
= 0,

τgap

2
> Re[γ14] > ∆− τgap

2
. (5.26)

In other words, the higher spin tail produces a contribution which is softer than a pole.

Let us now translate this condition to a statement about the Mellin amplitude

M(γ12, γ14) itself. Recall that due to the pre-factor Γ2(γ12)Γ2(γ13)Γ2(γ14) that relates

M̂ to M and which has a double pole at γ12 = 0 we can rewrite the condition above

as follows

M(γ12 = 0, γ14) = 0,
τgap

2
> Re[γ14] > ∆− τgap

2
, (5.27)

where we set γ12 = 0 by approaching the accumulation point from any direction with

arg[γ12] 6= 0. The condition (5.27) is the central result of this section. Note that the

non-perturbative Polyakov condition is very subtle. In particular, we cannot argue that

the Mellin amplitude has a double zero at γ12 = 0 and similarly we cannot simply go

to the accumulation points with twists 2∆ + 2n. Finally, the condition is a genuinely

nonperturbative (finite N) condition. We leave further exploration of these extra Polyakov

conditions for the future.

5.4 Scalar ambiguity

Let us emphasize the importance of the condition (5.27) for the nonperturbative bootstrap.

Indeed, it is very easy to construct a crossing-symmetric Regge bounded Mellin amplitude

with correct analyticity properties by considering scalar exchanges in AdS.

Let us be more explicit. We take external fields to be identical scalars of dimensions

∆ and the exchanged field of dimension ∆exch. As was shown in [6] the Mellin amplitude

in this case takes the following form

M sc(γ12, γ14) = M12−34(γ12, γ14) +M13−24(γ12, γ14) +M14−23(γ12, γ14),

M12−34(γ12, γ14) =
g2

2

∞∑
m=0

rm

γ12 −∆ + ∆exch
2 +m

,

rm =
Γ(∆ + ∆exch−d

2 )2

2Γ(2∆− d
2)

(1 + ∆exch−2∆
2 )2

m

m!Γ(∆exch − d
2 + 1 +m)

≥ 0, (5.28)

where we explicitly wrote the contribution of an exchange in every channel.

M13−24(γ12, γ14) and M14−23(γ12, γ14) are trivially obtained from M12−34(γ12, γ14) by cor-

responding permutations. Note that as expected from unitarity all the residues Rm are

manifestly positive.

Consider now the large γ12 →∞ limit. We get

lim
γ12→∞

M sc(γ12, γ14) < A(γ14). (5.29)

In other words, M sc(γ12, γ14) satisfies (4.28).

– 38 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

It is however easy to see that M sc(γ12, γ14) does not satisfy the nonperturbative

Polyakov condition (5.27). Indeed, it is easy to check that each m gives a positive contribu-

tion at γ12 = 0. Therefore, when considering nonperturbative Mellin amplitudes we do not

have an ambiguity of adding scalar exchanges in AdS as soon as we impose the Polyakov

conditions. Note that similar ambiguity exists in the coordinate space as well. Given a

crossing symmetric function that satisfies subtracted dispersion relations [55] we can add

to it the sum over exchanges above and it will still obey the same subtracted dispersion

relations and obey crossing.

6 Dispersion relations in Mellin space

After establishing the basic properties of nonperturbative CFT Mellin amplitudes we fi-

nally would like to consider some applications. The strategy we adopt relies on all the

properties that we established in the previous sections. We use analyticity and polynomial

boundedness of Mellin amplitudes to write down subtracted dispersion relations. We then

impose crossing to simplify them and we finally impose the nonperturbative Polyakov con-

dition (5.27). The result of all this is a set of linear functionals that act on the OPE data

and give zero.

These functionals have some remarkable properties. They annihilate generalized free

field theory. They are non-negative for heavy operators and have double zeros at the posi-

tions of the double twist operators [O,O]n,J . We find that in this way they are particularly

suitable for studies of large N holographic CFTs.

We check the overall consistency of our construction by applying the functionals to the

OPE data of the 3d Ising model. After this successful and nontrivial test we move on and

apply them to some simple holographic theories.

6.1 Subtractions and Polyakov condition

For simplicity in this section we consider a limited class of CFTs in d > 2 for which the

analysis is particularly simple. We assume that the theory admits a scalar primary operator

with dimension ∆ and the twist gap τgap such that ∆ < 3
4τgap. As we argued above in

this case we can write down the Mellin representation for the connected correlator with

the straight contour

F (u, v) = 1 + u−∆ + v−∆

+

∫
C

dγ12dγ14

(2πi)2
u−γ12v−γ14Γ(γ12)2Γ(γ14)2Γ(∆− γ12 − γ14)2M(γ12, γ14)

C : ∆− τgap

2
< Re(γ12),Re(γ14), Re(γ12) + Re(γ14) <

τgap

2
. (6.1)

Furthermore, we shall assume that τgap = d− 2 corresponds to the stress tensor operator.

Let us consider dispersion relations for the Mellin amplitude M(γ12, γ13, γ14), where

γ12 + γ13 + γ14 = ∆, at fixed γ13. According to (4.28), the Mellin amplitude is bounded

by the linear growth |γ12| for fixed Re(γ13) > ∆ − τgap/2. In particular, this includes a
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neighbourhood of γ13 = ∆
3 . Therefore we can write the fixed γ13 subtracted dispersion

relation as follows

M(γ12,γ13,γ14)

(γ12−∆
3 )(γ13−∆

3 )(γ14−∆
3 )

=

∮
γ12

dγ

2πi

1

γ−γ12

M(γ,γ13,∆−γ13−γ)

(γ−∆
3 )(γ13−∆

3 )(∆−γ13−γ−∆
3 )

=−
M(∆

3 ,γ13,
2∆
3 −γ13)

(γ13−∆
3 )2

(
1

γ12−∆
3

+
1

γ14−∆
3

)

− 1

2

∑
τ,J,m

C2
τ,JQ

τ,d
J,m(γ13)

(∆− τ
2−m−

∆
3 )(γ13−∆

3 )(∆−γ13−(∆− τ
2−m)−∆

3 )

×
(

1

γ12−∆+ τ
2 +m

+
1

γ14−∆+ τ
2 +m

)
, (6.2)

where the last expression was obtained by opening up the contour integral in the first line

and picking up all the poles in the γ complex plane. In the last expression, we used the

fact that M(γ12, γ13, γ14) = M(γ14, γ13, γ12). Crossing symmetry further implies that

M

(
∆

3
, γ13,

2∆

3
− γ13

)
= G

((
γ13 −

∆

3

)2)
. (6.3)

We can solve for derivatives of G(x2) at x2 = 0 in terms of the OPE data. To do it

we evaluate the formula above as M(∆
3 − x,

∆
3 ,

∆
3 + x) = G(x2), expand in x and solve

for derivatives of G. We should remark at this point that as usual doing subtractions in

dispersion relations is a matter of choice. We will comment on other choices below.

We next consider the nonperturbative Polyakov condition (5.27). More precisely, we

expand the condition M(0, γ13,∆ − γ13) = 0 around γ13 = ∆
3 . In this way, we get an

infinite set of equations the simplest of which takes the following form∑
τ,J,m

C2
τ,Jατ,J,m = 0, (6.4)

ατ,J,m =− 16∆

3(τ− 2∆
3 +2m)(τ− 4∆

3 +2m)

(
(τ+2m−∆)Qτ,dJ,m(∆

3 )

(τ− 2∆
3 +2m)(τ− 4∆

3 +2m)
−∆

3

Qτ,dJ,m(∆
3 )′

τ+2m−2∆

)
,

α1̂ =α0,0,m = 0 ,

where in the last line we explicitly wrote that the identity operator does not contribute

to (6.4). In other words, we arrived at a particular set of linear functionals that act on the

OPE data. They have very interesting properties that we describe below.

First, note that Qτ,dJ,m have double zeros at the position of double twist operators

[O,O]n,J . This directly translates to the fact that ατ,J,m have double zeros for τ = 2∆+2n

with n ≥ 1. For n = 0 and J 6= 0, α2∆,J,m has a single zero due to the extra pole in the

second term in (6.4) for m = 0. Therefore, generalized free fields automatically satisfy the

sum rule (6.4).

Second, we find that

ατ,J,m ≥ 0, τ ≥ 2∆ , J ∈ 2N , m ≥ 0 , (6.5)
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where the only zeros of ατ,J,m for τ ≥ 2∆ are the ones at the positions of the double twist

operators described above. We elaborate on evidence for this claim (that we do not prove)

below in section 6.1.1. Therefore we conclude that the functionals above are extremal (in

the sense of [28, 56]) for the following bootstrap problem:

Find the maximal value of τ0 for which there exist a unitary solution to the crossing equa-

tions with all twists τ ≥ τ0 for all spins J (apart from the identity operator).

From the properties of the functionals described above it immediately follows that

there are no nontrivial solutions to crossing equations that satisfy τ0 > 2∆. For τ0 = 2∆

the only solution to crossing with this property is GFF. Note that in CFTs presence of the

stress tensor in the spectrum and unitarity bound for scalar operators immediately imply

this, see e.g. [19]. However, the claim above applies as well for non-local CFTs, say AdS

QFTs, which do not have a stress tensor.

We have to emphasize that we have not proven (6.5). But we did exhaustive tests to

the best of our knowledge. These include m = 0 and any spin and arbitrary m for low spin.

It would be helpful to prove (6.5) rigorously to put our results on a more solid ground.

Third, let us comment on the convergence of the sum (6.4). Using the standard results

of the light-cone bootstrap we can explicitly check the convergence at large J . We can also

check the convergence of the sum at large ∆ and fixed J using the results of [53]. Note that

the contribution of the heavy operators to the sum rule (6.4) is suppressed like a power of

τ independent of ∆, see appendix I.

Finally, let us mention that in the derivation above we can also find functionals that do

not rely on the Polyakov conditions, solely from crossing symmetry. As an example we get∑
τ,J,m

C2
τ,Jβτ,J,m = 0, (6.6)

βτ,J,m = 6
Qτ,dJ,m(∆

3 )′

(τ − 4∆
3 + 2m)4

+
Qτ,dJ,m(∆

3 )′′

(τ − 4∆
3 + 2m)3

,

β1̂ = β0,0,m = 0 .

One can easily check, however, that this functional does not have the crucial positivity

property (6.5). For that reason below we use (6.4). It would be interesting to explore

further and systematically if one can derive interesting functionals with useful positivity

properties based on crossing symmetry only.

6.1.1 Positivity of ατ,J

Here we elaborate on our claim (6.5) above. We restrict our consideration only to the

relevant case of d ≥ 3. Let us emphasize that we do not prove (6.5) but present evidence

for it to the best of our current knowledge. The reason being that computing high spin

Mack polynomials up to arbitrary spin J and checking positivity in the three-dimensional

parameter space of ∆, τ,m is a computationally difficult task. Therefore, we could only

analyze (6.5) explicitly for low spins 0 ≤ J ≤ 40, as well as for arbitrary spins in some

limits, namely the flat space limit and for collinear Mack polynomials m = 0.
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Strictly speaking, what we care about is only the positivity properties of ατ,J =∑∞
m=0 ατ,J,m and not positivity of each descendant ατ,J,m separately. In practice how-

ever we found it much easier to analyze ατ,J,m for fixed m. It would be very interesting to

improve our analysis in this regard.

We start by analyzing (6.5) for low spins, namely J = 0, . . . , 26. The simplest way

to check positivity is to fix the external dimension to some particular value. Foreseeing

our holographic consideration below we can fix ∆ = 5
8(d − 2). Then setting d = 3 + δd

and τ = 2∆ + δτ we checked that all ατ,J,m are polynomials in δd, δτ,m ≥ 0 with positive

coefficients.27 Similarly, as is relevant for our case setting ∆ = cδ(d−2) with 1
2 < cδ <

3
4 we

checked that the same property holds for cδ = 0.51, 0.52, . . . , 0.74, for spins J = 0, . . . , 16.

Keeping ∆ general and writing ∆ = d−2
2 + δ we observed that for J = 0, 2, 4 the same

manifest positivity holds (this time polynomial also includes powers of δ). However, starting

from J = 6 the polynomial is not manifestly positive. Restricting to particular low values

of ∆ we have not observed any violations of positivity but the simple analytic argument

that we presented above does not hold in this case. One simple analytic check in this

more general case is to consider the m� 1 limit. We computed such a limit for the cases

J = 0, . . . , 12 and found that the functional is positive for any δd, δτ ≥ 0 and ∆ ≥ d−2
2 .

Another test of (6.5) is the flat space limit. Indeed, we consider m, τ � 1 with τ
m fixed.

In this case we can use (4.10) to evaluate the functional. The result is that to leading order

in the large τ,m it is proportional to C
( d−2

2
)

J

(
τ
2

+m√
m(m+τ)

)
≥ 0.

Finally, we set m = 0 and used collinear Mack polynomials to perform the large J

tests. At large J , the leading contribution to the functional is given by

∆2J
1
2
− 2∆

3 log(J)22∆+δτ+2J+5

√
πδτ(2∆ + 3δτ)(4∆ + 3δτ)Γ(− δτ

2 )2Γ(2∆
3 + δτ

2 )2
, (6.7)

where we set τ = 2∆ + δτ . If δτ > 0, the functional is positive.

6.2 3d Ising

One example of the situation above is given by the correlator 〈σσσσ〉 in the 3d Ising model,

which has scaling dimension ∆σ ≈ 0.518 and where the twist gap is controlled by the stress

tensor τgap = 1, so that as required we have ∆σ <
3
4 . We conclude that

C : ∆σ −
1

2
< Re(γ12),Re(γ14),

Re(γ12) + Re(γ14) <
1

2
, (6.8)

27In d = 4 and ∆ = 5
8

we checked positivity of the functional up to spin 40.
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Figure 12. Functionals ατ,0,m as a function of twist τ . They are non-negative with double zeros at

the position of double trace operators τn = 2∆σ+2n. Different colors correspond to the contribution

of descendants labeled by m. The external dimension is set to its numerical value in the 3d Ising

model ∆σ ' 0.518.

and that the connected part of 〈σσσσ〉 in the 3d Ising model admits the Mellin represen-

tation with a straight contour

F 3d
Ising(u, v) = 1 + u−∆σ + v−∆σ

+

∫
C

dγ12dγ14

(2πi)2
u−γ12v−γ14Γ(γ12)2Γ(γ14)2Γ(∆σ − γ12 − γ14)2M3d(γ12, γ14)

C : ∆σ −
1

2
< Re(γ12),Re(γ14), Re(γ12) + Re(γ14) <

1

2
. (6.9)

Next we analyze the sum rules (6.4). For this particular value of ∆, we find that

ατ,J=0,m produce non-negative result for τ > ∆σ.

In other words, we can rewrite the sum rule (6.4) as follows

−
∑

τ<2∆σ ,J>0,m

C2
τ,Jατ,J =

∑
τ>2∆σ ,J>0,m

C2
τ,Jατ,J +

∑
τ,J=0

C2
τ,Jατ,J , (6.10)

ατ,J =
∞∑
m=0

ατ,J,m ,

where m is a sum over descendants. We see that the leading twist Regge trajectory is

mapped to the rest of the spectrum.

Using the results from [57] we get the following numerical values for some terms in the

relation above

0.0924 = 0.028968Tµν +0.012122J=4+0.0291076≤J≤30+0.0222J>30

= 0.084569ε+0.0018
[σ,σ]0≤J≤30

1
+0.0016

[ε,ε]4≤J≤30
0

+0.0014
[ε,ε]J≥32

0
+. . . (6.11)

where we indicated explicitly contribution of which operators we took into account. In the

first line we computed the contribution of J > 30 currents using the light-cone bootstrap
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Figure 13. When acting on operators with spin the functionals ατ,J,m are negative for operators

with twist τ < 2∆σ and non-negative for τ > 2∆σ with double zeros at the position of double trace

operators τn = 2∆σ + 2n with n ≥ 1. Here we plot the result for J = 2. Different colors correspond

to the contribution of descendants labeled by m. The external dimension is set to its numerical

value in the 3d Ising model ∆σ ' 0.518.

2 4 6 8 10 12 14
0.0

0.5
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1.5

Figure 14. Same as figure 13 but with an extended range of twists τ plotted.

formulae from [57]. Similarly, in the second line for the higher spin tail of [ε, ε]0 we used

the formulae from [58] and the contribution of descendants (terms with m ≥ 1 in (6.4)).

All dropped operators in the second line of (6.11) contribute positively. Note also that

the contribution of the heavy operators is only suppressed by a power of ∆. We consider

therefore a 5% difference between the l.h.s. and the r.h.s. for the included operators to be

reasonable. It would be great to check the sum rule above in the 3d Ising model with a

greater precision by including more operators in the r.h.s. of (6.10).

Similarly, we checked that the β functionals (6.6) that do not receive contributions from

the scalar operators lead to reasonable numbers. We also observed that the β functional

sum rules are more sensitive to higher spin operators.
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6.3 Bounds on holographic CFTs

Let us now apply (6.4) to holographic CFTs, namely a CFT with large central charge

cT � 1 [59, 60]. As the simplest example we can consider a free massive scalar in AdS

coupled to another field dual to a single trace operator Õst (for example, another scalar

field or graviton). We restrict our consideration to external scalars which satisfy ∆ < 3
4τÕst .

If we simply consider a free massive scalar in AdS the sum rule (6.4) is trivially satisfied.

Indeed, as we emphasized above α2∆+2n,J,m = 0. However, as we weakly couple our free

scalar field to another field it is not at all obvious that (6.4) is satisfied. As we emphasized

several times above the sum rule (6.4) is essentially nonperturbative in cT . For example,

in deriving it we used the nonperturbative Regge bound as well as Polyakov conditions.

Neither holds in perturbation theory in cT . This is in a stark contrast with [3] where

perturbation theory in AdS was mapped to solutions to crossing perturbative in 1/cT .

Due to the nonperturbative nature of (6.4) we cannot simply expand it in 1
cT

. However,

we can isolate some parts of it which can be safely computed using the low-energy physics

from those sensitive to the details of the UV completion. To that extent we write the sum

rule as follows

C2
Õst
ατÕst ,JÕst

+
∑
J>0

C2
[O,O]0,J

ατ[O,O]0,J
,J + restUV = 0 , (6.12)

where the details of the UV completion are in restUV which is non-negative due to (6.5).

We are, thus, left with computing the contribution due to the leading twist double

traces. Note that due to a single zero of the functional at τ = 2∆, to leading order in

C2
Õst
∼ 1

cT
we get the result ∼ (CGFF[O,O]0,J

)2γ[O,O]0,J ∼
1
cT

with J > 0, where γ[O,O]0,J is the

anomalous dimension of double trace operators.28 The anomalous dimensions γ[O,O]0,J are

observables that can be reliably computed using the low-energy theory in AdS.

Let us first consider an example when the external scalar is coupled to another scalar,

namely JÕst = 0. The contribution from the scalar exchange to the double trace operators

can be found for example in [61]. In this paper the relevant OPE data was computed

for all J using the Lorentzian inversion formula instead of computing the relevant Witten

diagrams. In this case we numerically observed that the contributions exactly cancel to

leading order in 1
cT

C2
Õst
α∆Õst

,0 +
∑
J>0

C2
[O,O]0,J

ατ[O,O]0,J
,J +O

(
1

c2
T

)
= 0 . (6.13)

A reader might be confused by the identity above in light of our discussion of the AdS

scalar exchange in section 5.4. There we argued that a sum of tree-level scalar exchange

diagrams in AdS does not satisfy the Polyakov condition. The identity above is closely

related to the scalar exchange in AdS but is different from it. One way to understand

the difference is that evaluating the action of the functional above to leading order in 1
cT

involves knowledge of the Mellin amplitude to the order 1
c2T

. More precisely, given a term

28The notation C2
Õst
∼ 1

cT
is only precise if the exchanged single-trace operator is the stress tensor. In

the other cases, we think of 1/cT as the square of the small cubic coupling in AdS.
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Figure 15. We consider a scalar minimally coupled to gravity in AdS5 or CFT4. We imagine that

the gravitational coupling is weak, or, equivalently, cT � 1. The α-functional (6.4) can be applied

to 1 < ∆ < 1.5. We plot the sum given by (6.14). We find that the sum is always negative within

the region of applicability of the functional.

1
c2T

1
γ12−∆+ τ

2
in the Mellin amplitude we get 1

cT
term in the functional when we set γ12 = 0

and τ = 2∆ + O( 1
cT

). Therefore, sum of scalar exchanges considered in section 5.4 taken

as a non-perturbative Mellin amplitude does not satisfy Polyakov condition. This is not

surprising, since given a sum of scalar exchanges to order 1
cT

unitarity, which we use when

deriving the functional, dictates that it has to be supplemented by the 1
c2T

correction that

emerges due to anomalous dimension of double trace operators [59]. When evaluating the

functional to 1
cT

these two mix and produce 0 in the formula above. We do not have an

explanation why the sum of the two contributions above cancels. We provide more details

on this calculation in appendix J.

Next we consider a scalar minimally coupled to gravity. In this case we can use the

results of [60, 62] for the anomalous dimensions of double trace operators. One subtlety in

this case is that there is a contribution at J = 0, 2 which is non-analytic in spin. In this

case, (experimenting across d and d−2
2 < ∆ < 3

2
d−2

2 ) we find that

C2
Tµναd−2,2 +

∑
J>0

C2
[O,O]0,J

ατ[O,O]0,J
,J = −a(d,∆)

cT
+O

(
1

c2
T

)
, a(d,∆) > 0 . (6.14)

The results for d = 4 and d = 3 are presented on figure 15 and figure 16 correspondingly.

See appendix J for more details on this. Therefore, we conclude that the rest of the sum

in (6.4) must give

restUV =
∑

J,τ>2∆

C2
τ,Jατ,J =

a(d,∆)

cT
+O

(
1

c2
T

)
. (6.15)

It would be very interesting to understand what operators produce this contribution. Notice
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Figure 16. We consider a scalar minimally coupled to gravity in AdS4 or CFT3. We imagine that

the gravitational coupling is weak, or, equivalently, cT � 1. The α-functional (6.4) can be applied

to 1
2 < ∆ < 3

4 . We plot the sum given by (6.14). We find that the sum is always negative within

the region of applicability of the functional.

that any double-trace operator by itself contributes only O
(

1
c2T

)
. Thus, either we need some

(heavy) single-trace operators or infinite sums of double-traces can enhance to O
(

1
cT

)
.

6.4 Bounds on classical AdS EFT

Finally, let us consider a classical theory in AdS or equivalently a planar CFT correlator.

In this case Mellin amplitude is simply a meromorphic function polynomially bounded at

infinity according to (4.28). We can then consider the following simple dispersion integral

1

n!
∂nγ12

M(γ12, γ13) =

∮
dγ̃12

2πi

1

(γ̃12 − γ12)n+1
M(γ̃12, γ13) . (6.16)

We can next deform the contour. Assuming we can drop arches at infinity (which is possible

for large enough n) we get

1

n!
∂nγ12

M(γ12, γ13) = −
∫
dγ̃12Discγ̃12M(γ̃12, γ13)

(
1

(γ̃12 − γ12)n+1
+

(−1)n

(γ̃12 − γ14)n+1

)
,

Discγ12M(γ12, γ13) = −1

2

∑
τ,J,m

C2
τ,JQ

τ,d
J,m(γ13)δ

(
γ12 −

[
∆− τ

2
−m

])
, (6.17)

where we used crossing symmetry to combine the contribution of two channels. According

to our definition Disc[ 1
γ12

] = δ(γ12). The positivity property of Mack polynomials (4.12)

and (4.5) implies

Discγ12M(γ12, γ13) ≥ 0, γ13 ≤ 0 . (6.18)

From this it immediately follows that

∂2n
γ12
M

(
∆− γ13

2
, γ13

)
≥ 0, γ13 < min[0, τgap −∆] , (6.19)
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which is the AdS analog of the flat space result [63]. The condition γ13 < min[0, τgap −∆]

guarantees that (6.18) holds, as well as −
(

1
(γ̃12−γ12)2n+1 + 1

(γ̃12−γ14)2n+1

)
≥ 0 on the support

of Discγ12M(γ12, γ13) and for γ12 = γ14 = ∆−γ13

2 which appears in (6.19). These constraints

are mapped to bounds on the coefficients of higher derivative operators in AdS. Note also

that in a theory with a large gap we naturally get a suppression by 1
∆gap

for each derivative

in γ12 due to the fact that the integral in (6.17) starts from ∆gap.

Similarly, we can derive a bound on the local growth of the Mellin amplitude in the

upper half-plane [25, 26]. Let us fix γ13 ≤ min[0, τgap −∆] and define

M(z) ≡M
(

∆− γ13

2
+ z, γ13

)
(6.20)

Notice that crossing implies that M(z) = M(−z). Then we can write a dispersion relation

1

n!
∂nzM(z) =

∮
dz̃

2πi

1

(z̃ − z)n+1
M(z̃) . (6.21)

Using crossing we can write

1

n!
∂nzM(z) = (−1)n

1

n!
∂nzM(−z) =

∮
dz̃

2πi
M(z̃)

1

2

[
1

(z̃ − z)n+1
+

(−1)n

(z̃ + z)n+1

]
. (6.22)

In particular, for n = 1 we find

∂zM(z) =

∮
dz̃

2πi
M(z̃)

2zz̃

(z̃2 − z2)2
. (6.23)

Therefore we can blow up the contour to |z̃| → ∞ and drop the arcs at infinity as long as

M(z̃)/|z̃|2 → 0. This leads to

∂yM

(
∆−γ13

2
+iy,γ13

)
= 4y

∫
dγ̃12Discγ̃12M(γ̃12,γ13)

γ̃12−∆−γ13

2

(y2+(γ̃12−∆−γ13

2 )2)2
≥ 0. (6.24)

In addition,

y∂y log

[
∂yM

(
∆−γ13

2
+iy,γ13

)]
= 1−4

∫
dγ̃12Discγ̃12M(γ̃12,γ13)

(γ̃12−∆−γ13
2

)y2

(y2+(γ̃12−∆−γ13
2

)2)3∫
dγ̃12Discγ̃12M(γ̃12,γ13)

(γ̃12−∆−γ13
2

)

(y2+(γ̃12−∆−γ13
2

)2)2

,

(6.25)

where the last term can be thought of as an average 〈 y2

y2+(γ̃12−∆−γ13
2

)2
〉 with a positive

measure over γ̃12. Clearly this average must take values between 0 and 1. Therefore,

− 3 ≤ y∂y log

[
∂yM

(
∆− γ13

2
+ iy, γ13

)]
≤ 1 , (6.26)

which leads to the bounds −2 ≤ α ≤ 2 for the asymptotic behavior M ∼ (γ12)α. In writing

the formulas above we assumed that γ13 ≤ min[0, τgap −∆] and that the n = 1 sum rule

converges, i.e. that M(z̃)/|z̃|2 → 0 when |z| → ∞. Notice that this is not guaranteed by the
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Regge bounds (4.28). We can implement subtracted dispersion relations whose convergence

is guaranteed by (4.28) but these lead to weaker bounds than (6.26).

Note that a very similar reasoning was used in [64] to derive bounds on anomalous

dimensions of double trace operators in the planar N = 4 SYM. Here we simply note

that this reasoning can be generalized to arbitrary CFTs due to the underlying positivity

properties of Mack polynomials (4.12). It would be also interesting to use properties of

Mack polynomials to derive the analogs of [45].

6.5 Applications to N = 4 SYM

Mellin amplitudes of four-point functions of scalar half-BPS operators in N = 4 SYM [65–

72] were used in [13, 73] to study energy-energy correlators. In this section we will apply

the machinery of sections 2 and 3 to the four-point functions of scalar half-BPS operators

in N = 4 SYM. We argue that such correlators admit Mellin representation for any value

of N and of the t’Hooft coupling a, both in perturbation theory and for finite values of N

and a.

6.5.1 Review of Mellin amplitudes in N = 4 at weak and strong coupling

In this section we review Mellin amplitudes of the planar half-BPS correlator at one-loop

at weak coupling and at strong coupling following [13]. The precise four-point function

under consideration is 〈Õ(x1)Õ(x2)O†(x3)O(x4)〉, where

O(x) =
1√
c
Y IY Jtr

[
ΦIΦJ

]
, Y I = (1, 0, 1, 0, i, i),

and

Õ(x1) =
1√
c
2S′IJtr

[
ΦIΦJ

]
, Õ(x2) =

1√
c
2SIJtr

[
ΦIΦJ

]
,

S′ = diag(0, 0, 1,−1, 0, 0), S = diag(1,−1, 0, 0, 0, 0),

where c = (N2−1)
(2pi4)

.

The point of choosing such polarizations was to simplify the operator product expan-

sions. In particular, scalar half-BPS operators transform under the 20′ representation of

the R-symmetry group and 20′ × 20′ = 1 + 15 + 20′ + 84 + 105 + 175. For this choice of

polarizations, the OPE Õ × Õ only contains the 105 representation. On the contrary, the

other OPE’s can contain any representation.

It was found in [73] that at weak coupling

〈Õ(x1)Õ(x2)O†(x3)O(x4)〉= N2
c −1

8(2π)4

(
1

x4
14x

4
23

+
1

x4
13x

4
24

)
+
Fconn(u,v)

(x2
13x

2
24)2

,

=
5(N2

c −1)

32π8

A105(u,v)

x4
12x

4
34

, (6.27)

Fconn(u,v) =
1

2(2π)4

1

v
+

∫
C0

dγ12dγ14

(2πi)2
Γ(γ12)2Γ(γ14)2Γ(2−γ12−γ14)2M(γ12,γ14)u−γ12v−γ14 ,
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where a =
g2
YMNc
(4π)2 and Nc denotes the number of colors. A105(u, v) signifies the fact that

the only representation that appears in the OPE of Õ × Õ is 105. The Mellin amplitude

M(γ12, γ14) satisfies crossing relations

M(γ12, γ14) = M(γ12, γ13) , (6.28)

where γ12 + γ13 + γ14 = 2.

The leading order weak coupling result takes the form

M(γ12, γ14) = − a

4(2π)4

γ2
12

(γ14 − 1)2(γ13 − 1)2
+O(a2). (6.29)

Double poles at γ13, γ14 = 1 encode anomalous dimension of twist 2 operators.

At strong coupling, it was found in [73] that the correlation function has the same

form as (6.27), but now we have

M(γ12, γ14) = − 1

2(2π)4

γ2
12(1 + γ12)

(γ14 − 1)(γ13 − 1)
. (6.30)

Poles at γ13, γ14 = 1 encode exchanges of twist 2 operators with spin 0, 1, 2 that stay light

at strong coupling.

Notice that both Mellin amplitudes (6.29) and (6.30) have been written with the same

contour C0

C0 : Re(γ12) > −1, Re(γ14) > 1, Re(γ12 + γ14) < 1. (6.31)

Let us now apply our general analysis to the strong coupling correlator. To write down

the straight contour representation we should do subtractions of τ = 2 collinear blocks with

J = 0, 1, 2 in the γ13 and γ14 channel. In other words we consider

Fsub(u, v) = Fconn(u, v)−
2∑

J=0

C2
2,J

1

v

(
g

(0)
2,J(u) + g

(0)
2,J(

u

v
)
)
, (6.32)

where (−1)J in our definition (4.2) of g
(0)
2,J(u) is important since for non-identical operators

we have odd spin exchanges as well. We can then check that indeed the strong coupling

result takes the form

Fsub(u, v) =

∫
C

dγ12dγ14

(2πi)2
Γ(γ12)2Γ(γ14)2Γ(2− γ12 − γ14)2M(γ12, γ14)u−γ12v−γ14 , (6.33)

where the contour is given by (2.23)

C : 1 > Re(γ13),Re(γ14) > 0, 2 > Re(γ12) > 0 . (6.34)

Based on general arguments at finite coupling we expect to have the strip of holomorphy

C : 1 > Re(γ13),Re(γ14) > 2−
τ ′sub

2
, 2 > Re(γ12) > 2−

τ̃ ′sub

2
, (6.35)

where τ ′sub and τ̃ ′sub are the twist gaps above the twists of subtracted spins in the corre-

sponding OPE channels. At strong coupling τ ′sub = τ̃ ′sub = 4. At zero coupling τ ′sub = 2
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because higher spin currents become conserved. In the other channel we have at any

coupling τ̃ ′sub = 4 as follows from superconformal symmetry. At finite coupling we have

τ ′sub > 2 and therefore we have a finite strip to write down the Mellin representation.

The argument above was nonperturbative. What happens if we consider 1
N expansion

of the correlator at finite ’t Hooft coupling a? One might worry about the fact that

the Regge limit of the correlator becomes more singular at every order in 1
N expansion,

see [74, 75]. However, it is always true at any order in 1
N that the perturbative Mellin

amplitude M(γ12, γ14) is polynomially bounded at infinity. Similarly, by keeping the ’t

Hooft coupling a fixed we keep the anomalous dimension of higher spin currents finite and

therefore τ ′sub > 2 which is sufficient for the existence of the non-empty holomorphic strip.

Therefore 1
N expansion of correlators for a > 0 admit Mellin representation (6.33) as well.

Note, however, if we are to do perturbation theory in a or gYM then extra subtractions are

needed due the presence of the higher spin conserved currents in the spectrum.

As emphasized by Mack [5], Mellin amplitudes are very convenient to study analytic

continuations of the correlator (assuming the Mellin integral converges which we will es-

tablish in some cases below). Indeed, the analytic continuation under the integral is very

simple with the result for the Wightman function29

〈O1(x1) . . .On(xn)〉 =

∫
[dγij ]M(γij)

n∏
i<j

Γ(γij)

(x2
ij + iεx0

ij)
γij

. (6.36)

This was extensively used in perturbative computations of the energy-energy corre-

lators [13, 14, 73], as well as in the study of the Regge limit [37], and the bulk point

singularity [6]. It would be interesting to see if Mellin space could shed some light on the

OPE properties of the multi-point event shapes and the OPE of light-ray operators [76].

7 Mellin amplitudes in minimal models

In this section, we compute Mellin amplitudes in minimal models.30 Minimal models

were discovered in [77] and formulas for correlation functions were found in [78] and [79].

These theories provide a context where we can explicitly compute Mellin amplitudes in

interacting non-perturbative CFT’s. We will see that in minimal models any correlator of

scalar Virasoro primaries has a well defined Mellin amplitude. We will also check in several

examples that Mellin amplitudes only have the singularities (1.7) dictated by the OPE.

This section is structured as follows. In section 7.1, we briefly review the Coulomb gas

formalism of minimal models. The Coulomb gas technique is a way to determine corre-

lation functions that is very suitable for computing the associated Mellin amplitudes. In

section 7.2, we compute the Mellin amplitude of 〈Φ1,2OΦ1,2O〉, where Φ1,2 is a second-order

degenerate Virasoro primary and O is any Virasoro primary. This is a simple example of

a Mellin amplitude that serves as warmup for section 7.3, where we compute the Mellin

29We use mostly plus signature.
30By minimal models, we mean the 2d CFT’s with finite number of Virasoro primaries at c < 1 and with

diagonal partition function.
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amplitude of any correlation function of scalar Virasoro primaries. In section 7.4, we con-

sider the Mellin amplitude associated to 〈Φ1,3OΦ1,3O〉 and check that it is a meromorphic

function with poles at the locations given by the OPE. This is a non-trivial check that

Mellin amplitudes only have the OPE poles, since the Mellin amplitude of 〈Φ1,3OΦ1,3O〉
is given by 5 Mellin-Barnes integrals in our setup, so its pole structure is not apparent. In

section 7.5, we compute the bulk point limit of any correlator of Virasoro primaries in min-

imal models. It agrees with the expectations about the bulk point limit coming from [31].

Finally, in section 7.6, we exhibit examples of nonzero correlators with vanishing Mellin

amplitude. This phenomenon might seem puzzling, but we explain it more generally in

section 3.4.

Upon completion of our work, we learned about the paper [80], whose results overlap

with those of this section. To be precise, the idea of using Symanzik’s formula in conjunction

with the Coulomb gas formalism is already present in that paper. It also contains the

computation of the Mellin amplitudes of 〈Φ1,2OΦ1,2O〉 and 〈Φ1,3OΦ1,3O〉 and an analysis

of the respective pole structure (albeit with a different method). So, our sections 7.2

and 7.4 mostly reproduce results already contained in [80]. By contrast, the other results

we present in this section are new, to the best of our knowledge.31

7.1 The Coulomb gas formalism of minimal models

In this section, we review the Coulomb gas formalism of minimal models, following [82].

Our goal is just to state the formulas we will need, in order to compute Mellin amplitudes.

For a detailed review of this technique, see [78, 79, 82, 83].

The Coulomb gas formalism provides a representation of minimal models in terms

of the theory of a deformed scalar field. The idea is to associate Virasoro primaries in

minimal models with vertex operators in the deformed scalar field theory and thus compute

correlation functions in minimal models using the correlation functions of vertex operators

in the scalar theory.

To begin with, let us remind ourselves of basic facts about the theory of a massless

two dimensional scalar field φ. The action is

S =
1

4π

∫
d2x∂φ∂̄φ (7.1)

where we used complex coordinates ∂ = ∂z and ∂̄ = ∂z̄. The two point function is given by

〈φ(x)φ(x′)〉 = −2 log |x− x′|2 . (7.2)

Furthermore,

T (z) ≡ Tzz(z) = −1

4
: ∂φ∂φ :, (7.3)

from which it follows that 〈T (z)T (z′)〉 = 1/2
(z−z′)4 . Thus, the theory has central charge

c = 1. For each real number α we can define a vertex operator Vα ≡: eiαφ(x) :. From the

31In [81] Mellin amplitudes in minimal models are also studied, but from a different point of view. In

particular there it is proposed to define a Mellin amplitude as a transform of a chiral block, whereas we

define Mellin amplitudes as transforms of the full correlation function.
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OPE of Vα with T (z), we conclude that Vα is a scalar Virasoro primary, of dimension 2α2.

Correlation functions of vertex operators are given by

〈Vα1(x1) . . . Vαn(xn)〉 =
∏
i<j

|xi − xj |4αiαj , (7.4)

if
∑n

i=1 αi = 0, otherwise the correlation function vanishes.

Now imagine adding to the theory a background charge −2α0, where α0 is a real

number that we can pick. More precisely, correlations functions in the deformed theory

are defined by

〈Vα1(x1) . . . Vαn(xn)〉−2α0 = lim
xn+1→∞

|xn+1|16α2
0〈Vα1(x1) . . . Vαn(xn)V−2α0(xn+1)〉 (7.5)

=
∏
i<j

|xi − xj |4αiαj ,

if
∑n

i=1 αi = 2α0, otherwise the correlation function vanishes. Vα is still a scalar Virasoro

primary, but now with conformal dimension

∆(α) = 2α2 − 4α0α. (7.6)

This means that the stress tensor also changed. In fact, the stress energy tensor is

T (z) = −1

4
: ∂φ∂φ : +iα0∂

2φ. (7.7)

As explained in [82], this follows from changing the boundary conditions we impose on φ

in the derivation of Noether’s theorem. We now have that 〈T (z)T (z′)〉 =
1−24α2

0
2(z−z′)4 , so the

deformed theory has central charge

c = 1− 24α2
0. (7.8)

Formula (7.5) is still too simple to represent correlation functions in minimal models.

So, besides introducing a background charge, we still need to modify the free field theory

further. We notice that equation (7.6) allows for the existence of vertex operators of

dimension 2, which we denote by V+ and V−. The corresponding α’s obey

α+ + α− = 2α0 , α+α− = −1. (7.9)

We modify action (7.1) by introducing interacting terms

S =
1

4π

∫
d2x∂φ∂̄φ−

∫
d2x (V−(x) + V+(x)) . (7.10)

We will use theory (7.10) defined with a background charge −2α0 to represent minimal

models. In the theory (7.10), correlation functions of vertex operators are given by

〈Vα1(x1) . . . Vαn(xn)〉 =
1

l!k!

l∏
j=1

∫
d2wj

k∏
i=1

d2yi (7.11)

〈Vα1(x1) . . . Vαn(xn)V−(y1) . . . V−(yl)V+(w1) . . . V+(wk)〉−2α0 ,

– 53 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

if we can find non-negative integers l and k such that
∑n

i=1 αi = 2α0−lα−−kα+. Otherwise,

the correlation function is equal to 0. In the second line of (7.11) we can use (7.5).

Given a minimal model at central charge c, we associate to it a scalar field theory with

background charge according to (7.8) and to the Virasoro primaries in that theory, we

associate vertex operators according to (7.6), by matching the respective conformal dimen-

sions. Since equation (7.6) is quadratic in α, to the same Virasoro primary of dimension ∆,

we can associate two vertex operators Vα and V2α0−α. In minimal models, both the central

charge and the dimensions of operators are discretized. For the minimal model M(p, q)

(with p > q), we have

α2
+ =

q

p
. (7.12)

This fixes the central charge according to (7.8) and (7.9). Minimal models are composed

of Virasoro primaries Φm,n that are degenerate, in the sense that they have (null) descen-

dants that are themselves Virasoro primaries. The Virasoro primaries Φm,n have conformal

dimension given by (7.6), with

αm,n =
1−m

2
α− +

1− n
2

α+, (7.13)

where 1 ≤ m ≤ p− 1 and 1 ≤ n ≤ q − 1. Correlation functions of Virasoro primaries in a

minimal model can then be computed using the vertex operator representation

Φm,n(x) =
1

Nm,n
Vαm,n(x) = Nm,nV2α0−αm,n(x) , (7.14)

where Nm,n is a normalization constant given in equation (A.33) in appendix A.4. Notice

that the representations in terms of Vαm,n and V2α0−αm,n are equivalent but in a given

correlation function one choice will typically lead to simpler computations. For example,

the two-point function is trivial to compute as follows

〈Φm,n(x)Φm,n(y)〉 = 〈Vαm,n(x)V2α0−αm,n(y)〉 =
1

|x− y|2∆(αm,n)
. (7.15)

On the other hand, the non-trivial computation (see [79])

〈Φm,n(x)Φm,n(y)〉 =
1

N2
m,n

〈Vαm,n(x)Vαm,n(y)〉 =
1

|x− y|2∆(αm,n)
, (7.16)

determines the normalization constant Nm,n.

7.2 Example: the 〈Φ1,2OΦ1,2O〉 correlator

We consider the four point function 〈Φ1,2OΦ1,2O〉, where Φ1,2 is a second order degenerate

Virasoro primary, O is an arbitrary Virasoro primary Φm,n and we consider such a correlator

for general central charge.32 The point of considering such a correlator is that it has a simple

Mellin amplitude. We will see that its pole structure is dictated by the operator product

expansion.

32For the Yang-Lee and the Ising model, the Mellin amplitude of 〈Φ1,2Φ1,2Φ1,2Φ1,2〉 was computed in [35].
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We associate each Virasoro primary to vertex operators in the following way:

Φ1,2 →
1

N1,2
Vα1,2 , O → 1

Nm,n
Vα, Φ1,2 →

1

N1,2
Vα1,2 , O → Nm,nV2α0−α, (7.17)

where α = αm,n. With these choices, we only need to insert one positive screening charge

to compute the correlator

〈Φ1,2OΦ1,2O〉 =
1

N2
1,2

4∏
i<j

|xi − xj |4αiαj
∫
d2w

4∏
k=1

|xi − w|4αiα+ . (7.18)

We would like to compute the Mellin amplitude of the correlator (7.18). In our work,

the following formula due to Symanzik (see [11]) will prove very useful:

1

π
d
2

∫
ddu

n∏
i=1

Γ(yi)

|xi − u|2yi
=
∏
i<j

∫
[dγij ]Γ(γij)|xi − xj |−2γij , (7.19)

where the Mellin integral is constrained to
∑

j 6=i γij = yi and the formula is only valid if∑
i yi = d.33 Since 4(

∑4
i=1 αi)α+ = 4α−α+ = −4, then we can apply (7.19) in (7.18).

Further doing a change of variables, we get

〈Φ1,2(x1)O(x2)Φ1,2(x3)O(x4)〉 = C0

∏
i<j

∫
[dγij ]Γ(γij + 2αiαj)|xi − xj |−2γij . (7.21)

The Mellin constraints are
∑

j 6=i γij = 2α2
i −4αiα0 = ∆(αi), which indeed is the dimension

of the operator inserted at the position xi. We associate an αi to each operator according

to (7.17). C0 is a constant given by

C0 =
π

N2
1,2

∏n
i=1 Γ(−2αiα+)

=
Γ
(
2− 2α2

+

)
Γ2
(
1− α2

+

)
Γ
(
2α2

+ − 1
)

Γ(−2αα+)Γ
(
2− 2α2

+ + 2αα+

) .
(7.22)

33Formula (7.19) was derived in [11] under the additional assumptions 0 < Re(yi) <
d
2
. The condition

Re(yi) <
d
2

ensures that the integral (7.19) converges when u → yi. The condition Re(yi) > 0 enables us

to use the formula
Γ(yi)

|xi − u|2yi
=

∫ ∞
0

dσi
σi
σyii e

−σi|xi−u|2 (7.20)

which is used in deducing (7.19). If Re(yi) > 0, then the r.h.s. of (7.20) converges. The assumptions

0 < Re(yi) <
d
2

ensure that on the r.h.s. of (7.19) the contour of the Mellin variables γij can be straight and

parallel to the imaginary axis. In this paper, we will use formula (7.19) in contexts where the assumptions

0 < Re(yi) <
d
2

are not met. In that case, we can think of the r.h.s. of (7.19) as an analytic continuation in

yi of its l.h.s. . Indeed, consider the integral on the r.h.s. of (7.19) and suppose we start shifting continuously

the positions of the poles. At some point, it is no longer possible to use a straight contour and so the contour

should bend in order to account for this. Notice that even with a bent contour the integral the r.h.s. is

perfectly well defined, since it has the same asymptotics when γij → i∞ as before.
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From (7.21) we can read off the Mellin amplitude

M̂(γ12,γ14) =C0Γ

(
γ13−

2∆(α1,2)−∆(α1,1)

2

)
Γ

(
γ13−

2∆(α1,2)−∆(α1,3)

2

)
(7.23)

Γ

(
γ12−

∆(α1,2)+∆(α)−∆(α− 1
2α+)

2

)
Γ

(
γ12−

∆(α1,2)+∆(α)−∆(α+ 1
2α+)

2

)
Γ

(
γ14−

∆(α1,2)+∆(α)−∆(α− 1
2α+)

2

)
Γ

(
γ14−

∆(α1,2)+∆(α)−∆(α+ 1
2α+)

2

)
,

where γ12 + γ13 + γ14 = ∆(α1,2). We conclude that the Mellin amplitude is a meromorphic

function. The position of its simple poles is dictated by the OPE as in (1.7). To see

that, recall that the OPE of an arbitrary Virasoro primary Φm,n with Φ1,2 only contains 2

Virasoro primaries,

Φ1,2 × Φm,n = Φm,n+1 + Φm,n−1 . (7.24)

Each Γ-function in (7.23) encodes the poles associated to each Virasoro primary exchanged

in a given channel. In appendix A.2, we compare the Mellin representation of this four-

point function with its expansion in Virasoro conformal blocks. In particular, we check that

the overall normalization is correct by matching the contribution of the identity block.

The correlator 〈φ2,1Oφ2,1O〉 can be similarly analysed. In the Coulomb gas formalism,

we now insert a negative screening charge instead of a positive one. An expression analogous

to (7.21) holds for the correlator, with

C0 =
Γ(2− 2

α2
+

)

Γ2(1− 1
α2

+
)Γ(−1 + 2

α2
+

)Γ(2− 2
α2

+
− 2 α

α+
)Γ( 2α

α+
)
. (7.25)

The correlator 〈Φ1,2OΦ1,2O〉 obeys a BPZ differential equation, in virtue of the fact

that Φ1,2 is a degenerate operator. This implies that the Mellin amplitude (7.23) obeys a

recursion relation. We confirm this in appendix A.1.

Consider now the more general correlator 〈Φ1,2O2O3O4〉, where O2, O3 and O4 are

arbitrary Virasoro scalar primaries. Given expression (7.23), it is simple to guess a Mellin

amplitude M(γ12, γ14) for this correlator:

M̂(γ12,γ14) =C0× (7.26)

×
4∏
j=2

Γ

(
γ1j−

∆(α1,2)+∆(αj)−∆(αj− 1
2α+)

2

)
Γ

(
γ1j−

∆(α1,2)+∆(αj)−∆(αj+
1
2α+)

2

)

where γ13 + γ12 + γ14 = ∆(α1,2) and α2, α3 and α4 can be computed from the conformal

dimensions of O2, O3 and O4. We confirm this guess in appendix A.1, where we check

that the correlator 〈Φ1,2O2O3O4〉 defined with the Mellin amplitude (7.26) obeys the ap-

propriate BPZ differential equation. A formula for C0 can be found in appendix A.3, see

formula (A.30).
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7.3 Mellin amplitude of any correlation function

In this section, we write the Mellin amplitude of a general n point correlator in minimal

models. Our procedure to do so will be a generalisation of the computation in section 7.2.

The key ingredients are the Coulomb gas formalism and Symanzik formula (7.19).

Consider then a general n point correlator 〈Φ1(x1) . . .Φn(xn)〉. To each operator Φi, we

associate a vertex operator: Φi → 1
Ni
Vαi . We will assume that all operators are degenerate,

i.e. each αi is of the form (7.13) as it is the case in minimal models.34 In the Coulomb

gas formalism suppose we need to insert p1 positive screening charges and q1 negative

screening charges to compute 〈Vα1(x1) . . . Vαn(xn)〉. Then, this correlator has a Mellin

representation (1.2), with Mellin amplitude given by

M̂(γij) = C0

∫ z−1∏
r=1

 n+r∏
kr<lr

[
dξrkr,lr

]
Γ(ξrkr,lr)

n+r−1∏
sr=1

1

Γ
(
−2αsrαn+r +

∑z−1
v=r ξ

v
sr,n+r

)
 (7.27)

×
n∏
i<j

Γ

(
γij −

z−1∑
r=1

ξrij + 2αiαj

)
,

where αn+1 = . . . = αn+p1 = α+ and αn+p1+1 = . . . = αn+p1+q1 = α− and z = p1 + q1 is

the total number of screening charges.35 The measure is constrained by

n+r∑
j=1
j 6=i

ξrij = −2αiαn+r+1 +

z−1∑
s=r+1

ξsi,n+r+1 , i = 1, 2, . . . , n+ r, (7.28)

for r = 1, . . . , z − 1. The constant C0 can be determined from the normalisations,

C0 =
πz∏n

i=1Ni
∏n+z−1
j=1 Γ(−2αjαn+z)

. (7.29)

Formula (7.27) can be deduced by iteratively applying (7.19). We show how to do this

for the case in which we insert two screening charges in appendix A.5. The complexity

of (7.27) grows very quickly with the total number z of screening charges.36 Nevertheless,

this explicit Mellin-Barnes representation is useful to derive several general properties of

the Mellin amplitude.

34Here, we have used the shorter notation Φi ≡ Φmi,ni and Ni ≡ Nmi,ni .
35We assumed p ≥ 1.
36Namely, it involves

z−1∑
r=1

(n+ r)(n+ r − 3)

2
= (z − 1)

3n(n+ z − 3) + z(z − 5)

6

integrals of an integrand with

z−1∑
r=1

[
(n+ r)(n+ r − 1)

2
+ (n+ r − 1)

]
+
n(n− 1)

2
=
z3 + 3nz(n+ z)− 6n− 7z + 6

6

Γ-functions.
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Formula (7.27) is correct in every CFT for which the Coulomb gas technique of com-

puting correlation functions applies. This is the case in diagonal minimal models (whether

they are unitary or not). There are other CFT’s that can be viewed as limits of minimal

models, like generalised minimal models and Liouville theory (see [84] and [85]).37 So,

perhaps formula (7.27) can be useful in that context. See also [86] and [87] for attempts to

generalise the Coulomb gas formalism to higher dimensions. Identities of Dotsenko-Fateev

integrals were used in [88] and [89] to derive properties of 3d supersymmetric theories, so

maybe our formulas can be useful in that context.

7.4 Analyticity of Mellin amplitudes

We conjecture that the Mellin amplitudes in 2D minimal models are meromorphic functions

with only poles at the locations predicted by the OPE as in (1.7). Meromorphicity follows

from the Mellin-Barnes representation (7.27). However, we were not able to show in that

the only singularities are the ones predicted by the OPE. In this section, we check this

statement for a class of correlators in minimal models.

We consider the correlation function 〈Φ1,3OΦ1,3O〉, where O is an arbitrary Virasoro

primary. This correlation function can be computed in the Coulomb gas formalism by the

prescription

Φ1,3 →
1

N1,3
Vα1,3 , O → 1

Nm,n
Vα, Φ1,3 →

1

N1,3
Vα1,3 , O → Nm,nV2α0−α,

(7.30)

with α = αm,n and inserting two positive screening charges.

Its Mellin amplitude can be obtained fom the general formulas (7.27) and (7.29). We

can write the Mellin amplitude in the form

M̂(γ12,γ14) =C0

∫
[dξ12]

∫
[dξ15]

∫
[dξ24]

∫
[dξ34]

∫
[dξ35]Γ(ξ12)Γ(ξ15) (7.31)

Γ(−2αα++γ12−ξ12)Γ(ξ24)Γ(ξ15−ξ24−ξ34+1)Γ
(
−2α2

++2αα++γ12−ξ34+2
)

Γ(ξ34)Γ(−2αα+−ξ12−ξ15+ξ34−1)Γ(−2αα++γ14−ξ15+ξ24+ξ34−1)

Γ
(
−2α2

++2αα++γ14+ξ12+ξ24−ξ35+1
)

Γ
(
2α2

+−ξ15+ξ24−ξ35−1
)

Γ
(
ξ12−ξ34−ξ35+2αα+−2α2

++1
)

Γ(ξ35)Γ(−ξ12−ξ24+ξ35+1)

Γ
(
−γ12−γ14+ξ15−ξ24+ξ35+4α2

+−1
)

Γ
(
2α2

++ξ15

)
Γ(−4αα+−ξ12−ξ15+ξ34−1)

Γ(−γ12−γ14−ξ24)

Γ
(
2α2

++ξ35

)
Γ
(
−4α2

++4αα++ξ12−ξ34−ξ35+3
) .

The above formula is a complicated integral that the reader should not read carefully. Our

point is just to consider an application of formula (7.27). In the rest of this section, we

will check that (7.31) only gives rise to singularities at the locations (1.7) predicted by

the OPE.

37We thank Sylvain Ribault for discussions on this.
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In the OPE of Φ13 and Φα, there are three Virasoro primaries exchanged:

Φ1,3 × Φα = Φα+α+ + Φα + Φα−α+ . (7.32)

Each Virasoro family contains many global primaries, whose twists differ by even integers.

So, we expect the Mellin amplitude to have 9 sequences of poles: 3 sequences of poles in

γ12, another 3 in γ14 and another 3 in γ13.

Let us now outline how we obtained the singularity structure of (7.31). We used the

technique introduced in [9] to compute the singularities of Mellin-Barnes integrals. The

reader interested in understanding this technique can read appendix C of that paper. In the

next sentences, we briefly describe the method. Suppose we have a multiple Mellin-Barnes

integral and we ask what are its singularities. Given just one Mellin-Barnes integral, it

diverges whenever its contour gets pinched by two poles of the integrand.

When we have multiple integrals, we must take a more global perspective. Let us

illustrate this with an example taken from [9]. Consider the integral∫
dxdy

(2πi)2
Γ(a1 + x)Γ(a2 − x)Γ(b1 + x− y)Γ(b2 − x+ y)Γ(c1 + y)Γ(c2 − y). (7.33)

We might expect to obtain its singularities in the following manner. Suppose we first

integrate in x and later in y. For a single Melin-Barnes integral, we know how to predict

its singularities. So, we might expect to determine the singularities of a multiple Mellin

Barnes integral by applying the one dimensional technique in succession. It turns out that

if we do that we end up with a lot of fake poles.

In this example, let us list the poles that we would obtain by iteratively applying the

one dimensional technique. We can integrate first in x and later in y, or vice versa. The

set of singularities thus obtained is:

Γ{1,2}(a1 + a2),Γ{3,4}(b1 + b2),Γ{5,6}(c1 + c2),Γ{1,4,6}(a1 + b2 + c2),Γ{2,3,5}(a2 + b1 + c1)

Γ{1,2,3,4}(a1 + a2 + b1 + b2),Γ{1,2,5,6}(a1 + a2 + c1 + c2),Γ{3,4,5,6}(b1 + b2 + c1 + c2),

Γ{1,2,3,4,5,6}(a1 + a2 + b1 + b2 + c1 + c2). (7.34)

Here, the use of the Γ function is symbolic. We just mean that the integral is singular

whenever the argument of the Γ functions above is a nonpositive integer. We use a subscript

to denote the position of the poles that gave rise to the singularity in the original integrand.

For example, Γ{1,2}(a1 + a2) came from the collision of Γ(a1 + x) and Γ(a2 − x).

Consider the Γ functions in (7.34). We will say that the poles coming from a certain

Γ function are composite whenever the corresponding subscript contains as a subset the

subscript of another Γ function in (7.34). The poles from Γ{1,2,3,4}, Γ{1,2,5,6}, Γ{3,4,5,6} and

Γ{1,2,3,4,5,6} are composite. The rest of the poles are non composite.

All composite poles are fake. This is a very important statement that allows to generate

a fast algorithm to determine the real poles in a multiple Mellin-Barnes integral. [9] contains

some general arguments in favour of this statement, although it is not clear to the present

authors that we can conclude from them that such a statement is rigorously proved. Sill,

to the best of our knowledge the algorithm of [9] works in every example.
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With this technique, we predict the Mellin amplitude to have singularities whenever

any of the following expressions is equal to 0:

{γ12 + 2αα+ − 2α2
+ + 2, γ13 − 4α2

+ + 2, γ14 + 2αα+ − 2α2
+ + 2,

γ12 − 2α2
+ + 1, γ13 − 2α2

+ + 1, γ14 − 2α2
+ + 1,

γ12 − 2αα+, γ13 + 2α2
+, γ14 − 2αα+}, (7.35)

with γ13 = −γ12 − γ14 + 4α2
+ − 2. This precisely matches the expectations from (7.32). In

particular, the first three poles correspond to the exchange of Φα+α+ , the next three to the

exchange of Φα and the final three poles to the exchange of Φα−α+ .

7.5 The bulk point limit

Correlation functions in Lorentzian signature can have divergences due to the existence

of a point that is null separated from the points where we insert the external operators

(see [31]).

Such singularities can arise from pertubation theory in the boundary or from Landau

diagrams in the bulk. In a fully nonperturbative CFT those singularities are expected to

be absent. This was proven in d = 2 in [31].

We will show that the divergence in the bulk point limit is controlled by the limit of

large Mellin variables of the Mellin amplitude. For simplicity we will consider the case of

a four point function of equal primaries of conformal dimension ∆.

We have already shown in section 2 that the Mellin amplitude is polynomially bounded

at infinity. Consider the limit where γ12 = βs, γ14 = (1 − β)s, where β ∈ [0, 1] and we

take s very large. Suppose that in that limit the Mellin amplitude M(γ12 = βs, γ14 =

(1 − β)s) ∼ sb. Suppose also that the four point function diverges in the bulk point limit

like 1
(z−z̄)2a when z → z̄. In the next subsection we will demonstrate the formula

a = −1 + 2∆ + b. (7.36)

Even if the correlation function is regular in the bulk point limit this still constrains

the power with which the Mellin amplitude can grow. We carry out this analysis for the

case of minimal models.

7.5.1 Relating the behaviour of the Mellin amplitude for large Mellin variables

and the bulk point limit

Let us start by briefly reminding the reader about the bulk point limit with an example

taken from [31]. Consider the following configuration of four point points in d ≥ 3,38 see

figure 17:

x1 = (−t, 0, 1,~0), x2 = (t, 1, 0,~0), x3 = (−t, 0,−1,~0), x4 = (t,−1, 0,~0). (7.37)

38The above configuration is an example of a Landau diagram. In d = 2 there are no boundary Landau

diagrams. However, there are bulk diagrams. It was shown in [31] that in d = 2 for the full nonperturbative

theory there are no singularities except for the lightcone singularities.
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Figure 17. Example of a boundary Landau diagram.

We employ the iε prescription t = t̃−iε, where t̃ ∈ [0, 1]. When t̃ = 0 this configuration

is Euclidean, but when t̃ = 1 the point (0, 0, 0,~0) is null separated from the external points.

This signals a divergence in the correlation function.

The cross ratios u and v are given by

u =
(−(2t)2 + 2)2

16
, v =

(−(2t)2 + 2)2

16
. (7.38)

When we vary t̃ from 0 to 1 the cross ratios u and v circle around the origin in the complex

plane.

Let us see how the Mellin representation of the correlation function changes as we vary

t̃ from 0 to 1. We write

〈OOOO〉 =
f(u, v)

x2∆
13 x

2∆
24

, (7.39)

where

f(u,v) =

∫
dγ12

2πi

∫
dγ14

2πi
M(γ12,γ14)Γ(γ12)2Γ(γ14)2Γ(∆−γ12−γ14)2u−γ12v−γ14 (7.40)

→
∫
dγ12

2πi

∫
dγ14

2πi
M(γ12,γ14)Γ(γ12)2Γ(γ14)2Γ(∆−γ12−γ14)2u−γ12v−γ14e−2πiγ12e−2πiγ14 .

(7.41)

Notice that the factors e−2πiγ12e−2πiγ14 grow exponentially in certain directions at infinity

and cancel the exponential decay of the Γ functions in the prefactor.

Let us suppose that 〈OOOO〉 diverges in the bulk point limit and let us see how this

comes about from (7.41). Such a divergence can only come from the region where both γ12

and γ14 have a very big positive imaginary part. We basically follow section (3.1) of [6].

Let us analyse the integral (7.41) in that region. Let us write γ12 = α12 + im1 and

γ14 = α14 + im2, where m1,m2 � 1. α12 and α14 depend on the contour that we pick

and we consider them arbitrary. Let us write furthermore m1 = βs, m2 = (1 − β)s,

where β ∈ [0, 1] and s� 1. We can use Stirling’s formula to approximate the Γ functions

in (7.41). Furthermore we assume that the Mellin amplitude goes like g(β)sb for large s,

where g(β) is a function that we do not know and b is a power that will control the bulk
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point limit divergence. In this regime, the integral (7.41) can be written as∫ ∞
s0

ds

s

∫ 1

0
dβg(β)s−1+2∆+b(−8i)e−iπ∆π3u−α12−isβv−α14−is(1−β) (7.42)

(1− β)−1+2α14−2is(−1+β)β−1+2α12+2isβ ,

where we take s0 very large.

The integrand goes like exp
(
− is

(
β log(u) + (1 − β) log(v) − 2(1 − β) log(1 − β) −

2β log(β)
))

. The integral in β is dominated by the saddle point βs =
√
u√

u+
√
v
. At the saddle

point the previous exponential becomes e2is log(
√
u+
√
v). The integral can only diverge when√

u +
√
v = 1. This happens precisely at the bulk point limit. Indeed, we have that

log(
√
u +
√
v) ≈ − (z−z̄)2

16(1−z̄)z̄ when z → z̄ and 0 ≤ z ≤ 1, 0 ≤ z̄ ≤ 1. So, expression (7.42)

becomes ∫ ∞
s0

ds

s
g(βs)s

−1+2∆+b 1√
−is

(−4
√

2i)e−iπ∆π
7
2u−α12v−α14 (7.43)

(1− β)−1+2α14β−1+2α12e
is

(z−z̄)2
8(1−z̄)z̄

Equation (7.43) enables us to relate the rate of divergence of the correlator with the poly-

nomial grow of the Mellin amplitude:

M(sγij) ∼ sb =⇒ f(u, v) ∼ 1

(z − z̄)−3+4∆+2b
(7.44)

Let us consider the case in which the correlation function does not diverge in the bulk

point limit. The previous analysis gives us the bound b < 3
2 − 2∆. Furthermore it is

reasonable to assume that also the derivatives with respect to z of the correlation function

should be analytic at the bulk point. Thus, let us assume that the correlation function is

regular in z − z̄. Then b can only take the values b = 3
2 − 2∆ − n

2 where n is a positive

integer. Indeed if it were not to take such values this would generate a divergence in some

derivative of the correlation function. A similar but more general analysis in general d was

recently performed in [90] with similar conclusions (which are identical in d = 2). It would

be interesting to establish analyticity of the bulk point locus in higher d rigorously. It

would be also interesting to understand further implications of the bulk point analyticity

for the high energy limit of the flat space scattering amplitudes.

7.5.2 The bulk point limit in minimal models

In minimal models we expect no divergence in the bulk point limit. As we saw in the

last section this constrains the Mellin amplitude of a four point function of equal scalar

primaries to behave like M(γ12 = βs, γ14 = (1 − β)s) ∼ s1−2∆−n
2 where n is a positive

integer. In this subsection we will use our general formula (7.27) to confirm this prediction.

The general formula (7.27) drastically simplifies in the limit of large Mellin variables

γij → i∞. Let us divide (7.27) by
∏
i<j Γ(γij). We can use Stirling’s approximation to get

Γ(γij −
∑z−1

r=1 ξ
r
ij + 2αiαj)

Γ(γij)
= γ

−
∑z−1
r=1 ξ

r
ij+2αiαj

ij

[
1 +O(γ−1

ij )
]
. (7.45)
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If we consider the case where all Mellin variables are proportional to some parameter s that

is much bigger than any number in our system, then the Mellin amplitude is proportional to

s−
∑z−1
r=1

∑n
i<j ξ

r
ij+2

∑n
i<j αiαj . (7.46)

The sum in the exponent of (7.46) simplifies drastically due to the measures (7.28) and

in fact does not depend on the integration variables ξij . We do this sum in appendix A.6

and obtain that the Mellin amplitude grows with

s1− 1
2

∑
i ∆i , (7.47)

for a general n point function of scalar Virasoro primaries in minimal models with conformal

dimensions ∆i. For the case of a four point function of equal scalar primaries we find s1−2∆

in agreement with what we predicted in the preceding subsection.

7.6 Correlation functions with vanishing Mellin amplitude

In this section, we provide examples of non zero correlation functions with vanishing Mellin

amplitudes. This phenomenon might seem paradoxical, but is in fact entirely reasonable.

An explanation of this can be found in section 2, where we explain how to construct Mellin

amplitudes in general CFT’s. It follows from that construction that there is no problem

with having a Mellin amplitude that vanishes, even if the correlation function does not.39

In this section, we limit ourselves to giving a few simple examples of this.

One such example is the correlator 〈σεσε〉 in the 2d Ising model.

〈σ(x1)ε(x2)σ(x3)ε(x4)〉 =
1

x
1
4
13x

2
24

u+ v − 1
2

2
√
u
√
v
. (7.48)

In the 2d Ising model, the operator σ is a second order degenerate Virasoro primary Φ1,2,

whereas ε is Φ1,3. The 2d Ising model is a minimal model at central charge c = 1
2 . We

will consider the Mellin amplitude of 〈Φ1,2Φ1,3Φ1,2Φ1,3〉 at general central charge and then

take the limit c→ 1
2 to see that it vanishes.

From formulas (7.13), (7.23) and (7.22) it follows that

〈Φ1,2Φ1,3Φ1,2Φ1,3〉 =
1

|x1 − x3|−2+3α2
+

1

|x2 − x4|−4+8α2
+

f(u, v), (7.49)

f(u, v) =

∫
dγ12

2πi

dγ14

2πi
M(γ12, γ14)u−γ12v−γ14 , (7.50)

M(γ12, γ14) =
Γ
(
2− 2α2

+

)
Γ
(
2α2

+

)
Γ
(
2− 4α2

+

)
Γ
(
1− α2

+

)2
Γ
(
2α2

+ − 1
) (7.51)

Γ
(
−2α2

+ + γ12 + 1
)

Γ
(
α2

+ + γ12

)
Γ
(
−2α2

+ + γ14 + 1
)

Γ
(
α2

+ + γ14

)
Γ(−γ12 − γ14)Γ

(
2α2

+ − γ12 − γ14 − 1
)
,

where we remind that α+ is related to the central charge according to c = 1−6(α+− 1
α+

)2.

39[10] and [91] already suggest this, but in section 2 we provide a definition of the Mellin amplitude,

which in our opinion settles this issue.
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In the limit α2
+ → 3

4 , expression (7.49) should turn into (7.48). Notice that in that

limit the Mellin amplitude M(γ12, γ14) goes to 0, thanks to the factor Γ(2 − 4α2
+) in

the denominator. But we will see that the contour gets pinched, which usually signals a

divergence of the Mellin integral. But since the integrand is also going to 0, the net result

is a finite quantity, expression (7.48).

Let us see how this comes about explicitly. For the moment, we will consider α2
+

generic and later take the limit α2
+ → 3

4 . For sufficiently small u, we can evaluate the inte-

gral by deforming the γ12 contour in (7.50) to the left. Consider the contribution coming

from the poles originating from Γ
(
−2α2

+ + γ12 + 1
)
. We conclude that f(u, v) contains the

following terms

∞∑
n=0

(−1)nu1+n−2α2
+Γ
(
2− 2α2

+

)
Γ
(
3α2

+ − n− 1
)

Γ(n+ 1)Γ
(
2α2

+

)
Γ
(
2− 4α2

+

)
Γ
(
1− α2

+

)2
Γ
(
2α2

+ − 1
) (7.52)∫

[dγ14]Γ
(
−2α2

+ + γ14 + 1
)

Γ
(
α2

+ + γ14

)
Γ(n− γ14)Γ

(
−2α2

+ − γ14 + n+ 1
)
v−γ14

Consider the product Γ(−2α2
+ + γ14 + 1)Γ(−2α2

+ − γ14 + n + 1). The factor Γ(−2α2
+ +

γ14 + 1) gives rise a sequence of poles to the left, whereas Γ(−2α2
+ − γ14 + n + 1) gives

rise to a sequence of poles to the right. In the limit α2
+ → 3

4 , the product becomes

Γ
(
−γ14 + n− 1

2

)
Γ
(
γ14 − 1

2

)
. For n = 0 and n = 1, the two sequences collide. In that

case, the contour in (7.52) gets pinched, which compensates for the divergent Γ
(
2− 4α2

+

)
appearing in the denominator.

In order to actually evaluate (7.52) in the limit α2
+ → 3

4 , we proceed in the following

way. For general α2
+, we deform the contour to the left in γ14, thus obtaining a double

power series expansion in u and v. The coefficients multiplying each term depend on

α2
+. When we take the limit α2

+ → 3
4 , all coefficients vanish but three of them, precisely

matching (7.48).40

8 Discussion

Let us briefly summarize our findings, review assumptions and discuss open problems and

further directions.

8.1 Summary of results

In this paper we discussed a four-point function of identical scalar primary operators in a

CFT and clarified several aspects of Mellin amplitudes. From our discussion the following

general picture emerged:

• Connected correlators of light operators in a general CFT admit the Mellin represen-

tation (2.24), (2.23) with simple subtraction terms given by (2.20). Two important

properties went into establishing this claim. Analyticity and polynomial boundedness

in a sectorial domain ΘCFT (2.13), (2.22). While analyticity can be easily established

40The occurrence of a vanishing Mellin amplitude for a non zero correlation function is not an isolated

phenomenon. An infinite class of examples are correlators of type 〈Φ12Φn1Φ12Φn1〉.
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using unitarity and OPE, see appendix F, polynomial boundedness is more complicated.

Indeed, as we explained in the main text, establishing the required polynomial bound-

edness amounts to proving new bounds on the double light-cone limit u, v → 0 of the

correlator. We presented our best arguments for this claim in appendix G, but we do

not have a proof.

• Analyticity in a sectorial domain ΘCFT of the four-point function implies that the Mellin

transform of the correlator decays exponentially fast in imaginary directions (2.29). The

standard Γ-functions pre-factor in (1.2) correctly captures analytic properties of the phys-

ical correlator (2.29) making the Mellin amplitude M(γ12, γ14) polynomially bounded.

• Mellin amplitude M(γ12, γ14) has only simple pole singularities. The positions of the

poles are given by the twist spectrum of the theory (4.3). Due to the presence of the

twist accumulation points in every CFT, the nonperturbative Mellin amplitude has an

infinite number of pole accumulation points whose position is known, see section 3.3.

This claim, which we can think of as Maximal Mellin Analyticity is a conjecture. Estab-

lishing it is closely related to the double light-cone limit issue mentioned above but goes

beyond that. In appendix D, we proved part of this analyticity and suggested a strategy

to finish the proof. We leave this exploration for the future.

• The residues of the Mellin amplitude are fixed by the OPE and are given by known Mack

polynomials times the square of the corresponding three-point functions, see section 4.1.

We describe some basic properties of Mack polynomials in section 4.2. Mack polynomi-

als encode a great deal of information. Together with the Γ-functions pre-factor they

reproduce the collinear block expansion upon doing an inverse Mellin transform. In

the relevant limit (which is the flat space limit) they reduce to Gegenbauer polynomi-

als (4.10). They have positivity properties familiar in the context of flat space scattering

amplitudes (4.12). Finally, they encode purely AdS effects in the large spin limit (4.13).

• Mellin amplitude M(γ12, γ14) is polynomially bounded in the Regge limit |γ12| → ∞,

γ14-fixed, see section 4.3.

The boundedness is the direct consequence of the boundedness of the CFT correlator in

the coordinate space Regge limit [25]. An important subtlety is that strictly speaking

the coordinate space Regge boundedness of the CFT correlator only bounds the Mellin

amplitude in the Regge limit along the imaginary axis. We assume that there is no

Stokes phenomenon and extrapolate this bound to any direction in the complex plane.

This is an assumption and it would be great to make it rigorous.

• Non-perturbative Mellin amplitude M(γ12, γ14) satisfies Polyakov conditions, e.g. (5.27).

Note that the non-perturbative Mellin amplitude M(γ12, γ14) has an infinite number of

accumulation points of poles at the positions of double twist operators [18, 19]. This

requires a certain care as we discuss in section 5. In particular approaching a twist

accumulation point requires choosing a direction in the complex plane and the result

depends on the value of the second Mellin variable. Nevertheless it is still possible to
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impose the condition that there are no isolated operators with twist 2∆ + 2n. In this

paper we only explored the simplest condition of this type (5.27).

• Crossing symmetry in Mellin space is given by (1.5).

As usual by itself crossing symmetry is trivial to impose. However, then combined with

all the other properties of the Mellin amplitude it becomes very nontrivial.

• Mellin amplitude satisfy subtracted dispersion relations, see section 6.

This simply follows from all the properties that we listed above and the standard Cauchy

argument.41 We then combined all the nonperturbative properties of the correlator listed

above together with dispersion relations to arrive at a set of extremal functionals. An

example of such a functional is given in (6.4). This functional has a few remarkable

properties: a) it annihilates the identity operator; b) it is non-negative for τ > 2∆ and

has double zeros at the positions of the double-twist operators, namely for τ = 2∆ + 2n

for n ≥ 1. It has a single zero for n = 0. These remarkable properties are well-suited to

apply (6.4) to holographic CFTs.

• We tested our ideas on minimal models in section 7.

8.2 Future directions

There are many directions in which our work can be extended and possibly improved:

• Rigorously establish our assumptions.

This concerns our assumptions about the double light-cone limit (or polynomial bound-

edness in a sectorial domain), extrapolation of the Regge bound to the whole Mellin

plane and the Maximal Mellin Analyticity conjecture. This is necessary to put our func-

tionals on a solid theoretical ground. In this paper we did our best to justify them but

we could not prove them. It is however very re-assuring that (6.4) produces reasonable

results when applied to the 3d Ising model, see section 6.2, and we believe that these

assumptions are true very generally. Proving these assumptions is required to put our

conclusions on a firm theoretical basis.

• Systematically study functionals obtained from subtracted dispersion relations.

In this work we only explored a very simple functional (6.4). Using the same techniques

we can generate an infinite family of functionals. We leave systematic exploration of their

properties and the corresponding bootstrap bounds for the future [93]. One interesting

question is to establish the precise relation between the present analysis and the recent

works [55, 94], see also [95]. While some gross features look very similar the details seem

to be different.

We can imagine considering other subtractions. For example, one natural choice is

to start with M(γ12,γ14)
γ12γ13γ14

. In this case, due to the Polyakov conditions, the amplitude

41Note that this makes manifest the fact that CFT correlator can be re-constructed from its double

discontinuity [55, 92]. The double discontinuity of the correlator and the simple discontinuity of the Mellin

amplitude capture the same information.
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itself does not contribute and we get directly the Mellin amplitude as a function of its

discontinuity.

• Extend our techniques to heavy external operators.

Throughout the paper we were very careful about tracing the conditions on the external

dimensions and the spectrum of the CFT at hand for which our formulas are applicable.

In particular, one serious limitation of our analysis is that it only applies to very light

operators, namely operators that satisfy ∆ < 3
4τgap. We believe it should be possible to

extend the whole technology to higher ∆’s provided suitable subtractions and/or contour

deformations.42 This is very important if nonperturbative Mellin amplitudes are to be

thought as a general CFT tool.

• Extend our techniques to spinning and non-identical operators.

It is a well-known problem in the Mellin space literature: how to define Mellin amplitudes

for spinning operators?43 From the point of view of the present analysis Mellin space is

simply a very efficient way to encode analyticity, the OPE expansion, and polynomial and

Regge boundedness of the physical correlators. All of these carries through to spinning

case as well. Therefore, we believe it should be possible to extend everything we say to

the spinning case as well. It is however an open problem of what is a systematic and the

most economic way of doing that.

• Higher-point correlation functions.

The simplest picture of the higher-point correlation function that emerged from the

present paper is that upon a simple subtraction of disconnected pieces it will admit

Mellin representation (1.2). In particular, it would be interesting to establish the sectorial

domain of analyticity for the higher-point CFT correlators and check that it is correctly

captured by the Γ-functions pre-factor so that M(γij) behaves polynomially in the Regge

limit with only poles at the locations dictated by the OPE.

• BCFT Mellin amplitudes.

One can also try to extend our work for BCFTs. Mellin amplitudes for BCFTs were

considered in the past [99, 100] but the general analysis that we performed in this paper

has not been done for BCFTs to the best of our knowledge.

• Flat space limit.

Recently Mellin amplitudes were used to analyze some nonperturbative bounds on the

flat space scattering amplitudes [90, 101]. It would be very interesting to understand if

our analysis could shed any further light on this interesting question.

• Cosmological Mellin amplitudes.

42In section 3.6, we presented an argument for the existence of a Mellin representation with a deformed

contour, assuming analyticity.
43See e.g. [96–98] for some work in this direction.
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It would be very interesting to understand how analyticity and polynomial boundedness

which we used to define the Mellin amplitude play out in the cosmological context, see

e.g. [102, 103]. As we explained both constraints are essentially Lorentzian and it would

be interesting to understand what are the analogous bounds for cosmological correlators.

• Connection to the Polyakov-Mellin bootstrap.

Needless to say the idea of doing bootstrap in Mellin space is not new [15, 54]. In this

approach crossing symmetry is manifest but the OPE is not. The standard approach

in this case, which was proven to be very useful in bootstrapping perturbative CFTs,

relies on writing the CFT correlator as a sum of the so-called Polyakov blocks in three

channels. While such a representation was recently rigorously established in 1d [104],

it is still an open problem to establish its validity in higher dimensions. Our approach

is different in this regard. We do not assume the usual ansatz, and as a consequence

crossing symmetry is not manifest. It would be interesting to better understand the

relation between the present paper and the usual Mellin space analysis.

Overall we find that the nonperturbative Mellin bootstrap is an exciting avenue which

is worth further explorations. It has many appealing properties and allows to incorpo-

rate various physical constraints on the correlator rather easily. Analytic functionals that

came out our analysis have truly remarkable properties and they are particularly fit for

holographic theories. It would be interesting to explore this further.
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A 2D CFT calculations

A.1 Mellin amplitudes from BPZ differential equations

Let us consider the four point function 〈Φ1,2(z1, z̄1)O2(z2, z̄2)O3(z3, z̄3)O4(z4, z̄4)〉, where

O2, O3 and O4 are arbitrary scalar Virasoro primaries and Φ1,2 is a degenerate Virasoro

primary. 〈Φ1,2(z1, z̄1)O2(z2, z̄2)O3(z3, z̄3)O4(z4, z̄4)〉 is annihilated when acted upon by the

differential operator Lsing:

Lsing =

4∑
i=2

1

z1 − zi
∂zi +

hi
(z1 − zi)2

− 3

2(2h1 + 1)
∂2
z1 , (A.1)
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where we used the usual notation in 2d: ∆i = hi + h̄i, li = hi − h̄i and in (A.1) we assume

Φ1,2 to be at position 1.

The application of Lsing to Φ1,2 increases h and leaves h̄ fixed. Thus, it will be useful

for us to apply both Lsing and L̄sing to 〈Φ1,2(z1, z̄1)O2(z2, z̄2)O3(z3, z̄3)O4(z4, z̄4)〉, so as to

get a null scalar Virasoro primary, which we denote by ξ1,2. In equations,

L̄singLsing〈Φ1,2O2O3O4〉 = 〈ξ1,2O2O3O4〉 = 0. (A.2)

In (A.2), we use the Mellin representation:

〈Φ1,2O2O3O4〉 =

∫ (∏
i<j

[dγij ](X
2
ij)
−γij

)
MΦ(1,2)

({γij}). (A.3)

We see that the differential operators only act on (X2
ij)
−γij , which can be factorized in

holomorphic and antiholomorphic parts. Afterwards, we use u and v variables and do a

change of variables in order to get a recursion relation for the Mellin amplitude:

2∑
p=0

2∑
q=0

cp,q(γ12, γ14)MΦ1,2(γ12 + p, γ14 + q) = 0. (A.4)

Expressions for the coefficients cp,q are not very important, but let us register one such

expression for concreteness:

c1,1 =
1

9

(
(2 + 4h1)h2 + (−1 + 4h1− 3γ12)γ12

)(
(2 + 4h1)h4 + (−1 + 4h1− 3γ14)γ14

)
. (A.5)

Equation (A.4) is solved by

MΦ(1,2)
(γ12,γ14) =C0Γ

(
−

∆(α12)+∆(α2)−∆(α2− 1
2α+)

2
+γ12

)

Γ

(
−

∆(α12)+∆(α2)−∆(α2+ 1
2α+)

2
+γ12

)
Γ

(
−

∆(α12)+∆(α3)−∆(α3− 1
2α+)

2
+γ13

)

Γ

(
−

∆(α12)+∆(α3)−∆(α3+ 1
2α+)

2
+γ13

)
Γ

(
−

∆(α12)+∆(α4)−∆(α4− 1
2α+)

2
+γ14

)

Γ

(
−

∆(α12)+∆(α4)−∆(α4+ 1
2α+)

2
+γ14

)
, (A.6)

where γ13 = ∆(α12)−γ12−γ14 and ∆(α) is given by (7.6). C0 is not fixed by equation (A.4).

We compute it in A.3 (see formula (A.30)). Equation (A.6) is a simple generalisation

of (7.23). We just wrote a product of six Γ functions, with poles prescribed by the OPE

Φ1,2 × Φαi = Φαi− 1
2
α+

+ Φαi+
1
2
α+

.

A.2 Comparison with conformal block expansion

We start by establishing some notation. Consider 4 scalar Virasoro primaries. We write

their four point function in the Mellin representation as

〈O1O2O3O4〉 = |x1 − x3|−2∆1 |x2 − x3|∆1−∆2−∆3+∆4 |x2 − x4|−∆1−∆2+∆3−∆4

|x3 − x4|∆1+∆2−∆3−∆4

∫
C1

dγ12

2πi

∫
C2

dγ14

2πi
M(γ12, γ14)u−γ12v−γ14 , (A.7)
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where M(γ12, γ14) is the Mellin amplitude. Let us consider the usual kinematics:

G21
34(z, z̄) = lim

z1→∞,z̄1→∞
z2h1

1 z̄2h1
1 〈O1(z1, z̄1),O2(1, 1),O3(z, z̄),O4(0, 0)〉, (A.8)

where we use the 2d notation hi = ∆i
2 . So,

G21
34(z, z̄) = vh1−h2−h3+h4uh1+h2−h3−h4

∫
C1

dγ12

2πi

∫
C2

dγ14

2πi
M(γ12, γ14)u−γ12v−γ14 . (A.9)

We write the four point function as a sum over Virasoro blocks in the s-channel:

G21
34(z, z̄) =

∑
p

Cp34C
p
12F

21
34 (p|z)F̄21

34 (p|z̄), (A.10)

where Cp12 denotes the OPE coefficient for a Virasoro primary exchanged in O1 × O2.

F21
34 (p|z) is a kinematical function that can be expressed as a power series.

F21
34 (p|z) = zhp−h3−h4

∞∑
k=0

Fkzk, (A.11)

where hp is half the conformal dimension of the exchanged primary. An analogous expan-

sion exists for F̄21
34 (p|z̄). Expression for the first three coeficients are

F0 = 1, (A.12)

F1 =
(hp + h3 − h4)(hp + h2 − h1)

2hp
, (A.13)

F2 =
A

B
+
C

B
, (A.14)

where

A = (hp + h2 − h1)(hp + h2 − h1 + 1) (A.15)

×
(

(hp + h3 − h4)(hp + h3 − h4 + 1)
(

4hp +
c

2

)
− 6hp(hp + 2h3 − h4)

)
,

B = 4hp(2hp + 1)
(

4hp +
c

2

)
− 36h2

p, (A.16)

C = (hp + 2h2 − h1)
(

4hp(2hp + 1)(hp + 2h3 − h4) (A.17)

− 6hp(hp + h3 − h4)(hp + h3 − h4 + 1)
)
.

Let us now specialise to the case 〈Φ1,2Φ1,2OO〉, where O is an arbitrary Virasoro

primary. Its Mellin amplitude is given by

M(γ12, γ14) = C0Γ(γ13 − αα+)Γ(γ13 + αα+ − α2
+ + 1)Γ

(
γ12 +

α2
+

2

)
(A.18)

Γ

(
γ12 + 1−

3α2
+

2

)
Γ(γ14 − αα+)Γ(γ14 + αα+ − α2

+ + 1),
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where γ13 =
3α2

+

2 − 1− γ12 − γ14. We obtained this expression from considering (7.23) and

doing γ12 ↔ γ13.

In order to match the Mellin representation with the conformal block expansion, we

need to expand the r.h.s. of (A.9) for small z and z̄. In particular, we want to match with

the contribution of the identity

(zz̄)−h3−h4 ⊂ G21
34(z, z̄). (A.19)

For the case of 〈Φ1,2Φ1,2OO〉, the r.h.s. of (A.9) is

u
3
2
α2

+−1−2α2+4α0α

∫
C1

dγ12

2πi

∫
C2

dγ14

2πi
C0Γ(γ13 − αα+)Γ(γ13 + αα+ − α2

+ + 1) (A.20)

Γ

(
γ12 +

α2
+

2

)
Γ

(
γ12 + 1−

3α2
+

2

)
Γ(γ14 − αα+)Γ(γ14 + αα+ − α2

+ + 1)u−γ12v−γ14 ,

We want to reproduce the term (zz̄)−h3−h4 = u−2α2+4α0α. In order to do so, let us consider

the limit u→ 0 and v → 1 in (A.20). We take the residue of the integrand at γ12 = 3
2α

2
+−1

and set v = 1 to compute the remaining integral:

u−2α2+4α0αΓ(−1 + 2α2
+)C0

∫ [
dγ14

2πi

]
Γ(γ14 − αα+)Γ(γ14 + αα+ − α2

+ + 1) (A.21)

Γ(−γ14 − αα+)Γ(−γ14 + αα+ − α2
+ + 1)

= u−2α2+4α0αC0Γ(−1 + 2α2
+)Γ(−2αα+)Γ2(1− α2

+)
Γ(2− 2α2

+ + 2αα+)

Γ(2− 2α2
+)

.

Equating this to u−2α2+4α0α fixes the value of C0 according to (7.22).

A.3 Normalisation of 〈Φ1,2O2O3O4〉

In A.1 we computed the Mellin amplitude of 〈Φ1,2O2O3O4〉, up to a constant C0 (see (A.6)).

In this appendix, we determine the value of C0, which is in formula (A.30). Conformal

Virasoro primaries are normalised so as to have a two point function “equal” to 1.

This problem was already analysed in [105]. In that paper, following a technique

explained in [106], an analytic continuation of three point functions for general central

charge from the ones in minimal models is proposed. Here, we just transcribe that result

into an expression for C0.

We direct the reader interested in understanding the details of this analytic contin-

uation to [105]. In what follows, we just define some conventions and then write for-

mula (A.30) for C0.

In this appendix, we change notation, so as to match the one in [105]. Conformal

dimensions are given by

hα = α(α− q), (A.22)

where

q =
1

β
− β. (A.23)
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Note that hα is invariant under α→ q − α. The central charge is related to β by

c = 1− 6q2. (A.24)

In the notation used in the rest of the paper, β = −α+.

Our formula for C0 will depend on a Υ function. Its properties can be found in [105].

We just briefly remind some basic facts. A representation for the Υ function is

log Υ(x) =

∫ ∞
0

dt

t

((
Q

2
− x
)2

e−t −
sinh2((Q2 − x)t)

sinh(βt2 ) sinh( t
2β )

)
. (A.25)

This representation is valid for 0 < Re(x) < Q. We note that Q = β + β−1. For values of

x outside this representation, we need to use the shift relations

Υ(x+ β) = γ(βx)β1−2βxΥ(x), (A.26)

Υ

(
x+

1

β

)
= γ

(
x

β

)
β

2 x
β
−1

Υ(x). (A.27)

Also note the identities

Υ(x) = Υ(Q− x), (A.28)

Υ

(
Q

2

)
= 1. (A.29)

Now, the formula for C0.

C0 =

4∏
k=2

Υ̃(β2 + ᾱ− 2αk)√
Υ(β + 2αk)Υ(− 1

β + 2β + 2αk)
Υ̃

(
− 1

β
+

3

2
β + ᾱ

)
(A.30)

γ
(

1
β2 − 1

)
γ
(
β2
)√

γ
(

1
β2 − 2

)√
γ (2β2)Υ(β)

,

where ᾱ =
∑4

k=2 αk and

γ(x) ≡ Γ(x)

Γ(1− x)
, (A.31)

Υ̃(x) =
Υ(x)

Γ(1− βx)
β
−βx+ 1

4β2 + 3
4 . (A.32)

(A.30) is symmetric in the transformation αi → q−αi, for each i = 2, 3, 4, where q = 1
β −β.

A.4 Normalisations in the Coulomb gas formalism

Normalisations in the Coulomb gas formalism are computed in section 9 of [82]. The result is

N2
m,n =

(α2
+ − 1)2πm+nγ(1− 1

α2
+

)mα4m−4n−2
+ γ(1− α2

+)nγ( m
α2

+
− n)(−1)4m−4n−2+1(

π2α2
+

)
γ
(
m− α2

+n
) ,

(A.33)

where γ(x) ≡ Γ(x)
Γ(1−x) .
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A simple check can be done on formula (A.33). Consider expression (A.30) for C0 in the

correlator 〈Φ1,2Φα2Φα3Φα4〉. Consider now the case in which α2 +α3 +α4 = 2α0−α12−α+

and eliminate the variable α4. This corresponds to inserting one positive screening charge

in the Coulomb gas model. In that case, we can simplify the expression for C0 using the

Υ identities (A.26) and (A.28), in such a way that the expression for C0 depends only on

Γ functions:

C0 =
1

Γ(−2α2α+)
√
γ( 1

α2
+

+ 2α2
α+

)
√
γ(−1− 2α2α+ + α2

+)
(A.34)

1

Γ(−2α3α+)
√
γ( 1

α2
+

+ 2α3
α+

)
√
γ(−1− 2α3α+ + α2

+)

1

Γ(2− α2
+ + 2α2α+ + 2α3α+)

√
γ(1− 1

α2
+
− 2α2

α+
− 2α3

α+
)
√
γ(1 + 2α+α2 + 2α+α3)

γ
(

1
α2

+
− 1
)
γ
(
α2

+

)
√
γ
(

1
α2

+
− 2
)√

γ
(
2α2

+

)
Γ
(
1− α2

+

) .
For that same case, it follows from (7.29) that

C0 =
π∏n

i=1 Γ(−2αiα+)N(αi)
. (A.35)

Let us now compare expressions (A.35) and (A.34). The value of the normalisation

of N(α1,2) is given in (A.33). We also use the shift symmetry N(2α0 − α+

2 − α2 − α3) =
1

N(α2+α3+ 1
2
α+)

. We conclude that

N(α2)N(α3)

N(α2+α3+ 1
2α+)

=

√
γ

(
1

α2
+

+
2α2

α+

)√
γ

(
1

α2
+

+
2α3

α+

)√
γ

(
1− 1

α2
+

− 2α2

α+
− 2α3

α+

)
√
γ(−1−2α2α++α2

+)
√
γ(−1−2α3α++α2

+)
√
γ(1+2α+α2+2α+α3)√

γ
(

1
α2

+
−2
)√

γ
(
2α2

+

)
γ( 1

α2
+
−1)γ(α2

+)
√
γ(−1+2α2

+)

√
π. (A.36)

We can now put formula (A.33) into the left hand side of (A.36) and see if we obtain the

right hand side. We checked this for several cases and indeed it is so.

Formula (A.33) is correct when m and n are both positive. We also need to consider

normalisations for cases in which n and m are both negative. In that case, formula (A.33)

does not apply. However, when n and m are both negative we can still find the correct

normalisations. Since we normalise two point functions such that 〈OO〉 = 1, then it follows

that N(α−m,−n) = 1
N(αm,n) .
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A.5 Two screening charges

In this section, we consider a general n point correlator 〈Φα1 . . .Φαn〉 for which we need to

insert two positive screening charges in the Coulomb gas formalism and compute its Mellin

amplitude.

As usual in the Coulomb gas formalism, we associate to each operator Φαi a vertex

operator: Vαi = NαiΦαi , where Nαi is a normalisation that for degenerate operators is

equal to (A.33). Thus,

〈Φα1 . . .Φαn〉 =

n∏
i<j

|xi − xj |4αiαj
∫
d2xn+1

∫
d2xn+2 (A.37)

n∏
i=1

|xi − xn+1|4αiα+ |xi − xn+2|4αiα+

Nαi

|xn+1 − xn+2|4α
2
+

We use formula (7.19) to transform the integral in xn+2 into a Mellin integral. No-

tice that we can apply that formula since the integral in xn+2 is conformal. Indeed,

4
∑n

i=1 αiα+ + 4α2
+ = 4(− 1

α+
− α+)α+ + 4α2

+ = −4. So, (A.37) is equal to

π
d
2

Γ(−2α2
+)

n∏
i=1

1

Γ(−2αiα+)Nαi

∫
d2xn+1

n∏
j=1

|xj − xn+1|4αjα+ (A.38)

n+1∏
i1<j1

[
dξ1
i1,j1

]
Γ(ξ1

i1,j1)|xi1 − xj1 |
−2ξ1

i1,j1 ,

where we used the measure
∑

j1 6=i1 ξ
1
i1,j1

= −2αi1α+.

The integral in xn+1 can also be done by use of (7.19), since 4
∑n

i=1 αiα+−2
∑n

i=1 ξ
1
i,n+1

= −4− 4α2
+ + 4α2

+ = −4. Further doing a shift of integration variables, we obtain

〈Φα1 . . .Φαn〉 =
π

Γ(−2α2
+)

1∏n
k=1 Γ(−2αkα+)N(αk)

n∏
i<j

∫
[dγij ]

n+1∏
i1<j1

∫ [
dξ1
i1,j1

]
(A.39)

Γ(ξ1
i1,j1)

1∏n
k1=1 Γ(−2αk1α+ + ξ1

k1,n+1)
Γ(γij + 2αiαj − ξ1

ij)|xi − xj |−2γij ,

where the measure is
∑

j 6=i γij = ∆αi and
∑n+1

j1 6=i1 ξ
1
i1j1

= −2αi1α+. Formula (A.39) is a

particular case of (7.27).

A.6 Sums in exponent of the Mellin amplitude

In this subsection we work out the sums in formula (7.46), using the measure (7.28).

The first term can be rewritten as

−
z−1∑
r=1

n∑
i=1

n∑
j=i+1

ξrij = −1

2

z−1∑
r=1

n∑
i=1

n∑
j 6=i

ξrij . (A.40)

Notice that ξij with i > j does not exist as an integration variable, so when we write the

expression above we mean that ξij = ξji when i > j. It is useful to write things as (A.40)
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in order to use the measure (7.28). Using the measure (7.28) we get that

n∑
j 6=i

ξrij = −
n+r∑
j=n+1

ξrij − 2αiαn+r+1 +

z−1∑
s=r+1

ξsi,n+r+1. (A.41)

Let us plug (A.41) into (A.40). We have that

z−1∑
r=1

n∑
i=1

αiαn+r+1 = (2α0 − p1α+ − q1α−)
(
(p1 − 1)α+ + q1α−

)
(A.42)

and furthermore

− 1

2

z−1∑
r=1

n∑
i=1

− n+r∑
j=n+1

ξrij +
z−1∑
s=r+1

ξsi,n+r+1

 =
1

2

z−1∑
r=1

n∑
i=1

ξri,n+1 (A.43)

=
1

2

z−1∑
r=1

− n+r∑
j=n+2

ξrn+1,j − 2αn+1αn+r+1 +

z−1∑
s=r+1

ξsn+1,n+r+1


= −α+

(
(p1 − 1)α+ + q1α−

)
, (A.44)

where we used αn+1 = α+. We conclude that (A.40) is equal to

−
(
(p1 − 1)α+ + q1α−

)(
p1α+ + (q1 − 1)α−

)
. (A.45)

Now let us work out the second sum in (7.46).

n∑
i=1

n∑
j 6=i

αiαj =
n∑
i=1

(2α0αi − α2
i ) +

n∑
i=1

αi(−p1α+ − q1α−)

= −1

2

n∑
i=1

∆(αi)− (p1α+ + q1α−)
(
(1− p1)α+ + (1− q1)α−

)
. (A.46)

(A.45) + (A.46) is equal to

1− 1

2

∑
i

∆(αi), (A.47)

like we wanted to show.

B Single-variable Mellin transform

The standard definition of the Mellin transform ϕ(s) of a function f(z) is given by

ϕ(s) =

∫ ∞
0

dz f(z) zs−1 , f(z) =

∫ c+i∞

c−i∞

ds

2πi
ϕ(s) z−s . (B.1)
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Notice that this definition of ϕ(s) only makes sense if the first integral converges for at

least some values of s. Assuming that f(z) does not have any (non-integrable) singularity

for z > 0, the convergence region is determined by the asymptotic behavior44

z → 0 : f(z) = A1z
−a1 +A2z

−a2 + . . . , a1 > a2 > . . . (B.2)

z →∞ : f(z) = B1z
−b1 +B2z

−b2 + . . . , b1 < b2 < . . . (B.3)

Clearly, the first integral converges in the strip a1 < Re s < b1. In this case, for the contour

of the second integral we can pick any c such that a1 < c < b1.

What if b1 < a1 and therefore the first integral in (B.1) never converges? We shall

now argue that even in this case the Mellin transform can still be defined by allowing a

bent contour in the second integral in (B.1). The idea is very simple. We just split the

first integral in two parts

ψ(s) =

∫ 1

0
dz f(z) zs−1 , ψ̃(s) =

∫ ∞
1

dz f(z) zs−1 . (B.4)

The asymptotics (B.2) imply that ψ(s) is defined and analytic for Re s > a1 and the asymp-

totics (B.3) imply that ψ̃(s) is defined and analytic for Re s < b1. Therefore, we can write

f(z) =

∫ c1+i∞

c1−i∞

ds

2πi
ψ(s) z−s +

∫ c2+i∞

c2−i∞

ds

2πi
ψ̃(s) z−s (B.5)

with c1 > a1 and c2 < b1. The next step is to deform the contours of these two integrals

to the same bent contour C without crossing any singularity of the respective integrands.

This is depicted in figure 18. If this is possible then we can write

f(z) =

∫
C

ds

2πi
ϕ(s) z−s , ϕ(s) = ψ(s) + ψ̃(s) . (B.6)

Bending the contours requires analytic continuation of ψ and ψ̃ beyond the region

of convergence of the integrals (B.4). This is easily done by adding and subtracting the

asymptotic behaviour of f(z). For example,

ψ(s) =

∫ 1

0
dz zs−1

[
f(z)−A1z

−a1 +A1z
−a1
]

=

∫ 1

0
dz zs−1

[
f(z)−A1z

−a1
]
+

A1

s−a1
(B.7)

where the last integral converges in the larger region Re s > a2. By adding and subtracting

more terms in the asymptotic expansion of f(z) we can further analytically continue ψ

and ψ̃. Furthermore, we conclude that the asymptotic behaviour (B.2) and (B.3) gives rise

to simple poles of the Mellin transform ϕ(s) at s = ai and s = bi as shown in figure 18.

Thus, it is possible to bend the contours without crossing any singularity if and only if

44We focus on power-like asymptotic behavior because that is the most relevant in the case of Mellin

amplitudes. However, the discussion easily generalizes for more general asymptotics. For example, expo-

nential decay as z →∞ leads to convergence for Re s > a1 and logarithmic behavior like z−a(log z)n does

not change the convergence region but leads to higher order poles of ϕ(s).
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C2 C1

C

Figure 18. Singularities in the complex plane of s. Blue balls represent the poles of ψ(s), black

crosses represent the poles of ψ̃(s). Notice that we can gather the two straight contours C1 and C2

into a bent contour C, that separates poles to the left from poles to the right.

none of the poles of ψ (at s = ai) coincides with a pole of ψ̃ (at s = bi). If there is a pole

coincidence (ai = bj for some i and j) one can introduce a small parameter ε and define

f(z) = lim
ε→0

∫
C

ds

2πi
ϕε(s) z

−s , ϕε(s) = ψ(s+ ε) + ψ̃(s− ε) . (B.8)

Notice that the limit does not commute with the integral when the contour is pinched by

two poles that collide in the limit ε→ 0. In fact, in this case, we obtain

f(z) =

∫
C′

ds

2πi
ϕ(s) z−s +

∑
i

Aiz
−ai (B.9)

where the sum runs over the set of colliding poles. The contour C ′ passes to the left of all

poles of ψ̃ and to the right of all poles of ψ, except those that are common.

Consider the simple example f(z) = z−r. Then

ψ(s) =
1

s− r
, ψ̃(s) =

1

r − s
, ϕ(s) = 0 , ϕε(s) =

2ε

ε2 − (s− r)2
, (B.10)

and indeed

f(z) = lim
ε→0

∫ r+i∞

r−i∞

ds

2πi

2ε

ε2 − (s− r)2
z−s = z−r lim

ε→0

∫ ∞
−∞

dy

2π

2ε

ε2 + y2
z−iy (B.11)

= z−r
∫ ∞
−∞

dyδ(y) z−iy = z−r .

C Theorems in complex analysis

C.1 Bochner’s theorem

For completeness we reproduce the statement and proof of Bochner’s theorem from the

book [107]. Suppose Ω0 is a non-empty, connected, open set in Rn, with n > 1, not

necessarily convex. Let f be a holomorphic function of n complex variables, defined on
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Ω0 + iRn. Suppose that f does not grow too much at infinity, i.e. that for x ∈ Ω0 there is

an N ∈ N such that

|f(x+ iy)| � e|y|
2N
, (C.1)

where |y|2 = y2
1 + . . .+ y2

n. Then, f can be holomorphically entended to Ω + iRn, where Ω

is the convex hull of Ω0.

The proof consists of an application of Cauchy’s residue theorem in 1 dimension. Let x

and ξ be two points in Ω0. Consider the complex plane parametrized by j(s) ≡ x+s(ξ−x)

with s ∈ C. We can define a rectangle R with sides s = it and s = 1− it for −t0 ≤ t ≤ t0
and t0 is a positive number that we will eventually take to ∞. The top and bottom of the

rectangle are given by s = ±it0 + u with 0 < u < 1. Notice that the rectangle R passes

through x = j(0) and ξ = j(1). Now, we consider a point j(ζ) = x + ζ(ξ − x) inside this

rectangle. In other words, ζ is a complex number with 0 < Re ζ < 1. Then we can write

W (j(ζ)) f (j(ζ)) = lim
t0→∞

∫
R

ds

2πi

W (j(s)) f (j(s))

ζ − s
(C.2)

=
1

2π

∫ +∞

−∞
dt
W (j(it)) f (j(it))

ζ − it
+

1

2π

∫ +∞

−∞
dt
W (j(1− it)) f (j(1− it))

ζ − 1 + it
,

where W is an auxiliary analytic function that ensures that the top and the bottom of the

rectangle do not contribute in the limit of large t0. For example, we can take

W (x) = ex
2Q

(C.3)

for Q odd and Q > N . In fact, the condition (C.1) could be weakened by choosing another

W . The first line of (C.2) is valid if the rectangle is contained in Ω0 +iRn. Remarkably, the

second line of (C.2) is valid more generally. It is sufficient that both x, ξ ∈ Ω0 because the

limit t0 → ∞ removed the top and the bottom of the rectangle. In this way we extended

the domain of analyticity to the convex hull of Ω0.

C.2 Conjectured theorem

We would like to establish the theorem below. Unfortunately, our rudimentary mathemat-

ical tools are not sufficient to formulate a rigorous proof.

Theorem. Consider a function f(x, y) analytic for y ∈ D ⊂ C and x ∈ C/S, where

D is a connected region independent of x and S ⊂ R is a countable set of real numbers

independent of y. S may contain accumulation points but it is not dense in any interval of

R and f is single valued as a function of x (no branch points). Then, the maximal region

of analyticity of f is x ∈ C/S and y ∈ Dmax, with Dmax independent of x. In particular,

analytic continuation in y cannot generate new singularities in x.

Proof. Our proof is essentially by lack of imagination. Nevertheless, let us try to fake a

rigorous argument. Suppose that the theorem fails. This means that when we analytically

continue y outside D we find a singularity at x = xs(y) /∈ S. By assumption this singularity

must hide or disappear when y approaches D from the outside. Firstly consider the hiding

scenario. In this case, we must have xs(y) = x0 for all y ∈ ∂D, with x0 ∈ S. Notice that
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as y moves along the boundary of D, xs(y) must be continuous and therefore cannot jump

between different points in S. But then by analytic continuation we conclude that xs(y) =

x0 ∈ S for all y ∈ C and we find a contradiction. Secondly, consider the disappearing

scenario. Focus on the leading singular behaviour of f at x = xs(y). For concreteness, we

can imagine that f(x, y) ≈ R(y)(x − xs(y))α(y) but the argument applies to other types

of singularities. In order for the singularity to disappear when y approaches D from the

outside, we must have R(y) = 0 or α(y) ∈ N0 for y ∈ ∂D. By continuity, we must have

either R(y) = 0 for all y ∈ ∂D or α(y) = n ∈ N0 for all y ∈ ∂D. Analytic continuation

then implies that either R(y) = 0 for all y ∈ C or α(y) = n ∈ N0 for all y ∈ C and we find

a contradiction.

Counter-example. Let D to be the region |y| > 2, S to be the segment [0, 1] along the

real axis of the x complex plane and

f(x, y) =

∫ 1

0
dz

1

(x− z)(y − z)
=

1

x− y
log

y(1− x)

x(1− y)
. (C.4)

This function is analytic for y ∈ D and x ∈ C/S. However, if we analytically continue in

y across the branch cut from y = 0 to y = 1, we will see a pole at x = y emerge from the

cut at [0, 1] in the x complex plane. Of course this is not a true counter-example because

we violated the theorem condition that S is not dense in any interval of R.

D Analytic continuation of K(γ12, γ14)

We would like to show that

K(γ12, γ14) ≡
∫ 1

0

du

u

∫ 1

0

dv

v
uγ12vγ14f(u, v) , (D.1)

can be defined for all γ12, γ14 in the complex plane, except at the OPE singularities:

γ12, γ14 = ∆− τ
2 −m, where τ is the twist of an exchanged primary and m is a nonnegative

integer. The integral above is well-defined for Re(γ12) > ∆ and Re(γ14) > ∆. Our task

is to analytically continue (D.1) beyond this region. Firstly, we will show that this can

be done for regions [b] and [c] of figure 7. Secondly, we will discuss the case of region [d]

where we do not have a rigorous proof. Finally, we discuss the asymptotic behaviour of

K-functions.

D.1 Regions [b] and [c]

It is convenient to use the following expansion of the four point function

f(u, v) =
∑
τ,l

aτ,lu
−∆+ τ

2 (zl + z̄l) (D.2)

that holds almost everywhere in the integration region (u, v) ∈ [0, 1]× [0, 1]. We sum over

exchanged operators (both primaries and descendants) of twist τ and spin l (see [36]) and

the variables z, z̄ are defined by the usual relations u = zz̄ and v = (1 − z)(1 − z̄). The
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only points in that square where the expansion does not work are at v = 0 and u = 1. The

coefficients aτ,l are positive. When it converges, the series (D.2) converges absolutely in

each point.

Equation (D.2) will be an essential ingredient in our argument for analyticity of K

functions and consequently of Mellin amplitudes. So, we can say that analyticity of Mellin

amplitudes follows from the fact that CFT correlation functions enjoy an operator product

expansion, whose coefficients have a definite sign for unitary theories. We expect this to

be also true for non-identical operators though.

Let us suppose that Re(γ14) > ∆ and let us attempt to analytically continue in γ12.

The first step consists in dividing the integration region into two regions.

K(γ12, γ14) ≡
∫ 1

2

0

du

u

∫ 1

0

dv

v
uγ12vγ14f(u, v) (D.3)

+

∫ 1

1
2

du

u

∫ 1

0

dv

v
uγ12vγ14f(u, v).

The second integral is completely analytic in γ12. From now on, we will refer ourselves

only to the first integral. The usefulness of using these regions will be clear in a moment.

In order to analytically continue beyond the region Re(γ12) > ∆ we add and subtract

the twist contributions up to some twist τmax:∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14f(u, v) =

∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14fsub(u, v) (D.4)

+

∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14

∑
l

∑
τ<τmax

aτ,l u
−∆+ τ

2 (zl + z̄l) ,

(D.5)

where

fsub(u, v) = f(u, v)−
∑
l

∑
τ<τmax

aτ,l u
−∆+ τ

2 (zl + z̄l) . (D.6)

Let us show that the first term in the r.h.s. of (D.4) is analytic in Re(γ12) > ∆− τmax
2

and Re(γ14) > ∆. In order to do this, we need to bound fsub(u, v) in the lightcone limits

u→ 0, v → 0 and the double lightcone limit u, v → 0.

Start by noticing that fsub(u, v) ∼ u−∆+ τmax
2 in the lightcone limit u→ 0, due to the

subtractions that we made. In the lightcone limit v → 0, the function fsub(u, v) cannot be

more singular than f(u, v). This is because in that limit f(u, v) is a sum of positive terms

(see (D.2)) and to get fsub(u, v) we just subtracted some of these terms. Thus, in the limit

v → 0, fsub(u, v) cannot be more singular than v−∆.

Finally, we need to bound fsub(u, v) in the double lightcone limit. fsub(u, v) has the

following series expansion

fsub(u, v) =
∑
l

∑
τ>τmax

aτ,lu
−∆+ τ

2 (zl + z̄l). (D.7)

We proceed like in section 2.4. Let us switch to z, z̄ coordinates. We find that

(z1z̄1)∆− τmax
2 fsub(z1, z̄1) < (z2z̄1)∆− τmax

2 fsub(z2, z̄1), (D.8)
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if 0 < z1 < z2. Now let us suppose z1 ∼ 0. This corresponds to u → 0 on the l.h.s. .

Furthermore, let us take the limit z̄ → 1. This correponds to the double lightcone on the

l.h.s. and to the lightcone limit v → 0 on the r.h.s. . We conclude that

fsub(u, v) ∼ u−∆+ τmax
2 v−∆, (D.9)

where by ∼ above we mean that the l.h.s. is not more singular than the r.h.s. . Thus, the

r.h.s. of (D.4) is analytic in Re(γ12) > ∆− τmax
2 and Re(γ14) > ∆.

Let us consider now the second term in (D.5). It is clear that this term is well-defined

for Re(γ12), Re(γ14) > ∆. We will show that we can commute the sum with the integral.

Afterwards, we will analytically continue into the region Re(γ12) > ∆− τmax
2 , Re(γ14) > ∆,

except at the points where γ12 = ∆ − τ
2 , for any twist τ exchanged. Those are the OPE

singularities.

We make use of the Fubini-Tonelli theorem, which says that commuting the sum with

the integral is allowed in case of absolute convergence∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14

∑
l

∑
τ<τmax

aτ,l u
−∆+ τ

2 |zl + z̄l| <∞ . (D.10)

We divide the integral into two parts, the Lorentzian region v ≤ (1 −
√
u)2, and the

Euclidean region (1−
√
u)2 ≤ v ≤ 1 (see figure 1).

In the Lorentzian region, z and z̄ are real and positive. So, the modulus in (D.10)

does nothing. Thus, we can commute the sum with the integral over there. Consider now

the Euclidean region. In the Euclidean region, z and z̄ are the complex conjugate of each

other. Note that |zl+ z̄l|(u,v) ≤ (zl+ z̄l)(u,(1−
√
u)2). This is because (u, v) and (u, (1−

√
u)2)

have the same value of |z|, but in the second case z and z̄ are positive real numbers. In

the Euclidean region∫ 1
2

0

du

u

∫ 1

(1−
√
u)2

dv

v
uγ12vγ14

∑
τ,l

aτ,lu
−∆+ τ

2 |zl+z̄l| ≤
∫ 1

2

0

du

u

∫ 1

(1−
√
u)2

dv

v
uγ12vγ14f(u,(1−

√
u)2)

=

∫ 1
2

0

du

u
uγ12f(u,(1−

√
u)2)

1

γ14
(1−(1−

√
u)2γ14). (D.11)

If Re(γ12) > ∆, then this integral is well defined. Note that it was important that the

integral in (D.11) did not go up to u = 1. This was why we made the separation (D.3).

We conclude that ∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14

∑
l

∑
τ<τmax

aτ,l u
−∆+ τ

2 (zl + z̄l) (D.12)

=
∑
l

∑
τ<τmax

aτ,lκl

(
γ12 −∆ +

τ

2
, γ14

)
,

where

κl(γ12, γ14) =

∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14(zl + z̄l). (D.13)
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We conclude that when Re(γ12), Re(γ14) > ∆, then K(γ12, γ14) can be written as

K(γ12, γ14) =

∫ 1

1
2

du

u

∫ 1

0

dv

v
uγ12vγ14f(u, v) +

∫ 1
2

0

du

u

∫ 1

0

dv

v
uγ12vγ14fsub(u, v) (D.14)

+
∑
l

∑
τ<τmax

aτ,l κl

(
γ12 −∆ +

τ

2
, γ14

)
.

Let us consider analytic continuation of (D.14) in γ12, keeping Re(γ14) > ∆ fixed. The

first two terms in (D.14) are analytic for Re(γ12) > ∆− τmax
2 . We will now argue that the

analytic continuation of the last sum in (D.14) is analytic for all γ12 in the complex plane

as long as

Re(γ12) > ∆− τmax

2
,

∣∣∣γ12 −∆ +
τ

2
+m

∣∣∣ > ε , (D.15)

where ε > 0 is a small regulator to avoid the OPE poles, τ is the twist of any exchanged

operator and m is a non-negative integer. Firstly, we will discuss the analytic continua-

tion of each term κl
(
γ12 −∆ + τ

2 , γ14

)
. Secondly, we will discuss the convergence of the

(infinite) sum in (D.14).

Notice that when l is a positive integer, then zl + z̄l is a polynomial of degree l in u

and v. In fact, one can write

κl(γ12, γ14) = 2−γ12

l∑
m=0

rl,m(γ14)

γ12 +m
, (D.16)

where rl,m(γ14) is a rational function. This shows that the analytic continuation of each

term κl
(
γ12 −∆ + τ

2 , γ14

)
generates only OPE singularities at γ12 = − τ

2 + ∆ −m, where

τ is the twist of an exchanged primary operator and m is a nonnegative integer.

Now we would like to show that the sum over twists and spin in (D.14) converges for

any γ12 as long as (D.15) is satisfied. We start by writing an upper bound∣∣∣∣∣∑
l

∑
τ<τmax

aτ,l κl

(
γ12 −∆ +

τ

2
, γ14

)∣∣∣∣∣ ≤∑
l

∑
τ<τmax

aτ,l

∣∣∣κl (γ12 −∆ +
τ

2
, γ14

)∣∣∣ (D.17)

≤
∑
l

∑
τ<τmax

aτ,l max
Re x>(τ−τmax)/2

|x+m|>ε

|κl (x, γ14)|

≤
∑
l

Al max
Re x>−τmax/2
|x+m|>ε

|κl (x, γ14)| (D.18)

where Al =
∑

τ<τmax
aτ,l. It is clear from (D.16) that the maximum is finite for every value

of the spin l. Therefore, convergence of the sum follows from the large l behaviour of the

summand. To understand this it is convenient to make a small detour into the Lorentzian

region.

Consider the convergent sum (for Re(γ12),Re(γ14) > ∆)

W ≡
∑
l

∑
τ<τmax

aτ,l κ
Lor
l

(
γ12 −∆ +

τ

2
, γ14

)
<

∫ 1
2

0

du

u

∫ (1−
√
u)2

0

dv

v
uγ12vγ14f(u, v) ,

(D.19)

– 82 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

where

κLor
l (γ12, γ14) =

∫ 1
2

0

du

u

∫ (1−
√
u)2

0

dv

v
uγ12vγ14(zl + z̄l). (D.20)

Since all terms are positive and u ≤ 1
2 in the integration region, we have a lower bound

W >
∑
l

Al κ
Lor
l

(
γ12 −∆ +

τmax

2
, γ14

)
. (D.21)

Convergence of this sum implies a bound on the asymptotic growth of Al at large spin.

Let us compute the large spin behavior of κLor
l . When l→∞, we find

κLor
l (γ12, γ14) =

∫ 1
2

0

du

u

∫ (1−
√
u)2

0

dv

v
uγ12vγ14(zl + z̄l)

=

∫ 1

0
dz

∫ min{1, 1
2z
}

0
dz̄|z − z̄|

(
zγ12−1+l(1− z)γ14−1z̄γ12−1(1− z̄)γ14−1

)
≈ 1

lγ14
Γ(γ14)B 1

2
(γ12, γ14 + 1) , (D.22)

where we used the incomplete β-function. Therefore,∑
l

Al
1

lγ14
<∞ , Re(γ14) > ∆ . (D.23)

It turns out that this is sufficient to prove convergence of (D.18) for Re(γ14) > ∆. The

reason is that

κl (γ12, γ14) ≈ κLor
l (γ12, γ14) , l→∞ , (D.24)

up to exponential corrections of order 2−l/2 coming from the Euclidean region. When

l → ∞, the integral in (D.13) is dominated by the region near v = 0, since z (or z̄

depending on our choice) achieves its maximum value 1 there.

In this way we established analyticity in region [b] up to OPE poles. The same ana-

lyticity in region [c] follows from crossing symmetry K(γ12, γ14) = K(γ14, γ12).

D.2 Region [d]

Analyticity of K(γ12, γ14) in region [d] (up to OPE poles) follows from discreteness of the

twist spectrum and the conjectured theorem in C.2. The argument goes as follows. Let

γ12 play the role of x, γ14 play the role of y, S be the set of points ∆ − τ
2 for all twists τ

of operators appearing in the O ×O OPE and D be the domain Re(γ14) > ∆. Then, the

conditions of the theorem apply and the analytic continuation in γ14 cannot generate new

singularities in γ12. Moreover, the maximal analyticity domain in γ14 does not depend on

γ12. But for Re(γ12) > ∆ we know that K is analytic for γ14 ∈ C/S. Therefore, K(γ12, γ14)

is analytic for all γ12 ∈ C/S and γ14 ∈ C/S.

Unfortunately, neither the discreteness of the twist spectrum nor the conjectured the-

orem in C.2 are established. Therefore, in this section, we will present a more explicit

argument that allows us to prove analyticity in a small corner of region [d] (see figure 19).
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Let us use the trick of Bochner’s theorem as reviewed in C.1. We introduce a complex

plane parametrized by s embedded in C2 as

~γ(s) = ~γ(0) + s(~γ(1)− ~γ(0)) , ~γ(0) = (γ
(0)
12 , γ

(0)
14 ) , ~γ(1) = (γ

(1)
12 , γ

(1)
14 ) (D.25)

First we choose γ
(1)
12 > γ

(0)
12 > ∆ and γ

(0)
14 > γ

(1)
14 > ∆ so that both ~γ(0) and ~γ(1) are in

region [a]. This allows us to write the following representation for the K-function,

KW (~γ(ζ)) =

∫
dt

2π

KW (~γ(it))

ζ − it
+

∫
dt

2π

KW (~γ(1− it))
ζ − 1 + it

(D.26)

where 0 < Reζ < 1 and KW denotes the product of the K-function by an holomorphic

function W that decays fast along the imaginary direction as explained in C.1.

Notice that the function K (~γ(s)) has poles at

s = s(12)
τ ≡ ∆− τ/2− γ(0)

12

γ
(1)
12 − γ

(0)
12

, (D.27)

and

s = s(14)
τ ≡ ∆− τ/2− γ(0)

14

γ
(1)
14 − γ

(0)
14

= 1 +
∆− τ/2− γ(1)

14

γ
(1)
14 − γ

(0)
14

. (D.28)

For our choice of ~γ(0) and ~γ(1), the poles obey s
(12)
τ < 0 and s

(14)
τ > 1 as required by the

conditions of Bochner’s theorem.

Now let us move ~γ(0) into region [b] and ~γ(1) into region [c] as depicted in figure 19.

In other words we decrease γ
(0)
12 and γ

(1)
14 below ∆. Under this deformation, there are

poles that cross the contours along s = it and s = 1 − it for t ∈ R. This will change

equation (D.26) into

KW (~γ(ζ)) =

∫
dt

2π

KW (~γ(it))

ζ − it
+

∫
dt

2π

KW (~γ(1− it))
ζ − 1 + it

(D.29)

+
∑

s
(12)
τ >0

Res
s=s

(12)
τ
KW (~γ(s))

ζ − s(12)
τ

+
∑

s
(14)
τ <1

Res
s=s

(14)
τ
KW (~γ(s))

ζ − s(14)
τ

Notice that if we denote ~γ(ζ) = (γ12, γ14) then the last equation can be written as

KW (γ12, γ14) =

∫
dt

2π

KW (~γ(it))

ζ − it
+

∫
dt

2π

KW (~γ(1− it))
ζ − 1 + it

+
∑

τ<2(∆−γ(0)
12 )

Resγ12=∆−τ/2KW
(
γ12, γ14(s

(12)
τ )

)
γ12 −∆ + τ/2

(D.30)

+
∑

τ<2(∆−γ(1)
14 )

Resγ14=∆−τ/2KW
(
γ12(s

(14)
τ ), γ14

)
γ14 −∆ + τ/2

Equations (D.29) or (D.30) imply analyticity of the K-function at ~γ(ζ) = (γ12, γ14) as

long as: i. we place ~γ(0) and ~γ(1) in an analytic domain inside region [b] and region [c],

– 84 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

Re[γ12]

Re[γ14] [a][b]

[c][d]

(0, 0)

(∆,∆)

(
∆
3 ,

∆
3

)

(
−∆

2 ,∆
)

(
∆,−∆

2

)

~γ(0)

~γ(1)

~γ(ζ)

Figure 19. Construction that leads to equations (D.29) and (D.30). We represent the case ∆ =

τlightest and therefore τ∗ = 2∆. We can establish analyticity in the shaded domain without crossing

the accumulation point of accumulation points of triple-twist operators (marked with dashed lines).

respectively; ii. the sums converge. Condition i. is easy to satisfy if the twist spectrum

is not continuous. Although this is an open question for high twist in CFTd > 2, it is

clear that at least until the first accumulation point of accumulation points (triple-twist

operators) the spectrum is discrete. Condition ii. is more non-trivial. Let us consider

several cases of increasing difficulty:

• The sums converge because they contain finite number of terms. This is the case if

we do not cross any accumulation point, i.e. for ∆ − τ∗/2 < γ
(0)
12 , γ

(1)
14 < ∆.

• We cross only one twist accumulation point τ∗. For example, take γ
(0)
12 < ∆ − τ∗/2.

In this case, the infinite sum over twists accumulating at τ∗ only converges if the

intersection of γ12 = ∆ − τ∗/2 with the straight line through ~γ(0) and ~γ(1) has

γ14 = γ14(s
(12)
τ∗ ) > ∆ because of (D.23). Fortunately, this last condition can be

relaxed by choosing a function W that vanishes like (γ12 −∆ + τ∗/2)p at γ12 =

∆ − τ∗/2 for some integer p > 0. This makes the residues in (D.30) smaller as

we approach the accumulation point and therefore extends the convergence of the

sum to γ14(s
(12)
τ∗ ) > ∆− p τgap.45

• We cross only a finite number of double-twist accumulation points τ∗ + 2n in both

region [b] and region [c]. This case can be treated similarly to the previous one. It is

45Here we used the large spin behaviour τ∗ − τ(l) ∼ l−τgap from the lightcone bootstrap.
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enough to choose a function W that vanishes sufficiently fast at γ12 = ∆− τ∗/2− n
and γ14 = ∆ − τ∗/2 − n for a finite set of integers n. Notice that if ∆ = τlightest

then τ∗ = 2∆ and this allows us to prove analyticity in the corner of region [d]

with γ13 < ∆
2 (see figure 19). This region contains the crossing symmetric point

γ12 = γ13 = γ14 = ∆
3 .

• We cross an infinite number of twist accumulation points. For example, we cross

the triple-twist accumulation point of accumulation points at γ12 = ∆ − 1
2τtriple.

Conservatively, the sums converge as long as the intersection γ14(s
(12)
3τ∗/2

) > ∆. This

is not sufficient to extend the region of analyticity beyond the previous case.

D.3 Asymptotic behavior of K functions and of the Mellin amplitude

K functions decay polynomially at infinity. This can be seen starting from their definition:

K(γ12, γ14) =

∫ 1

0

du

u

∫ 1

0

dv

v
F (u, v)uγ12vγ14 . (D.31)

When γ12, γ14 → i∞ this integral is dominated by u = v = 1 and so we obtain K(γ12, γ14) ∼
1

γ12γ14
. Subleading corrections to this behaviour can be computed by expanding the corre-

lation function close to the crossing symmetric point u = v = 1.

By contrast, the Mellin amplitude

M(γ12, γ14) = K(γ12, γ14) +K(γ13, γ14) +K(γ12, γ13) (D.32)

decays exponentially at infinity. We proved this for the cases in which the theorem of

section 2 applies. This also happens in every example.

Since the Mellin amplitude can be written as a sum of functions that decay polyno-

mially, it is not obvious how come it can decay exponentially from the point of view of K

functions. Let us see that crossing symmetry implies that it does not decay polynomially.

We check this in some simple examples but not in full generality in the sense that we will

see next. Indeed consider expression (D.31) and expand

F (u, v) =
N∑

n,m=0

an,m(1− u)n(1− v)m (D.33)

where N is some positive integer. Crossing relates different an,m to each other. If we plug

the function K(γ12, γ14) thus obtained into (D.32), we seem to obtain that M(γ12, γ14)

decays polynomially. However notice that the coefficients an,m are not all arbitrary and

they are constrained by crossing symmetry.46 For this reason many cancellations occur

and one obtains that M(γ12, γ14) ∼ 1
γN12γ

N
14

. We checked this up to N = 10 and we believe

that it holds for arbitrary N .

46A similar idea was pursued in [108].
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E Examples

E.1 Examples of K-functions

E.1.1 Free fields

Consider a free scalar field φ of conformal dimension ∆. Then, for 〈φφφφ〉 we have

F (u, v) = 1 + u−∆ + v−∆, (E.1)

K(γ12, γ14) =
1

γ12γ14
+

1

γ12(γ14 −∆)
+

1

(γ12 −∆)γ14
. (E.2)

The corresponding Mellin amplitude is 0.

For the case O = 1√
2N

∑N
i=1 φ

iφi in free scalar theory, we have

F (u, v) = 1 + u−∆ + v−∆ +
4

N

(
u−

∆
2 + v−

∆
2 + u−

∆
2 v−

∆
2

)
, (E.3)

K(γ12, γ14) =
1

γ12γ14
+

1

γ12(γ14 −∆)
+

1

(γ12 −∆)γ14
(E.4)

+
4

N

(
1

(γ12 − ∆
2 )(γ14 − ∆

2 )
+

1

γ12(γ14 − ∆
2 )

+
1

(γ12 − ∆
2 )γ14

)
. (E.5)

The corresponding Mellin amplitude is 0.

E.1.2 The correlator 〈σσσσ〉 in 2D Ising

In the 2d Ising model,

〈σσσσ〉 =
1

x
1
4
13x

1
4
24

F (u, v) =
1

x
1
4
13x

1
4
24

∫
dγ12

2πi

∫
dγ14

2πi
M̂(γ12, γ14)u−γ12v−γ14 , (E.6)

with

F (u, v) =

√√
u+
√
v + 1√

2 8
√
uv

, (E.7)

M̂(γ12, γ14) = −
√

2

π
Γ

(
2γ12 −

1

4

)
Γ

(
2γ14 −

1

4

)
Γ(−2γ12 − 2γ14). (E.8)

We will compute K(γ12, γ14) in two ways. The first way is the following. Consider

Q(γ12, γ14) =

∫ 1

0

dv

v

∫ v

0

du

u
uγ12vγ14F (u, v). (E.9)

Then, F (u, v) = F (v, u) implies

K(γ12, γ14) = Q(γ12, γ14) +Q(γ14, γ12). (E.10)

Our goal is to compute Q(γ12, γ14) by expanding F (u, v) in a power series expansion around

u = 0.
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For a generic CFT, we would proceed in the following manner. We write47

F (u, v) =
∑
k

C2
OOOk

u
τk
2
−∆

∞∑
m=0

umgm(v), (E.11)

where ∆ is the conformal dimension of the external scalar, τk is the twist of an exchanged

primary, C2
OOOk

is an OPE coefficient and finally gm(v) is a collinear block. Suppose we

put equation (E.11) into (E.9). Notice that the integral (E.9) does not involve v = 0, which

is where the expansion (E.11) should fail. We find

K(γ12, γ14) =
∑
k

C2
OOOk

∞∑
m=0

(
1

γ12 + τk
2 −∆ +m

(E.12)

+
1

γ14 + τk
2 −∆ +m

)
f τkm (γ13),

where

f τkm (x) =

∫ 1

0

dy

y
y−x+

τk
2

+mgm(y) (E.13)

is a kinematical function. In practice, it was difficult to compute it for general m. We

register the result for m = 0:

g0(v) = (v−1)J 2F1

(
1

2
(2J+τ),

1

2
(2J+τ);2J+τ ;1−v

)
, (E.14)

f τk0 (γ13) = (−1)J22J+τ−1Γ(J+1)Γ
(
J+

τ

2

)
Γ

(
J+

τ

2
+

1

2

)
Γ
(τ

2
−γ13

)
(E.15)

3F2

(
J+1,J+

τ

2
,J+

τ

2
;J+

τ

2
−γ13+1,2J+τ ;1

) 1
√
πΓ(2J+τ)Γ

(
J−γ13+ τ

2 +1
) .

In the case of the 2d Ising model, F (u, v) is simple enough to admit a power series

expansion in u. From (E.7), we find

F (u, v) =
∞∑
n=0

(−1)n+1Γ(n− 1
2) (
√
v + 1)

1
2
−n
un/2

2
√

2πΓ(n+ 1)(uv)
1
8

(E.16)

where the expansion converges in |
√
u| < |1 +

√
v|.

We can now do the integrals to find a series expression for Q(γ12, γ14) and K(γ12, γ14).

We find

K(γ12, γ14) =
∞∑
n=0

(
1

2γ12 + n− 1
4

+
1

2γ14 + n− 1
4

)
(E.17)

2
5
2
−n(−1)n+1Γ(−1

2 + n) 2F1

(
1, 5

4 − 2γ13;n− 2γ13 + 3
4 ;−1

)
√

2π
(
−2γ13 + n− 1

4

)
Γ(1 + n)

,

47Presumably, expansion (E.11) converges on the square (u, v) ∈ [0, 1]× [0, 1], except for v = 0. But we

could not prove it.
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where γ13 = 1
8 − γ12 − γ14. This series converges exponentially fast.48 We checked for

several values of γ12 and γ14 that using (E.17), then K(γ12, γ14) +K(γ12,
1
8 − γ12 − γ14) +

K(1
8 − γ12 − γ14, γ14) numerically matches (E.8).

Let us outline another way to compute K(γ12, γ14). We first do the u integral. Then,

we attempt to do the v integral. It is more complicated, since the integrand is also more

complicated. So, we series expand the integrand around v = 0. We spare the reader the

details. We find

K(γ12, γ14) =
∞∑
n=0

gnfn(γ12)fn(γ14), (E.18)

where

gn = −
Γ
(
n− 1

2

)
22n− 3

2
√
πΓ(n+ 1)

, (E.19)

fn(γ12) = 2F̃1

(
1, n− 1

2
; 2γ12 + n+

3

4
;

1

2

)
Γ

(
2γ12 + n− 1

4

)
(E.20)

≡ 2F1

(
1, n− 1

2
; 2γ12 + n+

3

4
;

1

2

)
4

8γ12 + 4n− 1
.

This expansion also converges exponentially fast and with it we can obtain the correct

value of M(γ12, γ14).

E.2 Mellin representation with a straight contour for 〈σσσσ〉 in the 2d Ising

model

We provide a Mellin amplitude with a straight contour for 〈σσσσ〉 in the 2d Ising model.

The four point function is given by 1

x
1
4
13x

1
4
24

F (u, v), with F (u, v) given by (E.7). For this

correlator, we have explicit expressions for the function K(γ12, γ14), see (E.18) and (E.19).

According to the discussion in section 3, we have that

F (u, v) =

∫
Re(γ12)= 1

8
+0+

dγ12

2πi

∫
Re(γ14)= 1

8
+0+

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14 (E.21)

+

∫
Re(γ12)= 1

8
+0+

dγ12

2πi

∫
Re(γ13)= 1

8
+0+

[dγ13]K(γ12, γ13)u−γ12v−γ14

+

∫
Re(γ13)= 1

8
+0+

[dγ13]

∫
Re(γ14)= 1

8
+0+

dγ14

2πi
K(γ13, γ14)u−γ12v−γ14 .

Each of these three integrals should be done with a straight contour. Consider the first

integral. We can deform its contour until we reach the crossing symmetric point Re(γ12) =
1
24 , Re(γ14) = 1

24 . In the process, we pick up some poles, which will give us the appropriate

subtractions to perform to the correlator. We do the same procedure for all three integrals

on the r.h.s. of (E.21). At the end, we reunite the three integrals into a single integral with

a straight contour at the crossing symmetric point Re(γ12) = 1
24 , Re(γ14) = 1

24 .

48Note that (E.17) has no poles in γ13, but Q would have poles in γ13. Each term of the series (E.17)

does have poles in γ13, but the residues of successive terms cancel.
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Let us work out this procedure for the first integral on the r.h.s. of (E.21).∫
Re(γ12)= 1

8
+0+

dγ12

2πi

∫
Re(γ14)= 1

8
+0+

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14 (E.22)

=

∫
Re(γ12)= 1

24

dγ12

2πi

∫
Re(γ14)= 1

24

dγ14

2πi
K(γ12, γ14)u−γ12v−γ14

+ u−
1
8

∫
Re(γ14)= 1

8
+0+

dγ14

2πi
K̂

(
γ12 =

1

8
, γ14

)
v−γ14

+ v−
1
8

∫
Re(γ12)= 1

24

dγ12

2πi
K̂

(
γ12, γ14 =

1

8

)
u−γ12 ,

where we used hats to denote the residues.

Let us now evaluate the integrals.

u−
1
8

∫
Re(γ14)= 1

6

dγ14

2πi
K̂

(
γ12 =

1

8
, γ14

)
v−γ14

= u−
1
8

∫
Re(γ14)= 1

6

dγ14

2πi

2F1(1,−1
2 , 2γ14 + 3

4 ,
1
2)

γ14 − 1
8

v−γ14 = θ(1− v)

√
1 +
√
v

√
2u

1
8 v

1
8

and

v−
1
8

∫
Re(γ12)= 1

24

dγ12

2πi
K̂

(
γ12, γ14 =

1

8

)
u−γ12 (E.23)

= θ(1− u)

√
1 +
√
u

√
2u

1
8 v

1
8

− 1√
2

1

u
1
8 v

1
8

.

We proceed similarly concerning the other two integrals in (E.21). We conclude that

if we define

Fsub(u, v) = F (u, v)−
√

1 +
√
u+

√
1 +
√
v +

√√
u+
√
v

√
2(uv)

1
8

+
u−

1
8 v−

1
8 + u−

1
8 v

1
8 + u

1
8 v−

1
8

√
2

,

then

Fsub(u, v) =

∫
Re(γ12)= 1

24

dγ12

2πi

∫
Re(γ14)= 1

24

dγ14

2πi
M(γ12, γ14)u−γ12v−γ14 , (E.24)

where the Mellin integral is evaluated with a straight contour at Re(γ12) = Re(γ14) = 1
24

and M(γ12, γ14) is given by (E.8). We checked equation (E.24) for several values of u and

v by performing the Mellin integral numerically. Fsub(u, v) is crossing symmetric and is

softer than F (u, v) in the lightcone limit as well as in the double lightcone limit.

E.3 φ3 in 6 + ε dimensions

In this section we check some statements in section 3 for the example of φ3 theory in 6 + ε

dimensions at the critical point.

Consider the contribution to 〈φφφφ〉 given by the three diagrams in figure 20.
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Figure 20. The connected piece of 〈φφφφ〉 at tree level. To first order in ε, the scalar φ has

dimension ∆ = 2 + 5
9ε.

The main results of section 3 are equations (3.18) and (3.39). Our goal in this section

is to show that such equations are correct for the four point function in figure 20.

φ3 in 6 + ε dimensions was studied in [109] using the skeleton expansion. It was found

in [109] that the first diagram in figure 20 is equal to

C2
φφφ

Γ(∆)Γ(d−∆
2 )2

π
d
2 Γ(∆

2 )2Γ(d−2∆
2 )

1

x3∆−d
12 x∆

34

∫
ddx5

xd−∆
12 xd−∆

25 x∆
35x

∆
45

(E.25)

= C2
φφφ

Γ(∆)

Γ(d−2∆
2 )Γ(∆

2 )4

1

x2∆
12 x

2∆
34

u
d−∆

2 D̄ d−∆
2
, d−∆

2
,∆

2
,∆

2
(u, v),

where Cφφφ is an OPE coefficient.

We can obtain a Mellin representation for (E.25) using Symanzik’s trick (7.19). Ex-

pression (E.25) is equal to

C2
φφφ

Γ(∆)

Γ(∆
2 )4Γ(d−2∆

2 )

1

x2∆
13 x

2∆
24

∫
Re(γ12)= 2

3
∆

dγ12

2πi

∫
Re(γ14)= 1

6
∆

dγ14

2πi
Mdiag(γ12, γ14)u−γ12v−γ14 ,

(E.26)

where

Mdiag(γ12, γ14) = Γ

(
γ12 −

∆

2

)
Γ

(
d

2
− 3

2
∆ + γ12

)
Γ(γ13)2Γ(γ14)2. (E.27)

If we set ε = 0, then

Mdiag(γ12, γ14) = Γ(γ12 − 1)Γ(γ12)Γ2(γ13)Γ(γ14)2. (E.28)

So, in expression (E.26) the contour is straight and can be placed anywhere in the shaded

triangle in figure 21.

In order to make contact with formula (3.18) we would like to displace the contour

in (E.26) to (Re(γ12) = ∆
3 ,Re(γ14) = ∆

3 ). In order to do this we need to pick up the pole

at γ12 = ∆
2 . Expression (E.26) is equal to

C2
φφφ

Γ(∆)

Γ(∆
2 )4Γ(d−2∆

2 )

1

x2∆
13 x

2∆
24

∫
Re(γ12)= ∆

3

dγ12

2πi

∫
Re(γ14)= ∆

3

dγ14

2πi
Mdiag(γ12, γ14)u−γ12v−γ14

+ C2
φφφ

u−
∆
2

x2∆
13 x

2∆
24

2F1

(
∆

2
,
∆

2
; ∆, 1− v

)
. (E.29)

We see that the subtraction is precisely the collinear block, like we expected.
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γ12 = 0 γ12 = ∆
2

γ14 = 0

γ13 = 0

C

Figure 21. According to expression (E.28), the contour must be placed to the right of Re(γ12) = 1,

above Re(γ14) = 0 and to the bottom of Re(γ13) = 0. We are thus led to the shaded triangle in

this figure.

γ12 = 0 γ12 = ∆
2

γ14 = 0

γ14 = ∆
2

γ13 = ∆
2

γ13 = 0

C2 C1

C3

Figure 22. The shaded triangles represent the regions where we can put the integration contours

for each of the integrals in (E.26). If we want to gather all three contours into a single deformed

contour, then we run into the problem of having pinches. For example, consider the point in the

picture where Re(γ14) = 0 and Re(γ14) = ∆
2 . In order to have a deformed contour, the contour must

pass to the right of Re(γ12) = ∆
2 , above Re(γ14) = 0 and below Re(γ13) = ∆

2 . This is impossible

without introducing some regularization of the integrals.

The full expression for the connected piece of 〈φφφφ〉 at tree level is

〈φφφφ〉 = C2
φφφ

Γ(∆)

Γ(∆
2 )4Γ(d−2∆

2 )

1

x2∆
13 x

2∆
24

(∫ ∫
C1

dγ12dγ14

(2πi)2
Mdiag(γ12, γ14)u−γ12v−γ14

+

∫ ∫
C2

dγ12dγ14

(2πi)2
Mdiag(γ13, γ14)u−γ12v−γ14

+

∫ ∫
C3

dγ12dγ14

(2πi)2
Mdiag(γ14, γ13)u−γ12v−γ14

)
. (E.30)

Each of the 3 Mellin integrals has a different integration contour as in figure 22.

In order to gather all three integrals in (E.30) into a single integral there are two

equivalent ways of proceeding. One way is to introduce an ε regularization in order to

write a deformed contour, pick up some poles and then set ε = 0. Another way is to
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use (E.29) (and its equivalent for the other) diagrams. Our final formula is

〈φφφφ〉 −
C2
φφφ

x2∆
13 x

2∆
24

(
u−

∆
2 2F1

(
∆

2
,

∆

2
; ∆, 1− v

)
(E.31)

+ v−
∆
2 2F1

(
∆

2
,
∆

2
; ∆, 1− u

)
+ v−

∆
2 2F1

(
∆

2
,

∆

2
; ∆, 1− u

v

))

=
C2
φφφΓ(∆)

Γ(∆
2 )4Γ(d−2∆

2 )

1

x2∆
13 x

2∆
24

∫
Re(γ12)= ∆

3

dγ12

2πi

∫
Re(γ14)= ∆

3

dγ14

2πi
M(γ12, γ14)u−γ12v−γ14 , (E.32)

for the connected piece of 〈φφφφ〉 at tree level, where

M(γ12, γ14) = Γ2(γ12)Γ2(γ13)Γ2(γ14) (E.33)

×

(
Γ(−∆

2 + γ12)Γ(d2 −
3∆
2 + γ12)

Γ2(γ12)
+ (γ12 ↔ γ13) + (γ12 ↔ γ14)

)

Formula (E.31) agrees with the equations (3.18) and (3.39) in the main text.

F Analyticity in a sectorial domain ΘCFT

In this appendix we establish the claim made in the main text about the region of analyticity

of the correlator. The idea is to use the convergent OPE to bound the analytically continued

correlator and its derivatives. We start by stating some preliminaries. Afterwards we give

a proof that the correlation function is analytic inside the rhombus, see figure 4. Finally,

we comment on the case of 〈σσσσ〉 in the 2d Ising model to illustrate our claims.

F.1 Preliminaries

It is convenient to introduce the standard (z, z̄) coordinates for the cross ratios

u = zz̄,

v = (1− z)(1− z̄) . (F.1)

Let us briefly discuss the relationship between the two coordinates. We first consider the

principal Euclidean sheet which corresponds to u, v ≥ 0. It is convenient to split this in

two regions, see figure 1.

In the gray region (z, z̄) coordinates are complex conjugate

Grey region : z̄ = z∗, Im[z] 6= 0. (F.2)

In addition to this, in the colored regions we have for z, z̄ ∈ R

Red region : z, z̄ ≤ 0,

Blue region : 0 ≤ z, z̄ ≤ 1,

Pink region : 1 ≤ z, z̄ <∞. (F.3)

– 93 –



J
H
E
P
0
8
(
2
0
2
0
)
0
3
1

In going from (z, z̄) to (u, v) there is a square root ambiguity and we have to choose a

branch of the continuation

z =
1

4

(√
(1 +

√
u)2 − v +

√
(1−

√
u)2 − v

)2

,

z̄ =
1

4

(√
(1 +

√
u)2 − v −

√
(1−

√
u)2 − v

)2

. (F.4)

The branch point is located at z = z̄.

It is also useful to recall (ρ, ρ̄) variables [32]

ρ(z) =
z

(1 +
√

1− z)2
, (F.5)

which map the [1,∞) cut z-plane into a unit disc. Using the ρ variable we can expand the

correlator as follows [32, 36]

F (z, z̄) =
∑
h,h̄

bh,h̄ρ(z)hρ̄(z̄)h̄, bh,h̄ ≥ 0. (F.6)

This expansion converges for |ρ|, |ρ̄| < 1 and makes the analytic structure in the z-plane

manifest. The correlator has branch points at z, z̄ = 0 which correspond to crossing the

light-cone. Moreover, analytic continuation around the origin simply introduces phases in

the expansion (F.6). Similarly, we can use unitarity to bound the analytically continued

correlator by its value on the principal Euclidean sheet

OPE bound : |F (eiαz, eiβ z̄)| ≤ F (z∗, z̄∗), (F.7)

where |ρ
(
eiαz

)
| ≡ ρ(z∗) and |ρ̄

(
eiβ z̄

)
| ≡ ρ(z̄∗). Analogous statements apply for analytic

continuation around z = 1 (if we use the same argument in the crossed channel). We,

however, do not have a corresponding argument in d > 2 for analytic continuation simulta-

neously around z = 0 and z = 1. In d = 2 the analytic structure of the correlation function

is the same on every sheet as was shown in [31], thanks to the convergence properties of the

so-called q-expansion. In d > 2 we expect to have extra singularities, a full classification

of which is not known. One simple example discussed in [31, 33] is the z = z̄ singularity,

where continuation on the second sheet in one of the variables is implicitly assumed. The

z = z̄ singularity corresponds to a very simple Landau graph where external points lie on

a light-cone emanating from a point, two in the past and two in the future. It is also a

singularity of an individual conformal block in d > 2, see [31] for more details.

F.2 Analyticity from OPE

For arg(u) = arg(v) = 0 the s-channel OPE converges for all u > 0 and v > 0, except for

the region in which v ≤ (1 −
√
u)2 and u ≥ 1, this is the pink region on figure 1. Let us

consider u, v > 0 inside the region where the s-channel OPE converges and consider the

analytic continuation u → |u|eiα, v → |v|eiβ , where we are interested in 0 < |u|, |v| < ∞.

We ask for which values of α and β does the s-channel OPE still converges.
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2ππ0−π−2π

−2π

−π

π

2π

arg(v)

arg(u)

Figure 23. Conditions (F.10) are verified in the pink and grey region. They are not verified in the

white region. The s-channel OPE does not converge at special points that connect the grey and

the pink region at (−π, π), (−π,−π), (π,−π), (π, π). This reflects the fact that when continuing

from the grey to the pink region we necessarily cross the [1,∞] cut in the z or z̄ plane. Therefore,

the s-channel OPE cannot be used in the pink region.

The s-channel OPE will cease to converge whenever we have either z or z̄ bigger or

equal to 1 and real. Without loss of generality, suppose that z̄ ≥ 1 and real. Then we have

the following relation

|v|eiβ = (1− z̄)

(
1− |u|e

iα

z̄

)
. (F.8)

Taking the real and imaginary part of this equation, we find

(|u|, |v|) =

(
−z̄ sin(β)

sin(α− β)
, (1− z̄)

sin(α)

sin(α− β)

)
. (F.9)

We should read equation (F.9) in the following manner. Given (α, β) it tells us for

which values of |u| and of |v| does the s-channel OPE cease to converge. As explained

above, |u| and |v| must be positive. So, if equation (F.9) implies that |u| and |v| are

negative, then the s-channel OPE converges for such values of α and β (as long as to get

to such values the s-channel OPE converged along the way of the analytic continuation).

We thus obtain the following conditions for convergence of the s-channel OPE(
sin(α) sin(β)

)
< 0 ∨

(
sin(α− β) > 0 ∧ sin(α) > 0 ∧ sin(β) > 0

)
(F.10)

∨
(

sin(α− β) < 0 ∧ sin(α) < 0 ∧ sin(β) < 0
)
,

see figure 23. At α = β+nπ, with n ∈ N, condition (F.8) does not hold, unless at possible

special points where α = mπ, where m ∈ N.

Our argument shows that the s-channel OPE converges in the grey region of figure 23

for all 0 < |u|, |v| <∞. Indeed, in this region both |ρ|, |ρ̄| < 1 and since the OPE converges
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exponentially fast [32], both F (u, v) and any of its ∂u, ∂v derivatives are finite. This

establishes analyticity of F (u, v) inside the grey region. The situation is slightly different

on a boundary of the grey region. Consider for example arg(u) = arg(v) = 0. As explained

above in this case the s-channel OPE converges only for |v| ≤ (1−
√
|u|)2 and |u| ≥ 1.

Next we combine the argument above with crossing. Applying crossing symmetry to

the grey region of figure 23 we find the correlation function is analytic in the whole sectorial

domain given by the rhombus of figure 4. The rhombus in figure 4 is the minimal crossing

symmetric region that contains the grey regions in figure 23.

One comment is in order regarding the special point arg(u) = arg(v) = 0 which is

the common boundary point of analyticity of all three OPE channels. In this case as we

mentioned above each of the channels converges only in some subspace of the sectorial

domain 0 < |u|, |v| < ∞. However, the union of them covers it fully and thus we have

established the desired analyticity in ΘCFT.

F.3 2d Ising

For 〈σσσσ〉 in the 2d Ising model we have that F (u, v) =

√√
u+
√
v+1√

2 8√uv . Suppose that we

start analytically continuing u→ |u|eiα, v → |v|eiβ . We reach the boundary of the region

of analyticity when 1+ |u|1/2ei
α
2 + |v|1/2ei

β
2 = 0. Given α and β the boundary of the region

of analyticity is achieved when we start at u, v > 0 such that

(
√
u,
√
v) =

(
sin(β2 )

sin(α−β2 )
,−

sin(α2 )

sin(α−β2 )

)
. (F.11)

We are only interested in the situations where the r.h.s. is positive. It is not possible for

the r.h.s. to be positive inside the rhombus of figure 4. So we conclude that 〈σσσσ〉 is

analytic inside the rhombus.

Let us also comment on the branch point above in relation to the results of [31]. It was

argued in [31] that 2d CFT correlators has only branch point singularities at z, z̄ = 0, 1,∞
on every sheet. The branch point above on the other hand is at z = z̄. By switching

to the (z, z̄) one can indeed check that the correlator is fully analytic at this point. The

branch point originates from going between the (z, z̄) and (u, v) variables, see (F.4), in full

agreement with the results of [31].

G Polynomial boundedness in a sectorial domain ΘCFT

In this section we present some arguments in favor of the bound on the double light-cone

limit that we used in the main text. Recall that the double light-cone limit is defined

as u, v → 0 with u
v fixed (or some more general path of approaching the origin in the

(u, v) plane). This limit is not controlled by the OPE and therefore an extra analysis is

required.49

49See [34] for discussion of this limit in the planar gauge theories and [35] for the corresponding limit in

the vector model.
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G.1 Subtractions and a bound on the double light-cone limit

Here we use the asymptotic light-cone expansion on the second sheet to derive a better

bound on the double light-cone limit of the double discontinuity of the correlator.

Consider the full correlation function

F (u, v) = u−∆
∑
h,h̄

ah,h̄z
hz̄h̄. (G.1)

We will be interested in the double discontinuity of the connected correlator

dDiscu[F ](u, v) ≡ F (u, v)− 1

2

(
F (ue2πi, v) + F (ue−2πi, v)

)
. (G.2)

Recall that the connected correlator is equal to Fconn(u, v) = F (u, v)−(1+u−∆+v−∆).

Therefore we get

dDiscu[Fconn](z, z̄) = 2u−∆
∑

h,h̄≥ τgap
2

sin2 π(h−∆)ah,h̄z
hz̄h̄, (G.3)

where we used that dDiscu[1 + v−∆] = 0 and wrote explicitly that sum goes only over

operators above the vacuum. Using unitarity we then get

dDiscu[Fconn](z1, z̄1)

(z1z̄1)
τgap

2
−∆

≤ dDiscu[Fconn](z2, z̄1)

(z2z̄1)
τgap

2
−∆

, 0 < z1 < z2 < 1 . (G.4)

We know take the limit z̄1 → 1 and use in the r.h.s. asymptotic light-cone expansion

on the second sheet. As reviewed in detail in [110] for a general four-point correlator it is

an assumption. For the case of identical scalars at hand, however, it was argued for in [36].

We can then take double discontinuity block by block. Since a double discontinuity of each

individual block is zero the leading effect will come from the first twist accumulation point

at some

τgap ≤ τ∗ ≤ 2∆. (G.5)

Using this fact we can write

dDiscu[Fconn](z1, z̄1)

(z1z̄1)
τgap

2
−∆

≤ c [(1− z2)(1− z̄1)]
τ∗
2
−∆

(z2z̄1)
τgap

2
−∆

. (G.6)

In terms of (u, v) the bound becomes

dDiscu[Fconn](u, v) ≤ c

u∆− τgap
2 v∆− τ∗

2

, 0 < u, v < c0. (G.7)

Of course, by applying crossing we can write an analogous bound for dDiscv[Fconn](u, v) ≥
c

v∆−
τgap

2 u∆− τ∗2
.

Note that if we try to remove dDisc the argument above fails. Indeed, in this case we

cannot write (G.4) because taking the connected part is equivalent to introducing terms

with negative coefficients in the sum (G.1). These are due to double twist operators

present in the OPE decomposition of the disconnected piece. Without non-negativity of
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the expansion (G.3) we cannot write (G.4). Instead we can use similar arguments to derive

the bound for the full correlator

F (u, v) ≤ c

(uv)∆
. (G.8)

Given the bound on dDiscu[Fconn] we would like to derive a bound on Fconn itself. A

natural guess which is consistent with (G.7)

|Fconn(u, v)| ≤ c

(uv)∆− τgap
2

, 0 < u, v < c0. (G.9)

Two examples where this bound is saturated are minimal models in d = 2 and free field

theories in d > 2. In both of these cases τgap = τ∗.

This, however, does not immediately follow from (G.7). As a way to violate (G.9),

while having (G.7) being satisfied, we can imagine that the spectrum contains special

operators with twist 2∆ + 2m which will contribute to F (u, v) but will not contribute to

the double discontinuity. We will see a nontrivial example of such a function below. In

an interacting CFT we, however, do not expect such a problem to occur and therefore we

believe that (G.9) is a correct bound.

To avoid this problem and to generalize the argument above we consider subtractions.

Assuming the number of low lying twist operators is finite we can improve the argument

by considering additional subtractions. Indeed, let us consider

Fsub(u,v) =F (u,v)−(1+u−∆+v−∆) (G.10)

−
∑

τgap≤τ≤τsub

Jmax∑
J=0

[
τsub−τ

2

]∑
m=0

C2
τ,J

(
u−∆+ τ

2
+mg

(m)
τ,J (v)+v−∆+ τ

2
+mg

(m)
τ,J (u)+v−

τ
2
−mg

(m)
τ,J

(u
v

))
,

where the role of the first subtraction term in the brackets is to make the sum (G.3) to

start from
∑

h,h̄≥
τ ′
sub
2

. Going through the same argument (and the same assumptions) we

conclude that

|dDiscuFsub(u, v)| , |dDiscvFsub(u, v)| ≤ c

(uv)∆−
τ ′
sub
2

, 0 < u, v < c0. (G.11)

Note that since the number of subtractions is finite, we have necessarily τsub < τ∗ < 2∆.

In writing (G.11) we used the fact that the second and the third subtraction terms in the

brackets in (2.20) trivially have double discontinuity which satisfies (G.11).

An interesting example of the function with zero double discontinuity in the s and

t-channel but singular in the double light-cone limit is provided by the u-channel subtrac-

tions above. Consider for example v−
τ
2 g

(0)
τ,J(uv ) which corresponds to a collinear confor-

mal block exchanged in the u-channel. It is easy to check that dDicsu

(
v−

τ
2 g

(0)
τ,J(uv )

)
=

dDicsv

(
v−

τ
2 g

(0)
τ,J(uv )

)
= 0,50 whereas its double light-cone limit is given by

lim
u,v→0,u

v
− fixed

v−
τ
2 g

(0)
τ,J

(u
v

)
∼ v−

τ
2 . (G.12)

50This is just to say the usual thing that the u-channel exchange decomposes into purely double trace

operators in the s- and t-channel.
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This is to be contrasted with a much more regular behavior of the same function in the

light-cone limit

lim
u→0,v − fixed

v−
τ
2 g

(0)
τ,J

(u
v

)
∼ log u,

lim
v→0,u − fixed

v−
τ
2 g

(0)
τ,J

(u
v

)
∼ log v. (G.13)

In the argument above we expect that in an interacting CFT only subtraction terms

provide examples of such functions. Therefore we conclude that (G.11) implies

|Fsub(u, v)| ≤ c

uγ12vγ14
, 0 < u, v < c0, (G.14)

where γ12, γ14 > ∆ − τ ′sub
2 and γ12 + γ14 > τsub due to subtractions (G.12). In a sense we

would like to say that by improving the light-cone limits in the u- and v- channels we have

also improved the corresponding double light-cone limit in the s- and t-channels but we

make it worse due to the subtractions in the u-channel.

Let us comment on another piece of intuition behind (G.14). As we take the double

light-cone limit what could happen is that we have an infinite number of operators with

approximately fixed twist given by 2∆ + 2n operators with arbitrarily large spin that

develop an enhanced singularity in the double light-cone limit. However, from the usual

light-cone bootstrap picture we expect those operators to control the double light-cone

limit in the dual channel. Therefore, by improving the light-cone limit in both channels

via subtractions we expect that we also improve the double light-cone limit at least for a

few light isolated operators as above.

To go from the statement about double discontinuity to the correlator itself rigorously

we can use recently derived CFT dispersion relations [55]. We can consider

G(z, z̄) = (zz̄)∆Fsub(z, z̄) (G.15)

and observe that G(z, z̄) satisfy all the conditions to apply subtracted dispersion relations

to it. The subtracted dispersion relation expresses Fsub(z, z̄) via an integral of its double

discontinuities. We can then use (G.11) and try to derive (G.14) via dispersion relations.

We comment on this idea and related difficulties in appendix G. To summarize, at the

moment we were not able to rigorously prove (G.14) and leave it as an assumption hoping

to improve on that in the future.

G.2 Dangerous limits in the sectorial domain

In the subsections above we considered different small 0 < u, v < c0 limits with u and v

being real. For the purpose of deriving the Mellin amplitude we would like however to

generalize this argument for analytically continued u and v. As usual we would like to use

the OPE to bound the correlator. However due to subtractions we do not have the OPE

expansion representation of the correlator with positive coefficients. Therefore we cannot

simply bound the analytically continued correlator by its value on the principal sheet using

the Cauchy-Schwarz argument. Nevertheless we believe that our polynomial bounds on
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the double light-cone limit still apply in the region of analyticity of the correlator. In some

sense this is a generalization of the idea that we can use the light-cone OPE on the second

sheet as an asymptotic expansion.

To sum up, we would like now to say that with the region of analyticity Fsub(u, v)

satisfies the same bound as above

|Fsub(u, v)| ≤ C(γ12, γ14)
1

|u|γ12

1

|v|γ14
, (u, v) ∈ ΘCFT, (γ12, γ14) ∈ UCFT . (G.16)

We already discussed the origin of this bound for small u and v in the previous section

and we can use crossing (2.2) to derive the bound at large u and v.

G.3 Dispersion relations

In this appendix we explain the relation between the double light-cone limit of the double

discontinuity and the corresponding double light-cone limit of the correlation function

using recently derived dispersion relation [55]. The punchline is that we will not be able to

derive the desired bound due to the fact dispersion relations involve the integral of double

discontinuity over the Regge limit which we do not have enough control of.

Let us first review briefly dispersion relations without subtractions.The result of [55]

states that given a suitable complex function of two variables G(z, z̄) we can write it via

its double discontinuity

G(z, z̄) =

∫ 1

0
dwdw̄K(z, z̄, w, w̄)dDisc[G(w, w̄)]

+

∫ 1

0
dwdw̄K

(
z

z − 1
,

z̄

z̄ − 1
, w, w̄

)
dDisc

[
G

(
w

w − 1
,

w̄

w̄ − 1

)]
. (G.17)

The explicit form of the kernels can be found in [55].

We will be interested in the double light-cone limit of G(z, z̄). We would like to argue

that it is controlled by the corresponding double light-cone limit of the dDisc.

As a warm-up let us consider a simple example of the generalized free field

G(z, z̄) = (zz̄)p1([1− z][1− z̄])p2 (G.18)

with dDisc[G(z, z̄)] = 2 sin2(πp2)(zz̄)p1([1 − z][1 − z̄])p2 . As written above the dispersion

relation converges for p1 >
1
2 and −3

4 < p2 <
3
4 − p1.

We are interested in the double light-cone limit z → 0, z̄ → 1. As we will see in a

second it comes solely from the corresponding limit w → 0, w̄ → 1 of dDisc[G(w, w̄)].

To demonstrate this recall that the structure of the kernel is

K(z, z̄, w, w̄) = KB(z, z̄, ρw, ρ̄w)θ(ρzρ̄zρ̄w − ρw) +KC
dρw
dw

δ(ρw − ρzρ̄zρ̄w). (G.19)

Let us first discuss the bulk kernel. We write it in ρ coordinates together with the

measure ∫ 1

0
dρwdρ̄wKB(z, z̄, ρw, ρ̄w)θ(ρzρ̄zρ̄w − ρw). (G.20)
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We then consider the following change of variables. We first rescale ρw → (ρzρ̄zρ̄w)ρw to

remove the θ-function. We then consider the following change of variables

z → εz, z̄ → 1− εẑ,

ρw → 1− 2
√
ε
√
ẑrw, ρ̄w → 1− 2

√
ε
√
ẑr̄w. (G.21)

This change of variables essentially zooms in to the w, w̄ ∼ 1
1−z̄ region. We then take

ε→ 0. The integration measure (G.20) becomes
∫∞

0 drwdr̄wKB(rw, r̄w)

KB(rw, r̄w) =− 1

π

r̄w

(2+rw)3/2(rw+2r̄w)3/2 2F1

(
1

2
,
3

2
,2,

rw(2+rw+r̄w)

(2+rw)3/2(rw+2r̄w)3/2

)
. (G.22)

Note that all the dependence on (z, z̄) disappeared from the kernel. Similarly for the

contact kernel in the same limit we get
∫∞

0 dr̄wKC(r̄w)

KC(r̄w) =
1

π

√
r̄w

1 + r̄w
. (G.23)

Doing the corresponding change of variables on dDisc[G(w, w̄)] above we get

dDisc[G(w, w̄)]|ρw→(ρz ρ̄z ρ̄w)ρw = εp1+p22 sin2(πp2)zp1 ẑp2 r̄2p2
w . (G.24)

We see that the double light-cone limit of the correlation function is manifestly re-

produced. We still however need to check that the coefficient also matches. We get the

following condition

2 sin2(πp2)

(∫ ∞
0

drwdr̄wKB(rw, r̄w)r̄2p2
w +

∫ ∞
0

dr̄wKC(r̄w)r̄2p2
w

)
= 1. (G.25)

Convergence of the integral requires p2 > −3
4 . This becomes∫ ∞

0
drwdr̄wKB(rw, r̄w)r̄2p2

w =
1

2 sin2(πp2) cos 2πp2
. (G.26)

It is easy to check that this is indeed a true identity.

Let us now consider a more general situation where we start with a four-point function

with a bounded double discontinuity. We can bound the four-point function as follows

|G(z, z̄)| <
∫ 1

0
dwdw̄|K(z, z̄, w, w̄)||dDisc[G(w, w̄)]| (G.27)

+

∫ 1

0
dwdw̄|K

(
z

z − 1
,

z̄

z̄ − 1
, w, w̄

)
||dDisc

[
G

(
w

w − 1
,

w̄

w̄ − 1

)]
| (G.28)

Let us start with the first term.The integral over (w, w̄) involves several dangerous

regions. Light-cone limit, Regge limit (w, w̄ → 0), as well as the double light-cone limit

discussed above. In writing (G.17) it has been already assumed that G(w, w̄) decays faster

then (ww̄)1/2 in the Regge limit. We would like to assume that

|dDisc[G(w, w̄)]| ≤ c0(ww̄)p1([1− w][1− w̄])p2 , , 0 < w, w̄ < 1, (G.29)
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and as mentioned above it is assumed that p1 >
1
2 and we are interested in situations where

p2 < 0.

In this way we can bound the first term as follows∫ 1

0
dwdw̄|K(z, z̄,w, w̄)||dDisc[G(w,w̄)]| ≤ c0

∫ 1

0
dwdw̄|K(z, z̄,w, w̄)|(ww̄)p1([1−w][1−w̄])p2 .

(G.30)

Therefore we simply need to bound the integral in the r.h.s. . Since K involves KB and

KC which have different sign in the region of support we should bound them separately.

In this way we shoulds make sure that there are no singular terms in the double light-cone

limit that cancel between KB and KC . Therefore it is enough to bound KC . We can split

the integral into two pieces∫ 1−ε0

0
dw̄KC(z, z̄, w̄) +

∫ 1

1−ε0
dw̄KC(z, z̄, w̄), (G.31)

where ε0 is some fixed small number. The double light-cone limit of the second term is

controlled by the rescaled kernel that we analyzed above. In the first integral we can

simply take the z → 0 and z̄ → 1 limit to get the asymptotic zp1(1− z̄)−
1
4 behavior which

is subleading for p1 and p2 within the range of validity of the unsubtracted dispersion

relations that we discuss here. The conclusion of this discussion is that given the bound

on the double discontinuity (G.29) we bounded∫ 1

0
dwdw̄|K(z, z̄, w, w̄)||dDisc[G(w, w̄)]| ≤ c̃0(zz̄)p1([1− z][1− z̄])p2 , , 0 < z, z̄ < 1 .

(G.32)

Next we would like to bound the u-channel contribution. For simplicity as in the

main body of the paper we imagine that we are dealing with the crossing symmetric

function so that G(z, z̄) = G( z
z−1 ,

z̄
z̄−1) and the same for dDisc. We need to therefore only

consider the behavior of the u-channel kernel K( z
z−1 ,

z̄
z̄−1 , w, w̄) in the double light-cone

limit z → 0, z̄ → 1. We observed that the effect of z̄ → z̄
z̄−1 is to make the kernel more

regular in the double light-cone limit and to remove the enhanced scaling limit considered

above. Therefore for crossing symmetric functions that satisfy the unsubtracted dispersion

relations and satisfy (G.29) we conclude that

|G(z, z̄)| ≤ c̃0(zz̄)p1([1− z][1− z̄])p2 , , 0 < z, z̄ < 1 . (G.33)

In other words we are simply saying that the double light-cone limit of the double discon-

tinuity controls the double light-cone limit of the correlator.

To make the argument relevant we have to address two issues

• subtractions;

• the keyhole contour.
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Doing subtractions are required to relax the condition p1 > 1
2 above which is not

satisfied by physical correlators which can behave as p1 = 0 in the Regge limit. As in [55]

to solve this problem we can simply consider zz̄
(1−z)(1−z̄)G(z, z̄) correlator instead. This

function is bounded as zz̄ in the Regge limit and therefore the integral above will converge.

The second issue of the keyhole contour is related to relaxing the condition on p2 which

is required to ensure the convergence of the integral close to w̄ = 1. It also correctly captures

the distributional terms localized at w̄ = 1. In the example above we can could have defined

the integrals in the vicinity of w̄ = 1 by analytically continuing in p2 to get the correct

result. We expect this to be true in general but it would be nice to show this more explicitly.

Now we can easily understand the problem with the idea of using the dispersion rela-

tions to prove the bound on the double light-cone limit in the main body of the paper is

the following. By doing more and more subtractions we will improve the light-cone limit of

the correlator and the behavior of the double discontinuity in the scaling regime analyzed

in this section. Dispersion relations however involve also an integral away from the scaling

limit discussed above which in particular involves the Regge limit. By doing subtractions

that we discussed in the main text we improve the light-cone and the double light-cone

limits of the double discontinuity. We however do not claim to improve the Regge limit.

Therefore in deriving the bounds above (G.27) we will always have a universal contribution

from the Regge limit or more generally the region away from the scaling regime discussed

in this section. This universal contribution estimate does not improve as we make further

subtractions and therefore we cannot use dispersion relations in a simple and direct way

to prove that improved bound on the double discontinuity in the double light-cone limit

implies a better behavior of the correlator itself.

H Graviton exchange in AdS

In section 3.4 we predicted the subtractions needed to have a Mellin representation with

a straight contour, see formula (3.18). In this section we consider a simple example with

nontivial subtractions and check that (3.18) is obeyed.

We consider a four-point correlator of four identical scalars with dimension ∆ = 4.

The connected correlator Fconn(u,v)
x8

13x
8
24

is given by a sum of three graviton exchange diagrams.

Based on the OPE (4.3), we expect the Mellin amplitude to have poles at γ12, γ13, γ14 =

3 − n, where n is a non-negative integer. Since the crossing-symmetric point is at (γ12 =
4
3 , γ14 = 4

3) formula (3.18) predicts that

Fsub(u, v) = Fconn(u, v)− C2
OOTµν

×
1∑

m=0

(
um−3g

(m)
τ=4,J=2(v) + vm−3g

(m)
τ=4,J=2(u) + v−m−1g

(m)
τ=4,J=2

(u
v

))
,

g
(0)
τ=4,J=2(v) =

30(−3v2 + (v2 + 4v + 1) log v + 3)

(v − 1)3
,

g
(1)
τ=4,J=2(v) =

30((v3 + 11v2 + 11v + 1) log v − 4(v3 + 3v2 − 3v − 1))

(v − 1)5
, (H.1)

has a Mellin representation with a straight contour at γ12 = 4
3 , γ14 = 4

3 .
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The relevant Mellin amplitude was computed in [6], see formula (8). We then have

Fconn(u, v) =

∫ ∫
C1

dγ12dγ14

(2πi)2
Γ(γ12)2Γ(γ13)2Γ(γ14)2u−γ12v−γ14m(γ12, γ14) (H.2)

+

∫ ∫
C2

dγ12dγ14

(2πi)2
Γ(γ12)2Γ(γ13)2Γ(γ14)2u−γ12v−γ14m(γ13, γ14)

+

∫ ∫
C3

dγ12dγ14

(2πi)2
Γ(γ12)2Γ(γ13)2Γ(γ14)2u−γ12v−γ14m(γ14, γ12)

where

m(γ12, γ14) =
1

2

(−γ12 − γ14 + 4)2 − 2γ14(−γ12 − γ14 + 4) + γ2
14 − 1

γ12 − 1
(H.3)

+
4(−2(−γ12 − γ14 + 4)− γ12 + 4)2

γ12 − 2

+
3(−2(−γ12 − γ14 + 4)− γ12 + 4)2 + 1

−3 + γ12
− 15(γ12 − 4)

2
− 55

2
.

The contours C1, C2 and C3 are all straight and different from each other. We can take

C1 : 3 < Re(γ12) < 4, 0 < Re(γ14) < 4− Re(γ12)− Re(γ14) (H.4)

C2 : 3 < Re(γ14) < 4, 0 < Re(γ12) < 4− Re(γ12)− Re(γ14)

C3 : 3 < Re(γ13) < 4, 0 < Re(γ14) < Re(γ12).

Bringing different contours together we get

Fsub(u, v) =

∫ ∫
Re(γ12),Re(γ14)= 4

3

dγ12dγ14

(2πi)2

(
m(γ12, γ14)+m(γ13, γ14)+m(γ14, γ12)

)
. (H.5)

To match (H.5) with (H.1) we used C2
OOTµν

= 8
15 .

I Heavy tails in dispersion relations

In the main text we discussed several functionals. Here we would like to comment on the

convergence of the corresponding OPE sums at large ∆. The relevant formulae for the

asymptotic of the OPE coefficients can be found in [53].

For example, let us fix J = 0. In this case we have

ατ,0 =

∞∑
m=0

1

m!

2Γ(τ)

Γ( τ2 )4Γ(∆−m− τ
2 )2(τ − d

2 + 1)m

τ −∆ + 2m

(τ − 4∆
3 + 2m)2(τ − 2∆

3 + 2m)2
. (I.1)

We are interested in the asymptotic of this sum when τ →∞.

At large τ the density of primaries multiplied by their three-point couplings asymptotes

to [53] (strictly speaking this asymptotic is only true on average)

lim
τ→∞

ρprimary
J C2

J ∼ 4−ττ4∆− 3d
2 . (I.2)
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Combining this with ατ,0 we find that

lim
τ→∞

ρprimary
0 C2

0ατ,0 ∼
1

τd+2
, (I.3)

and therefore the sum over the heavy scalar tail converges. Note that the power does not

depend on the dimension of the external operator. Repeating the exercise for J = 2 we get

the same power law behavior. We expect that the same holds for any finite J but we do

not prove it here.

J Holographic calculations

In this appendix we spell out the terms that enter into (6.13) and (6.14). The functionals

ατ,J,m were written explicitly in (6.4), up to the expressions for the Mack polynomials. In

the cases of interest,

Qτ,dJ=0,m(γ13) = − 2Γ(τ)

Γ(m+ 1)Γ
(
τ
2

)4 (−d
2 + τ + 1

)
m

Γ
(
−m+ ∆− τ

2

)2 , (J.1)

Qτ,dJ=2,m(γ13) = −

(
4γ2

13 − 2γ13(2m+ τ) (J.2)

+
m2
(
d2(τ + 1)− d

(
τ2 + 5τ + 4

)
+ (τ + 2)2

)
d(τ + 1)(d− τ − 3)

+
τ2(τ + 2)

4(τ + 1)

)

× (τ + 1)(τ + 2)Γ(τ + 4)

2Γ(m+ 1)Γ
(
τ+4

2

)4 (−d
2 + τ + 3

)
m

Γ
(
−m+ ∆− τ

2

)2 .
Regarding the leading Regge trajectory, we can use

ατ[O,O]0,J
,J =

dατ=2∆,J

dτ
γ[O,O]0,J +O(1/c2

T ). (J.3)

Furthermore, only the m = 0 term contributes to
dατ=2∆,J

dτ . For m = 0 a general expression

for Mack polynomials is given by (4.8). In this manner one obtains

dατ=2∆,J

dτ
= −

Γ(2(J + ∆))3F
({0,1,0},{0,0},0)
2 (−J, ∆

3 , 2∆ + J − 1; ∆,∆; 1)

Γ(∆)2Γ(J + ∆)2
, (J.4)

where the superscript in the hypergeometric function means a derivative with respect to

the appropriate entry.

As to the anomalous dimensions, for the exchange of a scalar we used expressions

(2.35), (2.36) and (2.37) in [61].51 For the stress tensor exchange in d = 4, [60]

γ[O,O]0,J = −C2
OOT

60(∆− 1)2

(J + 1)(2∆ + J − 2)
, J > 2, (J.5)

γ[O,O]0,J=2
= −C2

OOT
10
(
−4∆4 + 9∆2 + 7∆− 12

)
∆(2∆ + 1)(2∆ + 3)

, (J.6)

51See also [111, 112] for a similar discussion for a generic exchange of a spin J primary.
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where C2
OOT is the OPE coefficient between the two external scalars and the stress tensor.52

In general d we use the results of [62]53

γ[O,O]0,J = −
∫ +i∞+c1

−i∞+c1

dt

4πi
M(s = 0, t)Γ

(
t

2

)2

Γ

(
−t
2

+ ∆

)2

(J.7)

×3 F2

(
−J, J + 2∆− 1,

t

2
; ∆,∆; 1

)
, 0 < c1 < 2∆.

To get the complete result graviton exchange diagrams in three channels should be added.

These can be easily obtained by applying crossing to the result (164− 166) in [62]. Two of

the exchange diagrams produce results that are identical and analytic in spin. The third

one only contributes to the anomalous dimension γ[O,O]0,J for J = 0, 2.

For a generic exchange of a single trace operator of twist τ and spin J , our sum rule is

valid for d−2
2 < ∆ < 3τ

4 . It is interesting to study the behaviour of the sum rule when we

take ∆ → 3τ
4 . There are two terms that diverge like 1

(∆− 3τ
4

)2 . One term comes from the

direct exchange of the single trace operator. The other comes from the tail of the leading

Regge trajectory. The sum of the two terms is equal to

1

(∆− 3
4τ)2

9Γ(2J + τ)

2Γ
(
τ
4

)2
Γ
(
τ
2

)2
Γ
(
J + τ

2

)2 [ 3F2

(
−J, τ

4
, J + τ − 1;

τ

2
,
τ

2
; 1
)
− 1
]

(J.8)

When J = 0, (J.8) vanishes. This agrees with the fact that a scalar exchange in AdS does

not contribute to the sum rule. When J > 0 we numerically find that (J.8) is negative.

Furthermore we checked this analytically for spins J = 2, 4, . . . , 50 and any positive τ .

Note that this implies that when ∆→ 3τ
4 there is a UV contribution to the sum rule which

is divergent and positive. It would be very interesting to understand the origin of this.
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