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1 Introduction

Modern day experimental particle physics is often performed at hadron colliders. As an

unavoidable consequence, QCD corrections play a large role. Contributions from coloured

radiation, when evaluated Feynman diagrammatically, diverge at multiple points in the

phase space. When regularised and cancelled, the divergences may leave behind large loga-

rithms. The accurate inclusion of logarithmically enhanced corrections is of importance to

both the theoretical and experimental communities. Historically there have been two main

approaches to dealing with QCD radiative corrections: resummations and parton showers.
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Resummations look to re-organise the perturbative expansion by classifying the large

logarithms and then summing the perturbation series such that the most dominant loga-

rithmically enhanced terms are included. Towers of logarithms may be further simplified by

making the leading colour (LC) approximation. The re-organised expansions are referred

to by their logarithmic accuracy; leading log (LL), next-to-leading log (NLL), etc. This

procedure has recently been further formalised by work in soft-collinear effective field theo-

ries [1–4]. From this perspective, resummations are renormalisation group flows that evolve

‘safe’ perturbative predictions into regions of phase space where perturbative expansions

would be otherwise ‘unsafe’.

In contrast, parton showers may be thought of as providing an all-purpose approxima-

tion to the resummation procedure. Modern parton showers generate an evolving, classical

system of partons whilst cleverly encoding quantum interference effects (made possible by

working in the LC approximation). The majority of currently available parton showers

claim LL accuracy using the LC approximation [5–11]. The quest to better understand the

data from the LHC is a major driver for increasingly precise parton showers. At present,

there is a growing list of phenomena that parton showers do not encapsulate. This includes

effects sub-leading in colour, some non-global logarithms [12], Coulomb/Glauber exchanges,

super-leading logarithms [13–15] and the violation of QCD coherence (or collinear factorisa-

tion) [16, 17]. Moreover, recent fixed-order studies have cast further doubt on the accuracy

of modern parton showers. It has been shown in [18] that the Pythia [10, 11] and Dire [8]

showers suffer from both incorrect next-to-leading logarithms at leading colour and incor-

rect contributions from sub-leading colour (NLC) at LL. Although these showers never

claim NLL or NLC accuracy, the findings of Dasgupta et al. questions the fruitfulness of

attempts to extend conventional parton showers beyond LL and LC in general. In recent

years, there has been movement towards finding new constructions for partons showers;

constructions more suited to including NLC or NLL corrections [9, 19–26]. However, as of

yet, success has been limited.

The algorithm we present here aims to provide a framework for the development of

future parton showers, enabling them to be systematically improved. We hope it will

also help make more rigorous the link between resummations and parton showers. Our

starting point is the soft-gluon evolution algorithm explored in [25], which we refer to as

the FKS algorithm. The evolution generated by the FKS algorithm is systematic to all

orders in colour and it accounts for the leading soft logarithms. The FKS algorithm was

originally used to derive the super-leading logarithms that may occur in hadron-hadron

collisions [13, 14]. It has been analytically verified for a general hard process dressed with

up to two soft real emissions and one loop [27, 28]. It has also been shown to generate

the BMS equation [29] (it presumably also includes the NLC corrections to it) and it

correctly accounts for the leading non-global logarithms for various observables [25]. The

main goal of this paper is to improve the FKS algorithm by including collinear emissions,

spin dependence and kinematic recoil. The algorithm we present is Markovian and can be

solved iteratively, making it well suited for use as a parton shower.

The remainder of the paper is organised as follows. In the next section, we introduce

the algorithm in a form we refer to as variant A, in which we interleave soft and collinear

– 2 –



J
H
E
P
0
8
(
2
0
1
9
)
1
4
5

emissions. Variant A has the virtue of being a simple extension of the FKS algorithm,

though it suffers from unnecessarily complex colour evolution in the soft-collinear sector.

It also suffers from the fact that we cannot uniquely identify a parent parton in the case of

soft-gluon emission, which complicates the issue of longitudinal momentum conservation.

We are thus motivated to re-cast the algorithm in a more convenient form, which we refer

to as variant B. Specifically, in variant B we manipulate the colour structures of variant

A to isolate the full collinear splitting functions, after which we are able to implement

longitudinal momentum conservation in a simple way. We also spend some time illustrating

how recoils may be included in both variants, though this will only be relevant beyond the

LL approximation. As it stands, either variant A or B could be used to create a fully

functioning parton shower, though B will be computationally more efficient. In section 2.5

we present a manifestly infra-red finite version of the algorithm. This reformulation is

particularly useful for the resummation of specific observables, though it is not so well

suited for use as a general purpose parton shower. This is because the infra-red singularities

are regularised by the explicit inclusion (and exponentiation) of a measurement function.

The second half of the paper is devoted to issues of collinear factorisation and to

providing examples to illustrate how the algorithm is used. In section 3 we discuss the

factorisation of collinear physics from soft physics. We start by considering the case when

Coulomb/Glauber exchanges are turned off (such as would be the case in e+e− collisions).

After this we discuss how Coulomb exchanges can be introduced one-by-one. We will

see that collinear factorisation occurs below the scale of the last Coulomb exchange. This

discussion shows consistency between our approach and the proofs of collinear factorisation

by Collins, Soper and Sterman [30, 31]. After this, we show how DGLAP evolution for

the parton distribution functions emerges [32–34]. We finish the paper by illustrating the

use of the algorithm; by calculating the thrust, hemisphere jet mass, and gaps-between-jets

distributions in e+e−. We leave an extensive discussion of spin correlations to an appendix.

2 The algorithm

In this section we present the algorithm. It is Markovian and interleaves soft emissions and

virtual corrections with collinear emissions and virtual corrections, see figure 1. Successive

real emissions are strongly ordered in an appropriately defined transverse momentum. We

will present two variants of the algorithm, which we refer to as A and B. The two differ

only in where we put the soft-collinear emissions: in A they are in the soft sector and in

B they are in the collinear sector. The second approach allows us to exploit the colour-

diagonal nature of collinear emissions and it makes kinematic recoil more straightforward

to implement. Variant A has the virtue that it is an almost trivial extension of the purely

soft evolution presented in [25]. We present both A and B with the momentum mappings

after each real emission parametrised into two initially unspecified functions. This is so the

algorithm is able to accommodate partonic recoil. Later, in section 2.4, we discuss specific

examples of recoil in action. For processes with coloured incoming partons, the algorithm

should be convoluted with parton distributions functions. We leave a full description of

how to do this to section 4.

– 3 –
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〈M(Q)|

Figure 1. A term contributing to evolution of the conjugate amplitude (it contributes to A9). Red

dashed lines represent the emission of soft gluons and collinear partons are represented by blue dot-

ted lines. Loops (Sudakov factors) have been neglected to avoid clutter. We draw all particles head-

ing to the right, away from the hard process, including incoming particles. In contrast, evolution

of the amplitude will have all particles drawn heading to the left and away from the hard process.

Before plunging in, we should explain the theoretical basis for what follows. Our

algorithm is based on Feynman diagram calculations [14, 25, 27, 32, 35–37] and, in its

present form, captures all of the logarithms associated with the leading amplitude-level

singularities. Therefore the algorithm captures leading logarithms from wide-angle soft

emissions, hard-collinear emissions and simultaneously soft and collinear emissions. This

means the algorithm is guaranteed to capture only the most leading logarithms at cross-

section level. That said, it is also able to capture the leading single non-global logarithms,

even if the global part is double-logarithmic, as is the case with the hemisphere jet mass

for example (see section 4). For any process involving incoming hadrons or measured

outgoing hadrons, the single logarithms from DGLAP evolution are recovered as well (i.e.

parton distribution function and by a simple extension fragmentation function evolution).

We believe our framework to be sufficiently flexible that we can, in the future, extend it

beyond the LL approximation.

2.1 Parton branching with interleaved soft and collinear evolution (A)

The algorithm evolves a hard-scattering matrix, H(Q; {p}), which is defined at some hard

scale Q and is a function of the hard-particle four-momenta, {p}. It does so by dressing

with successive soft and/or collinear real emissions and virtual corrections. H(Q; {p}) is

a tensor in the product space of colour and helicity,1 defined as H(Q; {p}) ≡ (|colour〉 ⊗
|spin〉)⊗ (〈colour| ⊗ 〈spin|). The hard-scattering matrix is defined so that Tr H(Q; {p}) is

the hard matrix element squared, summed over colour and spin.2 Successive real emissions

are added via ‘rectangular’ operators, which act as a map increasing the dimension of the

representation of SU(3)×E(2) in which H(Q; {p}) resides. The virtual evolution operators

1This paper only concerns itself with massless partons and so all particles have a definite helicity.
2We may also choose to include averaging factors, a flux factor and the hard process phase-space, so

that it is then the hard-process differential cross section.
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are ‘square’ and preserve the representation of H(Q; {p}). Specifically,

dσ0 = Tr
(
Vµ,QH(Q; {p})V†µ,Q

)
= Tr A0(µ; {p}),

dσ1 =

∫ nH+1∏
i=1

d4pi Tr
(
Vµ,q1⊥D1Vq1⊥,QH(Q; {p})V†q1⊥,QD†1V

†
µ,q1⊥

)
dΠ1

= Tr A1(µ; {p̃} ∪ q1) dΠ1,

dσn = Tr An(µ; {p}n)
n∏
i=1

dΠi,

(2.1)

where

An(q⊥; {p̃}n−1 ∪ qn) =

∫ nH+n∏
i=1

d4piVq⊥,qn⊥DnAn−1(qn⊥; {p}n−1)D†nV
†
q⊥,qn⊥

Θ(q⊥ ≤ qn⊥).

(2.2)

At each step, the emission operators (Dn) add one new particle, of four-momentum qn, to

the set {p}n−1, to produce the set {p}n. We use pj ∈ {p}n = {P1, P2, · · ·PnH , q1, · · · qn} to

denote the momentum of the jth parton and 1 < j < nH + n, where nH is the number of

partons associated with the original hard process and n is the number of emitted partons.

Hidden in the emission operators is a map from {p}n−1 to a new set, {p̃}n−1. The difference

between these two sets is determined by the way we implement energy-momentum conser-

vation (i.e. the recoil prescription) and it is why there is an extra integral over pi (it is not

a phase-space integral). The virtual evolution operators Va,b encode the loop corrections.

To avoid cumbersome notation we write {p}n = {p̃}n−1 ∪ {qn} is the set of n momenta

including the last emission, qn. We have not yet defined the ordering variable, qi⊥; we will

do that shortly. A generalised observable Σ, with measurement function un(q1, . . . , qn), is

then given by3

Σ(µ) =

∫ ∑
n

dσn un(q1, . . . , qn),

=

∫ ∑
n

(
n∏
i=1

dΠi

)
Tr An(µ; {p}n)un(q1, . . . , qn),

(2.3)

where dΠi is the phase-space for the ith emission (see below). µ should be taken either

to 0 or to the scale below which the observable is inclusive over all radiation. The virtual

(Sudakov) evolution operator is4

Va,b = P exp

−αs
π

∑
i<j

∫ b

a

dk
(ij)
⊥

k
(ij)
⊥

(−Tgi ·T
g
j )

{∫
dydφ

4π
(k

(ij)
⊥ )2 p̃i ·p̃j

(p̃i ·k)(p̃j ·k)
θij(k)−iπ δ̃ij

}

×Rsoft
ij (k,{p̃})−αs

π

∑
i

∫ b

a

dk
(i~n)
⊥

k
(i~n)
⊥

∑
υ∈{q,g}

Tῡ2
i

∫
dzdφ

8π
P ◦υυi(z)θi(k)Rcoll

i (k,{p̃})

 ,
(2.4)

3For fixed Born-level kinematics. Generally the measurement function will depend upon the hard process

momenta Pj , which we do not show explicitly.
4The path ordering ensures that the operators are ordered in k

(ij)
⊥ with the largest to the right.
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where i and j run over all external legs (those from the initial hard process and also previous

emissions in the evolution). δ̃ij = 1 if both partons i, j are incoming or both outgoing and

δ̃ij = 0 otherwise. θij(k) = Θ(pi · pj − k · (pj + pi)) and ensures that the phase space of the

integration corresponds to that of a real gluon. Likewise, the z integral is over the range5

z ∈

α
2
− 1

2

√
α2 − 4k

(i~n) 2
⊥

(n.p)2
,
α

2
+

1

2

√
α2 − 4k

(i~n) 2
⊥

(n.p)2

 , α =
2p · pi + pi · n p · n

(p · n)2
, (2.5)

which can be expressed via a single theta function

θi(k) = Θ((n · pi − n · k)n · p+ 2p · pi − 2p · k).

The vectors p and n = (1, ~n) will be defined shortly: to LL accuracy p = pi and α = 1.

υi, υ ∈ {q, g} label parton species. ῡ = g in all cases except when υi = g and υ = q, then

ῡ = q. P◦υυi is the υi → υ hard-collinear splitting function and it is defined in appendix A

along with the conventions we use for helicity states and antiparticles. Rsoft
ij (k, {p}) and

Rcoll
i (k, {p}) are concerned with the recoil prescription and are included to preserve unitar-

ity, they are defined in (2.11) and (2.12) below. k
(ij)
⊥ and y are the transverse momentum

and rapidity in the ij zero-momentum frame. To make the (unitarity) link to the real

emissions more explicit, we choose not to use the substitution

(k
(ij)
⊥ )2 p̃i · p̃j

(p̃i · k)(p̃j · k)
= 2. (2.6)

The real-emission operator is built using two operators:

Si =
∑
j

(
q

(j ~m)
i⊥

2p̃j · qi
Tgj ⊗ (p̃j · ε∗+(qi)S1i + p̃j · ε∗−(qi)S−1i)

)
Rsoft
ij ({p}, {p̃}, qi),

Ci =
∑
j

q
(j~n)
i⊥

2
√
zi

∆ij Pij R
coll
ij ({p}, {p̃}, qi),

(2.7)

such that Di acts as

. . .DiOD†i . . . = . . .SiOS†i . . .+ . . .CiOC†i . . . . (2.8)

j again runs over all external legs and i labels the emitted parton. Si generates soft

emissions and Ci hard-collinear emissions. The symbol ∆ij is defined so that ∆ij∆ik = δjk
and δfinal

j (δinitial
j ) is unity when parton j is in the final (initial) state and zero otherwise. Pij

are the amplitude-level hard-collinear splitting functions and are defined in appendix A.

The splitting functions encode DGLAP evolution [32–34] including the spin-dependence.

Tgi is a basis independent colour charge operator. We have indexed each Tgi with the leg on

which it acts, i, and by whether it corresponds to the emission of a gluon or not (i.e. the

index q refers to a g → qq̄ splitting). Ssi updates the helicity state by adding the helicity

of the emitted parton, si. The operators S and T are also defined in appendix A.

5We specify the range corresponding to emission off a final state particle, for emission off an initial state

particle exchange pi → p̃i.
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In the soft sector we have introduced an auxiliary vector ~m. It is uniquely deter-

mined, but only at cross-section level, since we require q
(i~m)
⊥ q

(j ~m′)
⊥ |pi 6=pj = (q

(ij)
⊥ )2, which

corresponds to choosing ~m to lie in the direction of j and ~m′ (the corresponding vector

in the conjugate amplitude) in the direction of i. It is only ever this combination that

appears at cross-section level. In the collinear sector, the momentum fraction zi is defined

by (see figure 2):

zi =
p̃j · n
p · n for final-state emissions

and zi =
pj · n
p · n for initial-state emissions, (2.9)

where the light-like four-vector n satisfies n · q(j~n)
i⊥ = 0. The light-like four-vector p satisfies

p · q(j~n)
i⊥ = 0. Neglecting terms suppressed by the transverse momentum of the emission

(which is permissible in the LL approximation) we may take p = pj for final-state emissions

and p = p̃j for initial-state emissions, in which case zi is the light-cone momentum fraction.

The precise definition of p is dependent on the recoil prescription, as we illustrate in

section 2.4.

Now we can define the ordering variable, i.e. the definition of a and b in the Sudakov

operator Va,b. We use transverse momentum ordering, where the transverse momentum

should be defined by the parent partons of the emitted parton. Doing this means that we

really ought not to sum over partons in (2.7) and we should replace (2.2) by

An =
∑
jn,j′n

∫ nH+n∏
i=1

d4piVq⊥,qn⊥Djn
n An−1D

j′n†
n V†q⊥,qn⊥Θ(q⊥ ≤ qn⊥) (2.10)

where Djn
n is defined by

Dn =
∑
jn

Djn
n .

The ordering variable is then qn⊥ = q
(jnj′n)
n if the emission is soft or qn⊥ = q

(jn,~n)
n if the

emission is collinear. At LL, this choice of ordering variable is somewhat arbitrary but being

a transverse momentum it is able to generate the super-leading logarithms correctly [27].

That said, it is not equivalent to the ordering indicated by the results in [27, 28], which is

based on fixed-order Feynman diagram calculations. We have not yet figured out a way to

implement the latter ordering to all orders. In the remainder of the paper, we will use the

simpler (though potentially misleading) notation of equation (2.2).

The recoil functions, Rsoft ∗
ij Rsoft

ij′ and Rcoll ∗
ij Rcoll

ij , encode the maps that implement

energy-momentum conservation. As the algorithm proceeds, each Rsoft
ij and Rcoll

ij will

always collect into the pairs just given. The functions only ever appear singularly to aid

book keeping.6 They should be constructed out of delta functions and algebraic pre-factors

6Singular definitions would require R functions to contain integrals of delta functions which indepen-

dently evolve momenta in the amplitude and similarly for R∗ in the conjugate amplitude. The external

momentum integrals,
∫ ∏

k d4pk, would the be used to force the two separately evolving momenta to coin-

cide. Giving these definitions provides an entirely unnecessary extra complexity.

– 7 –
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p̃j pj

qi
1− zi

(a)

p̃jpj

qi
1− zi

(b)

Figure 2. Defining the kinematics: (a) qi is emitted off an incoming leg; (b) qi is emitted off an

outgoing leg.

relating the momentum from the current step in the algorithm, {p}, to the momentum that

will be carried forwards to the next step of the algorithm, {p̃} and qi. Rsoft
ij and Rcoll

i are

fixed by Rsoft
ij and Rcoll

ij , i.e.∫ ∏
k

d4pkR
soft ∗
ij ({p}, {p̃}, qi)Rsoft

ij′ ({p}, {p̃}, qi) = Rsoft
jj′ (qi, {p̃}), (2.11)

and ∫ ∏
k

d4pkR
coll ∗
ij ({p}, {p̃}, qi)Rcoll

ij ({p}, {p̃}, qi) = Rcoll
j (qi, {p̃}). (2.12)

In the LL approximation, Rsoft
jj′ = Rcoll

j = 1. Si generates soft emissions and one might

suppose that a suitable choice of recoil (to LL accuracy) is

Rsoft
ij Rsoft ∗

ij′ =
∏
k

δ4(pk − p̃k). (2.13)

We will shortly see that things are not quite so simple, and that this requires modification.

Ci generates hard-collinear emissions, however only the longitudinal component of the

recoil is hard. Therefore, in the LL approximation, we may implement recoils in the

collinear sector via

Rcoll ∗
ij Rcoll

ij =
(
δ4(pj − z−1

i p̃j)δ
final
j + δ4(pj − zip̃j)δinitial

j

)∏
k 6=j

δ4(pk − p̃k). (2.14)

Finally, the phase-space is included via

dΠi =
2αs
π2q2

i⊥

d3qi
2Ei

. (2.15)

The pre-factor has been included to simplify the definitions of Si and Ci, as well as to make

each term in the algorithm dimensionless and keep explicit dependence on the ordering

variable in Di. To simplify the notation, in (2.15) and elsewhere, we will drop the dipole

labels on transverse momenta. It should be clear from the context which partons are

intended. In the case of (2.15), it means we should use the transverse momentum defined

by the parent parton and the vector ~n in the case of collinear emissions or q
(ij)
⊥ in the case

of soft emissions. It is often useful to note that

dΠi =
2αs
π

dqi⊥
qi⊥

dzi
1− zi

dφi
2π

=
2αs
π

dqi⊥
qi⊥

dy dφ

2π
, (2.16)

– 8 –
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where y is the rapidity in the frame defining qi⊥. Using these last two relations the link

between real emissions and virtual corrections is clear, i.e. the square of the emission

operators
∫

D†iDi dΠi is, for e+e− collisions,7 equal to minus twice the real part of the

exponent in (2.4).

Using the naive recoil prescription of (2.13) and (2.14), the array of parton momenta

gets modified after a collinear emission, generated by Pij , but not after a soft emission

(except to add one new soft gluon of course). Specifically, this means acting with PijR
coll
ij

maps pj 7→ p̃j = zipj + O(q⊥) (for final state partons), and a parton with momentum

qi = (1 − z)pj + O(q⊥) is added. As usual, pj is the momentum of parton j prior to the

action of PijR
coll
ij . A more careful treatment of momenta is not required to reproduce the

leading logarithms for many observables. However, any observable dependent upon parton

distribution functions or fragmentation functions will be incorrectly calculated because

this naive recoil prescription does not reproduce DGLAP evolution. This is because the

terms with soft-collinear poles are handled in the ‘soft side’ of the algorithm and do not

conserve longitudinal momentum. This manifests as DGLAP evolution with an incorrect

plus prescription, i.e.(
1 + z2

1− z

)
+

=

(
2

1− z

)
+

− (1 + z)+
variant A7−→ −(1 + z)+, (2.17)

as the soft poles have been removed from the hard-collinear splitting functions defining Pij .

On the flip side, the algorithm works well for event shape observables in e+e− collisions.

We will refer to the framework in this section as variant A of the algorithm. Within variant

A, this problem could be solved by implementing a universal recoil for all emissions, soft

and collinear, i.e. ∫ ∏
k

d4 pkR
coll
ij Rcoll ∗

ij =

∫ ∏
k

d4pk
∑
j′

Rsoft
ij Rsoft ∗

ij′ . (2.18)

We will not consider universal recoils in this paper and will instead solve this ‘plus prescrip-

tion problem’ another way; by putting the soft-collinear emissions in the collinear sector

of the algorithm. Doing this will lead us to variant B of the algorithm. In section 2.4, we

will use the insight gained from formulating B to show how to solve the plus-prescription

problem within the framework of A.

2.2 Parton branching using complete collinear splitting functions (B)

Soft-collinear poles can be exchanged reasonably simply between eikonal currents and

collinear splitting functions. We will now define variant B of our algorithm, which re-

stores the soft-collinear poles in the collinear splitting functions and removes them from

the eikonal currents. This is a good thing to do for two reasons:

1. Collinear evolution is generated by unit operators in colour space. Making this man-

ifest for the soft-collinear poles simplifies the colour evolution of the algorithm.

2. Putting the soft-collinear poles into the collinear ‘side’ of the algorithm simplifies the

recoil prescription because every collinear emission has a uniquely identifiable parent.

7This caveat is necessary to avoid complications associated with emissions off coloured incoming legs.
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Variant B is very similar in form to variant A:

Si =
∑
j

(
q

(j ~m)
i⊥

2p̃j · qi
Tgj ⊗ (p̃j · ε∗+(qi)S1i + p̃j · ε∗−(qi)S−1i)

)
Rsoft
ij ({p}, {p̃}, qi),

Ci =
∑
j

q
(j~n)
i⊥

2
√
zi

∆ij Pij R
coll
ij ({p}, {p̃}, qi),

(2.19)

with

. . .DiOD†i . . . = . . .SiOS†i fjj′(qi, {p}, {p̃}) . . .+ . . .CiOC†i . . . . (2.20)

The form of Si is the same as in A and the Sudakov changes as

Va,b = P exp

−αs
π

∑
i<j

∫ b

a

dk
(ij)
⊥

k
(ij)
⊥

(−Tgi ·T
g
j )

{∫
dydφ

4π
(k

(ij)
⊥ )2 p̃i ·p̃j

(p̃i ·k)(p̃j ·k)
θij(k) (2.21)

×Fij(k,{p̃})−iπδ̃ij
}
Rsoft
ij −

αs
π

∑
i

∫ b

a

dk
(i~n)
⊥

k
(i~n)
⊥

∑
υ

Tῡ2
i

∫
dzdφ

8π
P ◦υυi θi(k)Rcoll

i

]
.

The only changes relative to variant A are the appearance of fjj′(qi,{p},{p̃}) and Fij(k,{p̃}),
which specify the prescription for the subtraction of soft-collinear poles from the eikonal

currents, and the replacement of Pij with Pij . Explicit dependence on Pij in Ci means that

CiOC†i now contains the full spin-dependent DGLAP splitting functions [38]. Unitarity

requires that∫ ∏
i

d4 pi fjj′(qi, {p}, {p̃})Rsoft ∗
ij Rsoft

ij′ = Fjj′(qi, {p̃})Rsoft
ij (qi, {p̃}). (2.22)

The functional forms of fjj′(qi, {p}, {p̃}) and Fjj′(qi, {p̃}) are uniquely fixed by the choice

of Rcoll
ij and Rsoft

ij once we have fixed Pij . Specifically, we can derive variant B from A by

adding and subtracting a function:

SB
i OSB †

i dΠi + CB
i OCB †

i dΠi = SA
i OSA †

i dΠi − siOs†i︸ ︷︷ ︸
≡SB

i OS
B †
i dΠi

+ CA †
i OCA

i dΠi + siOs†i︸ ︷︷ ︸
≡CB

i OC
B †
i dΠi

, (2.23)

where we have labelled each operator with a superscript indicating which variant it corre-

sponds to and where O is some general operator in colour and spin. The subtraction term

was constructed so that

siOs†i ≡
∑
j

(q
(j~n)
i⊥ )2

4zi
(PijOP†ij −PijOP

†
ij)R

coll
ij Rcoll ∗

ij dΠi (2.24)

and after some manipulation is equal to

siOs†i =
2αs
π

∑
j

Tgj ⊗
(

S1i

〈qip̃j〉
+

S−1i

[qip̃j ]

)
OTg †j ⊗

(
S1i

〈qip̃j〉
+

S−1i

[qip̃j ]

)†

× qi · p̃j
dq

(j~n)
i⊥

q
(j~n)
i⊥

dy dφ

2π
θj(qi) (δfinal

j + δinitial
j (p̃j ↔ pj))R

coll
ij Rcoll ∗

ij . (2.25)
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〈qip̃j〉 and [qip̃j ] are Weyl products in the spinor-helicity formalism [39]. Also note, siOs†i
is equal to the collinear limit of SA

i OSA †
i dΠi with q

(j ~m)
i⊥ ≈ q

(j~n)
i⊥ . To see the equality we

express polarisation vectors using spinor products,

εµ(qi,±1) =
1√
2

〈qi∓|σµ∓ |n∓〉
〈qi ± |n∓〉

, (2.26)

where σµ∓ = (1,∓σ1,∓σ2,∓σ3)T are vectors of Pauli matrices and n is an auxillary light-like

vector (best chosen to be either pj or pj′).

To complete the definition of variant B we must compute fjj′(qi, {p}, {p̃}) and

Fjj′(qi, {p̃}). Note that s†isi is proportional to the unit operator in colour and helicity.

After taking the trace over helicity space, (2.23) leads to

∑
j,j′

TgjOT
g †
j′

dq
(jj′)
i⊥

q
(jj′)
i⊥

dy dφ

4π
θjj′(qi)R

soft
ij Rsoft ∗

ij′ fjj′(qi, {p}, {p̃}) =

∑
j,j′

TgjOT
g †
j′

dq
(jj′)
i⊥

q
(jj′)
i⊥

dy dφ

4π
θjj′(qi)R

soft
ij Rsoft ∗

ij′ +
∑
j

TgjOT
g †
j

dq
(j~n)
i⊥

q
(j~n)
i⊥

dy dφ

4π
θj(qi)R

coll
ij Rcoll ∗

ij .

(2.27)

We can use colour conservation to factorise the colour operators and simplify the second

term on the right-hand side, i.e.

fjj′(qi, {p}, {p̃}) = 1− dq
(j~n)
i⊥

dq
(jj′)
i⊥

q
(jj′)
i⊥ θj(qi)

q
(j~n)
i⊥ θjj′(qi)

Rcoll ∗
ij Rcoll

ij

Rsoft ∗
ij Rsoft

ij′
(2.28)

and

Fjj′(qi, {pj}) = 1− dq
(j~n)
i⊥

dq
(jj′)
i⊥

q
(jj′)
i⊥ θj(qi)

q
(j~n)
i⊥ θjj′(qi)

Rcoll
j

Rsoft
jj′

. (2.29)

For a universal recoil it is possible to employ colour conservation and write

∑
j

TgjOT
g †
j

dq
(j~n)
i⊥

q
(j~n)
i⊥

dy dφ

4π
θj(qi)R

coll
ij Rcoll ∗

ij =
∑
j,j′

TgjOT
g †
j′

dq
(j~n)
i⊥

q
(j~n)
i⊥

dy dφ

4π
θj(qi)R

soft
ij Rsoft ∗

ij′ ,

(2.30)

which enables us to re-write (2.28) as

fjj′(qi, {p}, {p̃}) = 1− dq
(j~n)
i⊥

dq
(jj′)
i⊥

q
(jj′)
i⊥ θj(qi)

q
(j~n)
i⊥ θjj′(qi)

. (2.31)

In the case of a universal recoil prescription, the effects of the recoil can be factorised out of

the emission operators and into a redefinition of the phase space measure. Recoil schemes

that may be universal include the more ‘true to Feynman diagrams’ global prescriptions

which put momenta of partons higher in the chain of emissions off-shell (e.g. see [40] and
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references therein) and schemes which democratically share recoil across a jet or every

parton in the shower. Depending on their implementation, such schemes can be universal

since they globally redistribute momentum across the whole event as a n → n + 1 parton

processes. We leave the specification a universal recoil scheme to future work. For now we

re-iterate that it is only when considering effects beyond LL that (2.31) and (2.28) differ.

Our implementation of recoil is not unique, and it remains to be seen (by performing

analytic calculations at NLL and beyond) the extent to which we will eventually be able to

capture the salient sub-leading logarithms in the framework of our algorithm. A slightly

different approach would be to start with variant B (recall we started from variant A

above) and assume (2.31) holds true. Variant A could then be constructed but it would

now include subtraction functions akin to fjj′ . In the case of universal recoils, none of this

matters of course.

2.3 Collinear subtractions and the ordering variable

Before moving on, we’d like to present a slightly more general approach to subtracting the

soft-collinear contribution. This calculation will shed some light on the role played by the

ordering variable. We start by writing8

ln Vab =
αs
2π

∑
i<j

Tgi ·T
g
j

∫ b2

a2

dq2

q2

∫
d3k

2E

K2(pi, pj ; k)

π

pi · pj
pi · k pj · k

δ
(
q2 −K2(pi, pj ; k)

)
θij(k) ,

(2.32)

which holds for a general definition of the ordering variable, K2(pi, pj , k). In order to isolate

the collinear divergence, we should first expose, and factor, the soft divergence. To do this,

it is sufficient to consider any scaling which is linear in the emitted gluon’s momentum

components, such that we can re-write

lnVab =
αs
2π

∑
i<j

Tgi ·T
g
j

∫ b2

a2

dq2

q2

∫
d3k

2E

K2(pi,pj ;k)

π (S ·k)2

ni ·nj
ni ·n nj ·n

δ
(
q2−K2(pi,pj ;k)

)
θij(k),

(2.33)

where ni = qi/(S · qi), n = k/(S · k) and S is any time-like four-vector, which we choose to

satisfy S2 = 1. The soft divergence is now isolated from the eikonal term, which is singular

only in the collinear limits ni,j · n → 0. The collinear divergences can be subtracted. We

want the ordering variable to become independent of the other parton’s direction in the

collinear limit, such that the entire collinear divergence can be moved into a jet factor that

is trivial in colour space.

We choose to re-write the virtual evolution as ln Vab = ln Wab + ln Kab, where

ln Wab =
αs
2π

∑
i<j

Tgi · T
g
j

∫ b2

a2

dq2

q2

∫
d3k

2E

1

π (S · k)2(
K2(pi, pj ; k)

ni · nj
ni · n n · nj

δ(q2 −K2(pi, pj ; k)) θij(k)

− K2(pi; k)

ni · n
δ(q2 −K2(pi; k))θi(k)− K2(pj ; k)

nj · n
δ(q2 −K2(pj ; k))θj(k)

)
, (2.34)

8We ignore hard-collinear corrections and the effects of recoil in this section.
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and colour conservation can now be used to obtain

ln Kab =
αs
2π

∑
i

(Tgi )
2

∫ b2

a2

dq2

q2

∫
d3k

2E

2

π (S · k)2

K2(pi; k)

ni · n
δ
(
q2 −K2(pi; k)

)
θi(k) . (2.35)

This factor contains the ordering variable in terms of a single emitter direction, which is

the limiting case of the dipole-type definition in each collinear limit, i.e. K2(pi, pj , k) →
K2(pi; k) as ni · n → 0. Given the Lorentz invariance of the virtual evolution and the

integration measure we can choose S = (1,~0).

In the case of energy ordering, we obtain the following for the subtracted soft evolution:

ln Wab

∣∣∣
energy

=
αs
π

∑
i<j

Tgi · T
g
j

∫ b

a

dE

E

∫
dΩ

4π

(
ni · nj − ni · n− nj · n

ni · n n · nj

)

=
αs
π

∑
i<j

Tgi · T
g
j

∫ b

a

dE

E
ln
ni · nj

2
(2.36)

where the angular integral can be performed using the same integral that gives rise to

angular ordering. And for the collinearly divergent factor:

ln Kab

∣∣∣
energy

=
αs
π

∑
i

(Tgi )
2

∫ b

a

dE

E

∫
dΩ

4π

2

ni · n
. (2.37)

There is no need for θij since this simply enforces that the emitted gluon should have energy

smaller than
√

1
2pi · pj in the ij zero momentum frame, which is automatically satisfied

since a < E < b.

Now let us consider the case of transverse momentum ordering. This can be imple-

mented through

K2(pi, pj ; k) = (k
(ij)
⊥ )2 =

2 pi · k k · pj
pi · pj

, (2.38)

and

K2(p; k) ∼ 2p · k (2.39)

where the similarity sign refers to any function which approaches unity in the limit p·k → 0.

Making the minimal choice, the full evolution becomes

ln Vab

∣∣∣
kT

=
αs
π

∑
i<j

Tgi · T
g
j

∫ b

a

dk⊥
k⊥

∫
dz

1− z
dφ

2π
θij(k) (2.40)

and

ln Kab

∣∣∣
kT

=
αs
2π

∑
i

(Tgj )
2

∫ b

a

dk⊥
k⊥

∫ 1

α

dz

1− z + α

∫
dφ

2π

=
αs
2π

∑
i

(Tgj )
2

∫ b

a

dk⊥
k⊥

∫ 1−α

0

dz

1− z

∫
dφ

2π
(2.41)

where α = k2
⊥/(2S · pi)2. This is the same as the subtraction prescription we introduced

in the last section, with the only difference being that the lower limit on the z integral is
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(approximately) equal to α in that case. Finally, using colour conservation we can compute

ln Vab − ln Kab and get

ln Wab

∣∣∣
kT

=
αs
π

∑
i<j

Tgi · T
g
j

∫ b

a

dk⊥
k⊥

∫
dy dφ

2π
(θij(k)− θi(k)) ,

=
αs
π

∑
i<j

Tgi · T
g
j

∫ b

a

dk⊥
k⊥

∫
dy dφ

2π
Fij(k) θij(k) ,

≈ αs
π

∑
i<j

Tgi · T
g
j

∫ b

a

dk⊥
k⊥

ln
ni · nj

2
, (2.42)

where the second line illustrates the equivalence with the subtraction scheme presented

in the previous section (recall we are ignoring recoil in this section). The approximately-

equal-to sign is because we neglect terms suppressed by powers of k2
⊥. As expected, this

finite term is the same as the energy ordering case in equation (2.36). The form factor

exp(ln W) captures all of the truly wide-angle soft-gluon physics and is essentially the same

as the fifth form factor introduced by Dokshitzer & Marchesini [41].

2.4 A local recoil prescription

Next we will show how a more sophisticated recoil prescription (than (2.13) and (2.14)) can

be implemented. The recoil we choose is based on the one in [42, 43], but extended to work

with colour off-diagonal evolution. The dipole recoil is itself based on Catani-Seymour

dipole factorisation and furthers the work in [44] so that recoil can be implemented in a

dipole parton shower. As a result, this recoil scheme shares similarities with the spectator

recoil prescriptions used in modern dipole showers such as Pythia and Dire [8, 11]. The

idea is not to present a definitive recoil prescription but rather to illustrate how one can be

implemented in our algorithm. To that end, we calculate Fij and Rcoll
ij . We also provide

a short discussion on the successes and limitations of the prescription. We then go on to

show that, at LL, the recoil prescription can be reduced to the naive recoil prescription

when implemented in variant B (but not variant A).

To keep things as simple as possible, we will consider the dipole recoil scheme in the

case of only coloured final-state partons. The extension to coloured initial-state partons is

straightforward and can be found by following section 3.2 of [43]. First we will summarise

the dipole recoil for colour-diagonal evolution. It works by adding a spectator particle to

the standard description of a 1→ 2 collinear splitting (pj → p̃j , qi). This spectator particle

absorbs the recoil from the splitting, which would otherwise put pj off-shell. The spectator

particle has a second function: to specify the frame in which the transverse momentum

of the emission is computed. In [43] it was shown that one can obtain the correct colour-

diagonal evolution by choosing the parton that is colour connected to parton j as the

spectator. We will denote the momentum of the spectator parton by pjLR (the reason for
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the LR subscript will become clear). The Sudakov decomposition is

p̃j = zipj − k⊥ +
(q

(jjLR)
⊥ )2

zi

pjLR

2pj · pjLR

, (q
(jjLR)
⊥ )2 = −k2

⊥,

qi = (1− zi)pj + k⊥ +
(q

(jjLR)
⊥ )2

1− zi
pjLR

2pj · pjLR

,

p̃jLR =

(
1− (q

(jjLR)
⊥ )2

zi(1− zi)
1

2pj · pjLR

)
pjLR , k⊥ · pj = k⊥ · pjLR = 0.

(2.43)

This now defines a 2 → 3 splitting (pj , pjLR → qi, p̃j , p̃jLR) in which qi is emitted collinear

to pj . The prescription is momentum conserving, i.e.

pj + pjLR = qi + p̃j + p̃jLR

and it ensures that all particles are on-shell at each stage in the evolution. One can check

that this Sudakov decomposition does not change the functional form of the leading-order

collinear splitting functions. Comparing to (2.9), we see that p and n are now fixed: p = pj
and n = pjLR . Working in the LC approximation, the effect of this prescription amounts

to a correction to the single-particle emission phase space [43], i.e.

dσ(qi, p̃j , p̃jLR) =
αs
2π

dσ(pj , pjLR)
dq

(jjLR)
⊥

q
(jjLR)
⊥

dzi Pυiυj (zi)
(

1− (q
(jjLR)
⊥ )2

zi(1− zi)
1

2pj · pjLR

)
. (2.44)

This correction contributes soft-collinear NLLs and hard-collinear NNLLs [43].

The dipole recoil prescription was developed for a leading Nc shower and as such is

not completely sufficient for our purposes. That is because, beyond the LC approximation,

the left evolution (of the amplitude) and right evolution (of the conjugate amplitude) are

independent, which means they can evolve to produce colour off-diagonal terms. These are

terms for which the parton j is colour connected to different partons in the left and right

evolution. In such a case pjLR cannot be defined. Instead, we must introduce parton pjL ,

which is the colour connected parton to j in the left evolution, and parton pjR , which is

colour connected to j in the right evolution. We will now construct a recoil prescription

that extends the dipole recoil to include colour off-diagonal terms but collapses back to the

dipole recoil in the LC approximation.

To begin, we define a Sudakov decomposition for a 3 → 4 splitting (pj , pjL , pjR →
qi, p̃j , p̃jL , p̃jR). We aim to construct the decomposition so that recoil is shared equally

between pjL and pjR . We also wish to leave the collinear splitting functions unchanged.

Finally, we also require all partons involved to be on-shell. These constraints are fulfilled
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by the decomposition:

p̃j = zipj − k⊥ +
(q

(j~n)
⊥ )2

zi

n

2pj · n
,

qi = (1− zi)pj + k⊥ +
(q

(j~n)
⊥ )2

1− zi
n

2pj · n
,

n = pjL + pjR(1− δjL,jR)−
√

2pjL · pjR
n̂2

n̂,

p̃jL = (1− γ) pjL + γ

√
pjL · pjR

2n̂2
n̂+ γl(1− δjL,jR),

p̃jR = (1− γ) pjR + γ

√
pjL · pjR

2n̂2
n̂− γl(1− δjL,jR),

(2.45)

where

(q
(j~n)
⊥ )2 = −k2

⊥, 2q · p̃j =
(q

(j~n)
⊥ )2

zi(1− zi)
, n̂ · pjL = n̂ · pjR = 0,

γ =
(q

(j~n)
⊥ )2

zi(1− zi)
1

2pj · n
, k⊥ · pj = k⊥ · n = 0,

l2 =
pjL · pjR

2
, l ·

(
(1− γ)(pjL + pjR) + γ

√
pjL · pjR

2n̂2
n̂

)
= 0,

(2.46)

where δjL,jR is the usual Kronecker delta symbol. Note that pj+pjL+pjR = qi+p̃j+p̃jL+p̃jR ,

and so momentum is conserved in the 3→4 splitting. Also note that when jL =jR =jLR, i.e.

the emission is colour-diagonal, this reduces to the dipole 2 → 3 scattering with pj+pjLR =

qi + p̃j + p̃jLR . Finally, note that every new term relative the dipole recoil is accompanied

by a factor γ, which is two orders higher than the leading terms in the collinear limit and

one order higher in the soft limit. Using this decomposition, the recoil prescription for

collinear emissions is

Rcoll∗
ij Rcoll

ij = zi(Jij(zi, q(j~n)
i⊥ ,pjL ,pjR , l, n̂))2 δ4

(
p̃j−zipj+k⊥−

(q
(j~n)
⊥ )2

zi

n

2pj ·n

)

×δ4

(
p̃jL−(1−γ)pjL−γ

√
pjL ·pjR

2n̂2
n̂−γl(1−δjL,jR)

)

×δ4

(
p̃jR−(1−γ)pjR−γ

√
pjL ·pjR

2n̂2
n̂+γl(1−δjL,jR)

) ∏
k 6=j,jL,jR

δ4(pk−p̃k),

(2.47)
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where the Jacobian, Jij , can (in principle) be evaluated using

Jij =

∫ d4p′jLd4p′jRδ
4

p̃jL−(1−γ′)p′jL−γ′
√
p′
jL
·p′
jR

2n̂′2
n̂′−γ′l(1−δjL,jR)


× δ4

p̃jR−(1−γ′)p′jR−γ′
√
p′
jL
·p′
jR

2n̂′2
n̂′+γ′l(1−δjL,jR)

−1

+O
((

q
(j~n)
i⊥ /Q

)3
)
,

= 1+O(γ) . (2.48)

One factor of ziJij ensures that the integral over the delta functions is correctly normalised

whilst the additional factor of Jij encodes the recoil corrections. This is the factor that

was absorbed into the phase-space in [43], i.e.

dσ(qi, p̃j , p̃jL , p̃jR) =
αs
2π

dσ(pj , pjL , pjR)
dq

(j~n)
i⊥

q
(j~n)
i⊥

dzi Pυiυj (zi)Jij . (2.49)

We can extend this prescription to the soft sector using Catani-Seymour dipole factorisa-

tion [44]. The dipole factorisation provides a unique way to split the parent dipole of a

soft emission into two halves, identifiable by their separate collinear poles:

p̃j′ · p̃j
(qi · p̃j′)(p̃j · qi)

=
p̃j′ · p̃j

qi · (p̃j′ + p̃j)p̃j · qi
+

p̃j′ · p̃j
p̃j′ · qi(p̃j′ + p̃j) · qi

.

This provides the means to implement a local recoil using the parton contributing to the

collinear pole in each half of the dipole. Thus we can write

Rsoft ∗
ij′ Rsoft

ij =
(q

(jj′)
i⊥ )2p̃j′ · p̃j

2qi · (p̃j′ + p̃j)(p̃j · qi)
Rcoll ∗
ij Rcoll

ij +
(q

(jj′)
i⊥ )2p̃j′ · p̃j

2(p̃j′ · qi)(p̃j′ + p̃j) · qi
Rcoll ∗
ij′ Rcoll

ij′ .

(2.50)

From this, Rsoft
ij and Rcoll

i can be evaluated:

Rsoft
jj′ (qi, {p}) =

(q
(jj′)
i⊥ )2pj′ · pj

2qi · (pj′ + pj)(pj · qi)
Jij + (j ↔ j′), Rcoll

j (qi, {p}) = Jij . (2.51)

We can now go ahead and determine the subtraction functions used to define variant B.

Using (2.28) and (2.29) we get

Fjj′(qi, {p}) = 1− dq
(j~n)
i⊥

dq
(jj′)
i⊥

q
(jj′)
i⊥ θj(qi)

q
(j~n)
i⊥ θjj′(qi)

Jij
Rsoft
jj′

. (2.52)

Before moving on we want to comment on the discussion in [18], which shows that the

dipole recoil scheme, as implemented in a dipole shower, fails at the level of the NLL

even at LC due to incorrectly assigning the longitudinal recoil after multiple emissions. It

remains to be seen whether this is also true in the scheme discussed here.
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2.4.1 A LL recoil prescription

We can now consider constructing a recoil prescription where we only keep the parts con-

tributing at LL. Firstly note that in the strictly LL soft limit

Rcoll ∗
ij Rcoll

ij = Rsoft ∗
ij′ Rsoft

ij =
∏
k

δ4(pk − p̃k).

We can use this fact with variant B restricted to LL accuracy and find

fjj′(qi, {p}, {p̃}) = Fjj′(qi, pj , pj′) = 1− dq
(j~n)
i⊥

dq
(jj′)
i⊥

q
(jj′)
i⊥ θj(qi)

q
(j~n)
i⊥ θjj′(qi)

. (2.53)

Using the naive recoil prescription,

Rcoll ∗
ij Rcoll

ij =
(
δ4(pj − z−1

i p̃j)δ
final
j + δ4(pj − zip̃j)δinitial

j

)∏
k 6=j

δ4(pk − p̃k),

Rsoft ∗
ij′ Rsoft

ij =
∏
k

δ4(pk − p̃k), Rsoft
ij = Rcoll

i = 1, (2.54)

with (2.53), variant B fully captures the correct DGLAP evolution as longitudinal recoil

is now included in the soft-collinear region. This is not the case for variant A. We stress

that this observation is not a reflection of any fundamental difference between A and B

since, with a complete recoil prescription, A and B are equivalent. Indeed, we can use

the Catani-Seymour dipole factorisation [44], as previously discussed, to extend the naive

recoil prescription so that it does generate longitudinal recoil with variant A, i.e.

Rcoll ∗
ij Rcoll

ij =
(
δ4(pj − z−1

i p̃j)δ
final
j + δ4(pj − zip̃j)δinitial

j

)∏
k 6=j

δ4(pk − p̃k),

Rsoft ∗
ij′ Rsoft

ij =
(q

(jj′)
i⊥ )2p̃j′ · p̃j

2qi · (p̃j′ + p̃j)(p̃j · qi)
Rcoll ∗
ij Rcoll

ij +
(q

(jj′)
i⊥ )2p̃j′ · p̃j

2(p̃j′ · qi)(p̃j′ + p̃j) · qi
Rcoll ∗
ij′ Rcoll

ij′ .

(2.55)

With this, variant A also captures the correct DGLAP evolution.

2.5 A manifestly infra-red finite reformulation

It is possible to re-cast both variants of our algorithm such that the IR divergences, other

than those renormalised into parton distribution and fragmentation functions, explicitly

cancel at each iteration of the algorithm. We will demonstrate this for variant A, though the

procedure is pretty much identical for variant B. Our method closely follows that in [25].

We begin by expressing a generalised measurement function in the soft and collinear

limits as follows

um(q1, . . . , qm)
qj soft

= u(qj , {q1, . . . , qj−1, qj+1, . . . , qm})um−1(q1, . . . , qj−1, qj+1, . . . , qm),

(2.56)

and

um(q1, . . . , qm)
qj ||qi
= u(qj , {q1, . . . , qi + qj , . . . , qm})um−1(q1, . . . , qi + qj , . . . , qm), (2.57)
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where u(qj , {q}) → 1 as j becomes exactly soft or collinear. For many observables, it is

possible to further pull apart the measurement function by defining an ‘out’ region, where

there is total inclusivity over radiation. For such observables we can write

u(qj , {q}) = Θout(qj) + Θin(qj)uin(qj , {q}), (2.58)

where Θin/out(qj) = 1 when qj is in the in/out region and zero otherwise. For a global

observable, the out region has zero extent and so Θout(qj) = 0. First we define

Γ = Γu + Γu,

Γu =

∫
dS2

4π
(1− u(k, {q}))1

2D2
k +

∑
i<j

Tgi · T
g
j iπ δ̃ij , dS2 = dy dφ =

dz dφ

(1− z)
,

1
2D2

k =
∑
i<j

(−Tgi · T
g
j )(k

(ij)
⊥ )2 pi · pj

(pi · k)(pj · k)
θij(k)Rsoft

ij +
(1− z)

2

∑
i,υ

Tῡ 2
i P

◦
υυi θi(k)Rcoll

i ,

Va,b = P exp

(
−αs
π

∫ b

a

dk⊥
k⊥

Γu

)
. (2.59)

After a simple path-ordered operator expansion,

Va,b = Va,b−
∫

dΠ1u(k1,{q})Va,k1⊥
1
2D2

1 Vk1⊥,b

+

∫
dΠ1dΠ2 Θ(k1⊥−k2⊥)u(k1,{q})u(k2,{q})Va,k2⊥

1
2D2

2 Vk2⊥,k1⊥
1
2D2

1 Vk1⊥,b−. . .
(2.60)

the observable, Σ, can be expressed as

Σ(µ) =

∫ ∑
n

(
n∏
i=1

dΠi

)
Tr Bn(µ; {p}n) Φn(q1, . . . , qn), (2.61)

where

Bn(q⊥; {p̃}n−1 ∪ qn)

= Vq⊥,qn⊥

[∫ ∏
i

d4pi δ
R
n DnBn−1(qn⊥; {p}n−1)D†n

−δVn
{

Bn−1(qn⊥; {p̃}n−1),
1

2
D2
n

}
u(qn, {p̃}n−1)

]
V
†
q⊥,qn⊥

Θ(qn⊥ − q⊥),

(2.62)

with B0(q⊥) = Vq⊥,QH(Q)V
†
q⊥,Q

. We define δRn = 1 when parton n is real and δRn = 0

when parton n is virtual, and similarly δVn = 1 − δRn . Φn(q1, . . . , qn) is a measurement

function on the phase-space of real particles. We refer to [25] for its precise definition and

here just present an illustrative example:

(δR3 δ
V
2 δ

V
1 + δV3 δ

R
2 δ

R
1 + δR3 δ

V
2 δ

R
1 + δV3 δ

V
2 δ

V
1 )Φ3(q1, q2, q3)

= δR3 δ
V
2 δ

V
1 u1(q3) + δV3 δ

R
2 δ

R
1 u2(q1, q2) + δR3 δ

V
2 δ

R
1 u2(q1, q3) + δV3 δ

V
2 δ

V
1 .

(2.63)
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Written in this form, each Bn is explicitly infra-red finite provided the measurement

function is infra-red-collinear safe, and that the evolution is not convoluted with parton

distribution or fragmentation functions. In this case µ can be safely taken to zero. In the

case that the evolution is convoluted with parton distribution or fragmentation functions,

collinear poles remain (one for each hadron). These poles are removed by renormalisation

of the parton distribution functions or fragmentation functions, generating their µ depen-

dence. Finally, note that for recursively-infra-red-safe continuously-global observables [9]

in e+e− collisions Bn = 0 for n ≥ 1 at single-log accuracy. If the observable depends on

fragmentation functions the n ≥ 1 contributions give rise to the DGLAP evolution of the

fragmentation functions (see section 3).

3 Collinear factorisation

Up to this point we have been interleaving the emission of soft and collinear partons to

build up the complete amplitude. As is well known, it is possible to factorise the collinear

emissions into the evolution of parton distribution and fragmentation functions. In this

section, our aim is to explore collinear factorisation within the context of our algorithm.

The plan is as follows. First, we will derive the factorisation of collinear physics into

jet functions; one for each parton in the initial hard process. At first we do this ignoring

the presence of Coulomb exchanges. This result is sufficient to derive DGLAP evolution

(which we do in section 4). After this, we go on to construct the complete factorisation of

collinear physics into jet functions on every hard or soft leg. Finally, we use a path-ordered

expansion of our Sudakov operators, Va,b, to re-insert Coulomb exchanges one-by-one into

the previous results. The result is that collinear evolution below the scale of the last

Coulomb exchange can be factorised. The outcome of which is the general factorisation of

collinear poles into parton distribution functions, as anticipated after the work of Collins,

Soper and Sterman [31].

We provide diagrammatic proofs where possible and only sketch in the text the algebra

that is going on behind the scenes. Throughout this section we leave aside the recoil

functions Rsoft, Rcoll, and the integrals corresponding to the momentum maps between

each iteration of the algorithm. This is to reduce the length of the algebra that remains,

and it is certainly valid to LL accuracy since tracking longitudinal recoil is sufficiently

simple. We also drop the inclusion of measurement functions since they too have no affect

on the discussion. That said, in sections 3.1.1 and 3.1.2, we present a summary of the

results with all of these functions re-instated (for both of variants A and B).

3.1 Factorisation on hard legs without Coulomb interactions

The main result of this subsection is the factorisation of collinear physics into jet functions;

one for each leg emerging from the hard scatter. We do this with Coulomb gluons removed

(δ̃ij = 0) and will discuss their re-introduction in section 3.3. The following manipulations

can equally well be performed using either variant A or B of the algorithm. For concreteness
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†
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Figure 3. Illustrating hard-leg factorisation. Red dashed lines represent the emission of soft gluons

and collinear emissions are represented by blue dotted lines. Circles indicate the hard scale from

which subsequent evolution proceeds. Loops (Sudakov factors) have been neglected to avoid clutter.

we will use variant B whenever an operator needs to be given an explicit definition.9 Let

us begin by simply stating the result:

Σ(µ) =

∫ ∑
n

(
n∏
i=1

dΠi

)
n∑

m=0

n−m∑
p=0

Tr
(
Col†m(µ) ◦Colm(µ) Bp

n−m−p(µ)
)
. (3.1)

Figure 3 illustrates what is going on diagrammatically (it shows a contribution with n = 8,

m = 5 and p = 1). The collinear evolution operators for hard legs, which provide an

operator description of a jet function, are constructed iteratively according to

Col0(q⊥) = Vcol
q⊥,Q

,

Colm(q⊥) = Vcol
q⊥,qm⊥

CmColm−1(qm⊥) Θ(q⊥ ≤ qm⊥),
(3.2)

where

Vcol
a,b = exp

−αs
π

∑
j

∫ b

a

dk
(j~n)
⊥

k
(j~n)
⊥

∑
υ

Tῡ 2
j

∫
dz dφ

8π
P ◦υυj

 ,
Ci =

∑
j

q
(j~n)
i⊥

2
√
zi

∆ij Pij .

(3.3)

In both operators j sums only over hard partons. The circle operation, ◦, indicates the

sharing of partons between Colm(µ) and Col†m(µ), i.e.

Colm(q⊥) ◦Col†m(q⊥) = Vcol
q⊥,qm⊥

Cm Colm−1(qm⊥) ◦Col†m−1(qm⊥) C
†
mVcol †

q⊥,qm⊥
. (3.4)

Bp
n−m−p(µ) are the scattering matrices evolved using the algorithm, modified so that all

collinear emissions from hard legs have been removed. Specifically,

Ãn−m(µ) =

n−1∑
p=0

Bp
n−p−m(µ), (3.5)

9In the case of variant A, for the most part, all that must be done is exchange Pij and Pυiυj with the

overlined versions Pij and Pυiυj .
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〈M(Q)|

(a) A term contributing to the

right evolution (B3
6).

〈M(Q)|

(b) A term contributing to the

right evolution (Asoft
9 ).

Figure 4. The right evolution (the evolution of the conjugate amplitude) of a hard process after

9 emissions. Red dashed lines represent the emission of soft gluons and collinear emissions are

represented by blue dotted lines. Loops (Sudakov factors) have been neglected to avoid clutter.

where Ãn−m(µ) is computed using (2.2) with the collinear evolution off hard legs removed,

i.e. with the replacements Di 7→ Di−Ci and Va,b 7→ Va,b(V
col
a,b)
−1. The number of collinear

emissions not off hard legs is indexed by p and n− p−m is the number of soft emissions

(in equation (3.1), m is the number of collinear emissions off hard legs). An example term,

contributing to B3
6(µ), is presented in figure 4a.

It may be helpful to contrast Bp
n(µ) with scattering matrices evolved using the FKS

algorithm [25]. We denote the FKS matrices as Asoft
n (µ) and they can be evaluated using

variant A with Pυiυj = 0; an example is shown in figure 4b. Note that B0
n(µ) 6= Asoft

n (µ)

for n ≥ 1 since B0
n(µ) still contains the collinear Sudakov factors ‘attached’ to soft partonic

legs. Also note that B0
0(µ) = Asoft

0 (µ) and Bi
0(µ) = 0 for all i > 0. In section 3.2 we will

generalise the arguments presented here so that we can factorise collinear physics into jet

functions that multiply Asoft
n (µ). However, in this section we will not make any further use

of Asoft
n (µ).

Equation (3.1) can be written more simply by combining the collinear evolution oper-

ators (which are proportional to unit operators in colour space) into a single cross-section

level jet function, Col†m(µ) ◦ Colm(µ) = 1 ⊗ Colm(µ). Doing this enables (3.1) to be

written as

Σ(µ)|un=1 =

∫ ∑
n

(
n∏
i=1

dΠi

)
n∑

m=0

n−m∑
p=0

Trs
(
Colm(µ) Trc Bp

n−m−p(µ)
)
, (3.6)

where the traces are over colour, c, and helicity, s. However, we avoid working with collinear

factorisation in this form because it does not apply when Coulomb exchanges are present.

Having stated the result, let us now proceed to show how it is derived. The following

commutation relations are important:[
Di −Ci,Cj

]
' 0,

[
Va,b(V

col
a,b)
−1,Cj

]
' 0,[

Va,b(V
col
a,b)
−1,Vcol

c,d

]
' 0,

[
Di −Ci,V

col
a,b

]
' 0.

(3.7)
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Here ' denotes equality when the operator acts on a matrix element, which is all we ever

encounter.

[Va,b(V
col
a,b)
−1,Vcol

c,d] ' 0 and [Di −Ci,V
col
a,b] ' 0 are trivial to show as Vcol

a,b is propor-

tional to the identity in colour-helicity space. Diagrammatically, proving

[Va,b(V
col
a,b)
−1,Vcol

c,d] ' 0

reduces to showing

|M〉〈M| = |M〉〈M| , (3.8)

and [Di −Ci,V
col
a,b] ' 0 to showing

|M〉〈M| i = |M〉〈M|
i

. (3.9)

As ever, a red dashed line is used to represent a soft parton and a blue dotted line represents

a collinear parton. The black dashed line indicates a cut (cut lines are on shell).

[Va,b(V
col
a,b)
−1,Cj ] ' 0 and [Di − Ci,Cj ] ' 0 can be shown by factorising kinematic

factors from the colour and helicity operators, then carefully tracking the action of the

colour operators so that colour conservation can be applied. Proving the commutators also

requires noting that both soft real emissions and soft Sudakov factors are identity operators

in helicity space, and that helicity states are orthogonal. [Va,b(V
col
a,b)
−1,Cj ] ' 0 presents

the biggest challenge. The derivation follows closely the discussion in [14]. It is most easily

illustrated by expressing the operators diagrammatically. Doing so reduces the problem to

showing

〈M| |M〉
j

+ 〈M| |M〉
j

+ 〈M| |M〉
j

= 〈M| |M〉
j

.

(3.10)

Also note that

[Va,b(V
col
a,b)
−1,Cj ] ' 0
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implies [Di −Ci,Cj ] ' 0 since

〈M| |M〉
i

j
+ 〈M| |M〉

i

j

= 〈M| |M〉i
j

, (3.11)

which trivially follows from (3.10). Using these commutation relations, reconstructing the

separate strong orderings of collinear and soft physics in (3.1) is simply a case of careful

combinatorics and relabelling of momenta. For instance

 〈M| |M〉
i

j
+ 〈M| |M〉

i

j

Θ(qj⊥ − qi⊥)Θ(qi⊥ − µ)Θ(Q− qj⊥)

+ 〈M| |M〉i
j

Θ(qi⊥ − qj⊥)Θ(qj⊥ − µ)Θ(Q− qi⊥)

= 〈M| |M〉i
j

Θ(qi⊥ − µ)Θ(Q− qi⊥)Θ(qj⊥ − µ)Θ(Q− qj⊥).

(3.12)

For the sake of completeness, in the next section we will go ahead and put back Rsoft,

Rcoll, and the measurement functions. However, we have only proven correctness at LL

accuracy. As such, sections 3.1.1 and 3.1.2 are conjectures. It might be the case that only

certain classes of recoil prescription factorise in this way. We will focus on variant A in

section 3.1.1 and turn to variant B in section 3.1.2, where we show how to re-instate the

plus prescription in the collinear splitting functions. We caution that both these versions

of the algorithm will not produce super-leading logarithms because Coulomb interactions

have been neglected. Therefore they are only suitable for processes with fewer than two

coloured particles in either the initial or final state of the hard process, i.e. e+e−, deep-

inelastic scattering and Drell-Yan.

3.1.1 The details

Now we summarise the results of the previous section and make a conjecture regarding the

inclusion of recoils (recall we left these out of the discussions in the previous section). For

concreteness we use variant A. The evolution has two phases. In the first phase soft gluons
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are emitted:

σ(0, 0) = Ṽµ,QH(Q; {p})Ṽ†µ,Q = Ã0(µ; {p}),

dσ(1, 0) =

∫ ∏
i

d4piṼµ,q1⊥D̃1Ã0(q1⊥; {p})D̃†1Ṽ†µ,q1⊥dΠ1

= Ã1(µ; {p}1)dΠ1 ≡ B0
1(µ; {p}1)dΠ1,

dσ(2, 0) =

∫ ∏
i

d4piṼµ,q2⊥D̃2Ã1(q2⊥; {p})D̃†2Ṽ†µ,q2⊥dΠ1dΠ2

= Ã2(µ; {p}2)dΠ1dΠ2 ≡
(
B0

2(µ) + B1
1(µ)

)
dΠ1dΠ2,

dσ(n, 0) = Ãn(µ; {p}n)

n∏
i=1

dΠi ≡
n∑
p=0

Bp
n−p(µ)

n∏
i=1

dΠi,

(3.13)

where D̃i = Di −Ci and

Ci =
∑
l

q
(l~n)
i⊥

2
√
zi

∆il PilR
coll
ij ({p}, {p̃}, qi), (3.14)

where l sums only over hard partons. And Ṽa,b = Va,b(Va,b)
−1 and

Va,b = exp

[
−αs
π

∑
l

∫ b

a

dk
(l~n)
⊥

k
(l~n)
⊥

∑
υ

Tῡ 2
l̄

∫
dz dφ

8π
P ◦υυl R

coll
l

]
. (3.15)

Again, the sum over l only includes hard partons. In dσ(n,m), n indicates the number

of soft emissions, which occur during the first phase of the evolution, and m indicates the

number of collinear emissions, which occur during the second phase of the evolution.

The second phase of the evolution dresses the hard legs with collinear emissions:

dσ(n, 0) = Tr
(
Vµ,Q dσ(n, 0) V

†
µ,Q

)
= Tr (Ãn

n+0(µ; {p}n))

≡
n∑
p=0

Tr(Col†0(µ) ◦Col0(µ) Bp
n−p(µ)),

dσ(n, 1) =

∫ ∏
i

d4pi Tr
(
Vµ,qn+1⊥Cn+1Vqn+1⊥,Q dσ(n, 0)

×V
†
qn+1⊥,Q

C
†
n+1V

†
µ,qn+1⊥

)
dΠn+1 = Tr (Ãn

n+1(µ; {p}n+1))dΠn+1

≡
n∑
p=0

Tr(Col†1(µ) ◦Col1(µ) Bp
n−p(µ))dΠn+1,

dσ(n,m) = Tr (Ãn
n+m(µ; {p}n+m))

m∏
i=1

dΠn+i

≡
n∑
p=0

Tr(Col†m(µ) ◦Colm(µ) Bp
n−p(µ))

m∏
i=1

dΠn+i,

(3.16)
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where Ãn
n+m obeys the recurrence relation

Ãn
n+m(q⊥; {p̃}n+m−1 ∪ qn+m) =

∫ ∏
i

d4piVq⊥,qn+m⊥Cn+mÃn
n+m−1(qn+m⊥; {p}n+m−1)

×C
†
n+mV

†
q⊥,qn+m⊥

Θ(q⊥ ≤ qn+m⊥).

An observable can be calculated using

Σ(µ) =
∑
n

∫
dσn un(q1, . . . , qn), (3.17)

where dσn =
∑n

m=0 dσ(n−m,m).

3.1.2 Recovering the ‘plus prescription’

Now let us turn to variant B. Recall that, in this variant of the algorithm collinear evolution

proceeds using the full DGLAP splitting functions. Things are precisely as in the last

subsection except that we now use the splitting operators without overlines (Pil) and the

functions f and F are to be included in the soft terms. We can go a little further and

expand out the Sudakov factors in order to recover the familiar DGLAP plus prescription.

To that end, we expand the collinear Sudakov factors (V) that appear in the second phase

of the evolution:

Va,b =1−
∫ b

a

dk1⊥
k1⊥

Γ1 +

∫ b

a

dk2⊥
k2⊥

Γ1

∫ b

k1

dk2⊥
k2⊥

Γ2 − . . . (3.18)

where

Γi =
αs
π

∑
l

∑
υ

Tῡ 2
l̄

∫
dzi dφi

8π
P ◦υυl R

coll
l . (3.19)

Once again, the sum over l is only over hard partons. Using this, we can regroup terms in

the same way as section 2.5 to generate the plus prescription:

dσ(n, 0) = Tr (dσ(n, 0)) = Tr Ãn
n+0,

dσ(n, 1) =

∫ ∏
i

d4pi Tr
(
Dn+1dσ(n, 0) D

†
n+1

)
dΠn+1

= Tr Ãn
n+1(µ; {p}n+1)dΠn+1,

dσ(n,m) = Tr Ãn
n+m(µ; {p}n+m)

m∏
i=1

dΠn+i

≡
n∑
p=0

Tr
([

Col†m(µ) ◦Colm(µ) +O(αm+1
s )

]
Bp
n−p(µ)

) m∏
i=1

dΠn+i,

(3.20)

where

Ãn
n+m(q⊥; {p̃}n+m−1 ∪ qn+m) = Dn+mÃn

n+m−1(qn+m⊥; {p}n+m−1)D
†
n+mΘ(q⊥ ≤ qn+m⊥),
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using the boundary condition that

Ãn
n+1(q⊥) = Dn+1Ã

n
n+0D

†
n+1Θ(q⊥ ≤ qn+1⊥)Θ(qn+1⊥ ≤ Q), (3.21)

and

Di =
∑
l̄

q
(l̄~n)
i⊥
2

∆il̄ P
+
il̄
Rcoll
ij ({p}, {p̃}, qi). (3.22)

The sum over l̄ only includes hard partons. Pil has been redefined to include the plus

prescription and labelled P+
il̄

. The plus prescription is defined in appendix A. Observables

are computed using (3.17).

3.2 Complete collinear factorisation without Coulomb interactions

Now we are going to go ahead and factorise the collinear physics completely. Once again,

the manipulations are essentially the same for either variant of our algorithm. To be

concrete, we will use variant B whenever an exact definition must be given. As before, we

will begin by stating the final result:

Σ(µ) =

∫ ∑
n

(
n∏
i=1

dΠi

)
n∑

m=0

Tr
(
tCol†m(µ) ◦ tColm(µ)Asoft

n−m(µ)
)
, (3.23)

where have we defined the following operators:

tCol0(q⊥) = Vtcol
q⊥,Q

,

tColm(q⊥) = Vtcol
q⊥,qm⊥

C̃m tColm−1(qm⊥) Θ(q⊥ ≤ qm⊥),

Vtcol
a,b = exp

−αs
π

∑
j

∫ b

a

dk
(j~n)
⊥

k
(j~n)
⊥

Θ(q
(j~n)
i⊥ ≤ pj⊥)

∑
υ

Tῡ 2
j

∫
dz dφ

8π
P ◦υυj

 ,
C̃i =

∑
j

q
(j~n)
i⊥

2
√
zi

∆ij Pij Θ(q
(j~n)
i⊥ ≤ pj⊥),

(3.24)

and the index j runs over all partons (hard, collinear and soft). We continue to leave

aside the functions Rsoft, Rcoll, from emission operators and Sudakov factors. These can

readily be re-instated as in sections 3.1.1 and 3.1.2. Asoft
n (µ) is as defined in section 3.1

and evolves the same as An(µ) except that Ci 7→ 0 and Va,b 7→ Va,b(V
tcol
a,b )−1 ≡ Vsoft

a,b ,

i.e. it corresponds to summing over diagrams such as the one in figure 4b. Ignoring the

effects of recoil (and Coulomb exchanges) and using variant A, Asoft
n (µ) corresponds to FKS

evolution [25]. One of the possible contributions to tCol†4 is represented in figure 5. In the

figure, we have sacrificed the intuitive picture of a parton cascade in lieu of providing more

detail on the evolution. To construct figure 5, we have employed the Casimir structure of

Vtcol
a,b to split it apart as

Vtcol
a,b =

∏
j

Uj
a,b
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UQ †
q1⊥,Q

U1coll †
µ,q1⊥

UQ †
q3⊥,q1⊥

U1soft †
q2⊥,p1⊥

U2soft †
q4⊥,p2⊥

U2coll †
µ,q2⊥

U1soft †
µ,q2⊥

U2soft †
µ,q4⊥

U4coll †
µ,q4⊥

UQ †
µ,q3⊥

p2⊥

p1⊥

Q q1⊥
q3⊥

q4⊥

q2⊥

U3coll †
µ,q3⊥

Figure 5. One of the possible contributions to tCol†4. Red dashed lines represent soft gluons and

blue dotted lines represent collinear partons. Each line is associated with a Sudakov factor and

circles indicate the scale from which the subsequent evolution proceeds. Circles from which two

lines leave indicate the action of the operator C̃. Circles from which one line leaves indicate the

scales inherited from the soft evolution phase (not shown). Collinear scales {qi⊥} are ordered with

respect to each other, as are soft scales {pi⊥}. Scales connected along lines are also ordered, with

the largest to the left and smallest to the right.

where

Uj
a,b = exp

[
−αs
π

∫ b

a

dk
(j~n)
⊥

k
(j~n)
⊥

Θ(q
(j~n)
i⊥ ≤ pj⊥)

∑
υ

Tῡ 2
j

∫
dz dφ

8π
P ◦υυj

]
, (3.25)

and the product over j is over all partons. In the figures we will be explicit with the

labelling so that it is clear whether Uj
a,b is associated with a hard parton (labelled by Q), a

soft parton or a collinear parton, i.e. j ∈ {Q, 1soft, 2soft, . . . , (n−m)soft, 1coll, 2coll, . . . ,mcoll}.
Something more in the style of our previous diagrams is illustrated in figure 6.

We will now prove (3.23) by induction. First, we assume that

Tr An(µ) =
n∑

m=0

Tr
(
tCol†m(µ) ◦ tColm(µ)Asoft

n−m(µ)
)
, (3.26)

where An is computed as usual from (2.2). We can see that this is true for n = 1 by

expanding out the tCol operators and Asoft:

1∑
m=0

Tr
(
tCol†m(µ) ◦ tColm(µ)Asoft

n−m(µ)
)

= Tr
(
Vtcol
µ,q1⊥

C̃1V
tcol
q1⊥,Q

Vsoft
µ,QH(Q)Vsoft †

µ,Q Vtcol †
q1⊥,Q

C̃†1V
tcol †
µ,q1⊥

+Vtcol
µ,QVsoft

µ,q1⊥
S1V

soft
q1⊥,Q

H(Q)Vsoft †
q1⊥,Q

S†1V
soft †
µ,q1⊥

Vtcol †
µ,Q

)
= Tr

(
Vsoft
µ,q1⊥

Vtcol
µ,q1⊥

C1V
tcol
q1⊥,Q

Vsoft
q1⊥,Q

H(Q)Vsoft †
µ,Q Vtcol †

q1⊥,Q
C†1V

tcol †
µ,q1⊥

+U1
µ,q1⊥

Vcol
µ,q1⊥

Vsoft
µ,q1⊥

S1V
col
q1⊥,Q

Vsoft
q1⊥,Q

H(Q)Vsoft †
q1⊥,Q

S†1V
soft †
µ,q1⊥

Vtcol †
µ,Q

)
= Tr

(
Vµ,q1⊥D1Vq1⊥,QH(Q)V†q1⊥,QD†1V

†
µ,q1⊥

)
, (3.27)
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Soft evolution Collinear evolution (tCol†8)scale

〈Q|

Q

Q

p1⊥

p2⊥

1

2

3 p3⊥

Figure 6. A diagram illustrating factorised parton evolution. Red dashed lines represent the

emission of soft gluons and blue dotted lines represent collinear emissions. Circles represent the hard

scale from which the subsequent evolution proceeds. Loops (Sudakov factors) have not been drawn.

where we have used C̃1 ≡ C1 ≡ C1 as it only acts on hard legs. We have also used

the commutators [Va,b(V
col
a,b)
−1,Vcol

c,d] ' 0 and [Va,b(V
col
a,b)
−1,Cj ] ' 0, derived in the pre-

vious section, and Vc,a = Vc,bVb,a. Notice in the above expressions the theta functions

present in C̃1 and Vtcol
q1⊥,Q

are always unity on hard legs as the ordering guarantees their

argument is satisfied. We will now show that if (3.26) is true for An, it is also true for

An+1. We begin by noting that from the Markovian way our algorithm evolves, we can

write An+1 ≡ Ân(µ, q1⊥) where Ân(µ, q1⊥) is computed using our algorithm (as described

in (2.2)) however with the evolution initiated by Ĥ(q1⊥) = D1Vq1⊥,QH(Q)V†q1⊥,QD†1 and

with the parton momentum indexed as 2, 3, 4, . . . . From this we can use (3.26) to write

Tr An+1(µ) = Tr Ân(µ, q1⊥) =

n∑
m=0

Tr
(

ˆtCol
†
m(µ, q1⊥) ◦ ˆtColm(µ, q1⊥)Âsoft

n−m(µ, q1⊥)
)
,

(3.28)

where Âsoft
n−m(µ, q1⊥) are generated by the same algorithm as Asoft

n−m(µ) however using

Ĥ(q1⊥) as the initial condition. ˆtColm(µ, q1⊥) are generated using the iterative relation

in (3.24) but with an initial condition ˆtCol0(q⊥, q1⊥) = Vtcol
q⊥,q1⊥

. Next we split apart

Ĥ(q1⊥) as

Ĥ(q1⊥) = S1V
tcol
q1⊥,Q

Vsoft
q1⊥,Q

H(Q)Vsoft †
q1⊥,Q

Vtcol †
q1⊥,Q

S†1

+ C̃1V
tcol
q1⊥,Q

Vsoft
q1⊥,Q

H(Q)Vsoft †
q1⊥,Q

Vtcol †
q1⊥,Q

C̃†1. (3.29)

Using the commutation relations from section 3.1, we can move the collinear operators in

– 29 –



J
H
E
P
0
8
(
2
0
1
9
)
1
4
5

Ĥ(q1⊥) past the soft operators which construct Âsoft
n−m(µ, q1⊥) to arrive at

TrAn+1(µ) =

n∑
m=0

Tr
(
Vtcol†
q1⊥,Q

ˆtCol
†
m(µ,q1⊥)◦ ˆtColm(µ,q1⊥)Vtcol

q1⊥,Q
Asoft
n+1−m(µ,Q)

)
+

n∑
m=0

Tr
(
Vtcol†
q1⊥,Q

C̃†1
ˆtCol
†
m(µ,q1⊥)◦ ˆtColm(µ,q1⊥)C̃1V

tcol
q1⊥,Q

Asoft
n−m(µ,Q)

)
.

(3.30)

We can now combine the collinear operators using

ˆtColm(µ, q1⊥)C̃1V
tcol
q1⊥,Q

= tColm+1(µ)θ(qcoll
1⊥ > qsoft

1⊥ )

and
ˆtColm(µ, q1⊥)Vtcol

q1⊥,Q
= tColm(µ)θ(qcoll

1⊥ < qsoft
1⊥ ),

where in the second equality we need to relabel the momenta of collinear partons again so

that they are indexed as 1, 2, 3, . . . . We have denoted the momentum of the hardest collinear

emission generated by the collinear operators, tCol, as qcoll
1 and the hardest soft momentum

in Asoft
n−m(µ,Q) as qsoft

1 . Combining the two sums and theta functions, we arrive at

Tr An+1(µ) =
n+1∑
m=0

Tr
(
tCol†m(µ) ◦ tColm(µ)Asoft

n+1−m(µ)
)
. (3.31)

Thus we have proven that (3.23) holds for n → n + 1. It is important to note the role of

the theta functions in the definitions of C̃i and Vtcol
a,b . These ensure that the commuta-

tion relations from section 3.1 can always applied. They do this by squeezing to zero the

phase space of any collinear partons generated by C̃1 and Vtcol
q1⊥,Q

from not-hard legs. To

illustrate this point, we will consider the relevant Feynman diagrams: 〈M| |M〉
i

j
+ 〈M| |M〉

i

j

Θ(qj⊥ − qi⊥)Θ(qi⊥ − µ)Θ(Q− qj⊥)

+

 〈M| |M〉i
j

+ 〈M| |M〉i
j

Θ(qi⊥ − qj⊥)Θ(qj⊥ − µ)Θ(Q− qi⊥)

= 〈M| |M〉i
j

Θ(qi⊥ − µ)Θ(Q− qi⊥)Θ(qj⊥ − µ)Θ(Q− qj⊥)

+ 〈M| |M〉i
j

Θ(qi⊥ − qj⊥)Θ(qj⊥ − µ)Θ(Q− qi⊥). (3.32)
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Note that the last term on either side of the equation cannot be manipulated using our com-

mutators and there are no more diagrams we could include which they may cancel against.

Nevertheless terms of this form are generated by our algorithm. They represent a collinear

parton, emitted from a soft parton, restricted so that its transverse momentum is smaller

than the transverse momentum of the soft parton. Using C̃i, equation (3.32) reduces to

〈M|D†1D†2D2D1 |M〉Θ(q1⊥ − q2⊥)Θ(q2⊥ − µ)Θ(Q− q1⊥)

= 〈M|S†1C̃†2C̃2S1 |M〉Θ(Q > q1⊥ > µ)Θ(Q > q2⊥ > µ). (3.33)

3.3 Partial collinear factorisation with Coulomb interactions

Though it is not possible to use the identities in (3.7) to factorise collinear physics past a

Coulomb exchange (iπ term), it is possible to perform a partial factorisation. Our approach

is to expand each Sudakov operator as a series in the number of Coulomb exchanges

it resums. Consequently, this enables An to be expanded as a series in the number of

Coulomb exchanges. We can then factorise soft physics from collinear physics either side

of a Coulomb exchange, using our work in the previous section. The partial factorisation

is illustrated in figure 7. We begin by expanding the Sudakov operator:

Va,b = V̂a,b −
αs
π

∑
i1<j1

∫ b

a

dk
(i1j1)
1⊥

k
(i1j1)
1⊥

V̂a,k1⊥(Tgi1 · T
g
j1

) iπ δ̃i1j1V̂k1⊥,b

+
(αs
π

)2 ∑
i2<j2

∫ b

a

dk
(i1j1)
1⊥

k
(i1j1)
1⊥

∑
i1<j1

∫ k
(i1j1)
1⊥

a

dk
(i2j2)
2⊥

k
(i2j2)
2⊥

V̂a,k2⊥(Tgi2 · T
g
j2

) iπ δ̃i2j2

× V̂k2⊥,k1⊥(Tgi1 · T
g
j1

) iπδ̃i1j1V̂k1⊥,b − . . . ,

(3.34)

where V̂a,b is equal to Va,b with δ̃ij = 0. Consider using this expanded Sudakov in a parton

cascade. The theta functions describing the integral limits on each iπ term can be used to

constrain the limits on the transverse momenta of subsequent emissions (after the iπ). For

instance

D3Vq3⊥,q2⊥D2Vq2⊥,q1⊥D1

= . . . + D3

∫ q2⊥

q3⊥

dk2⊥
k2⊥

V̂q3⊥,k2⊥

∑
i2<j2

(Tgi2 · T
g
j2

) iπ V̂k2⊥,q2⊥

×D2

∫ q1⊥

q2⊥

dk1⊥
k1⊥

V̂q2⊥,k1⊥

∑
i1<j1

(Tgi1 · T
g
j1

) iπ V̂k1⊥,q1⊥D1 + . . . ,

≡ . . . + D3

∫ Q

µ

dk2⊥
k2⊥

V̂q3⊥,k2⊥

∑
i2<j2

(Tgi2 · T
g
j2

) iπ V̂k2⊥,q2⊥

×D2

∫ Q

µ

dk1⊥
k1⊥

V̂q2⊥,k1⊥

∑
i1<j1

(Tgi1 · T
g
j1

) iπ V̂k1⊥,q1⊥D1

×Θ(k2⊥ > q3⊥)Θ(k1⊥ > q2⊥ > k1⊥)Θ(q1⊥ > k1⊥) + . . . . . (3.35)

Therefore, we can treat each Coulomb scale as hard relative to the emissions that follow

it and soft relative to the emission before it. Thus we can perform a factorised evolution
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Soft

evolution

fromQ to k1⊥

UQ †
q1⊥,Q

U1coll †
µ,q1⊥

UQ †
q3⊥,q1⊥

U1soft †
q2⊥,p1⊥

q1⊥

UQ †
k1⊥,q3⊥

U2coll †
k1⊥,q2⊥

U1soft †
k1⊥,q2⊥

q3⊥

k1⊥

Q

p1⊥ q2⊥

U3coll †
k1⊥,q3⊥

k1⊥

Soft

evolution

from k1⊥

to k2⊥

q4⊥

p2⊥

p3⊥
k2⊥

Figure 7. A diagram illustrating factorised parton evolution including Coulomb exchanges. Red

dashed lines represent soft gluons and blue dotted lines represent collinear partons. Each line is as-

sociated with a Sudakov factor. Circles represent the scale from which the subsequent evolution pro-

ceeds. Circles from which two lines leave represent the action of the operator C̃. Circles from which

one line leaves contain the scale information from the preceeding soft evolution. Coulomb exchanges

are indicated by vertical zig-zag lines. Momenta are ordered from ‘left to right’, as in figure 5, in-

cluding Coulomb exchanges. (The top half of the diagram lies to the ‘left’ of the bottom half.)

on a hard process up to the scale of the first iπ term (k1⊥). We can take the output from

this evolution,∑
n

An(k1⊥) = −αs
π

∑
i2<j2

dk
(i1j1)
1⊥

k
(i1j1)
1⊥

iπδ̃i1j1
∑
n

n∑
m=0

× Tr

Asoft
n−m(k1⊥)

∑
i1<j1

Col†m(k1⊥) ◦ (Tgi1 · T
g
j1

)Colm(k1⊥)

 ,

(3.36)

and use it as a new hard process H(k1⊥) from which a second factorised evolution can be

initiated. This process can be iterated for each iπ term in the expansion, as illustrated in

figure 7. To complete the computation of Σ, each ki⊥ must be integrated over the range

[µ,Q]. Interestingly, note that any term in the evolution terminating on a iπ term to the

left of the hard process will cancel against an equivalent term terminating with an iπ term

to the right. Hence collinear emissions can always be factorized below the scale of the last

Coulomb exchange. This is consistent with the collinear factorisation shown by Collins,

Soper and Sterman [30, 31].
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3.4 Observations on factorisation

Before we leave our discussion on factorisation a few comments are in order. Firstly, we

have not been able to achieve factorisation of collinear emissions past Coulomb exchanges.

This is to be expected and there is already extensive literature exploring this subject [14, 16,

17, 31, 45–49]. That said, it should be possible to factorise more completely than we have

done, by re-expressing the evolution so that all Coulomb terms are only attached to the

initial state partons [17], i.e. so we would have complete factorisation on all final state legs.

Secondly, in order to factorise the collinear physics on all legs we had to keep track

of intermediate soft scales, from which to initialise the collinear evolution. The number of

scales required is equal to the number of soft emissions that occurred prior to factorisation.

This means the fully factorised algorithm is no-longer Markovian. We anticipate that

our attempts to factorise the collinear physics should bring us in to contact with exact

resummations and soft-collinear effective theory (SCET).

It also should be noted that by factorising collinear emissions from the soft evolution,

the soft evolution can be explicitly seen to be independent of spin. This is less evident

in the interleaved variants of the algorithm. Soft gluons, and subsequent collinear par-

tons, trapped between Coulomb exchanges might conceivably contribute non-trivial spin

correlations. This is because, despite equal probabilities for the probability of emission of

positive and negative helicity gluons, a collinear emission originating from a soft gluon may

depend on its helicity (specifically g → qq splitting). This has also been explored in the

literature, where it has been noted that soft gluons in the presence of Coulomb/Glauber

exchanges can generate spin asymmetries [48]. Further discussions on the spin evolution

of the algorithm after factorisation can be found in appendix B.

It is also interesting to consider the consequences of factorisation in the case of vari-

ant B with a universal recoil. A universal recoil allows B to be partitioned in terms of

colour-diagonal evolution generated by Ci and colour off-diagonal evolution generated by

Si. Hence, provided the recoil prescription does not change the commutators in (3.7), the

proofs of collinear factorisation we have presented become proofs of the complete factorisa-

tion of colour-diagonal physics from colour off-diagonal. This is for observables insensitive

to the presence of Coulomb exchanges. Since we know that Coulomb exchanges can be

factorised onto the initial state [17], this means that there is a complete factorisation of

colour-diagonal from colour off-diagonal physics in lepton-lepton, deep-inelastic and Drell-

Yan scattering.

Finally, we should remark that it is possible to write down infra-red finite versions of

each of the factorised versions of our algorithm, using the procedure in section 2.5.

4 Phenomenology and resummations

In this section we will first demonstrate how DGLAP evolution emerges. After that, we

illustrate the use of the algorithm by calculating thrust, the hemisphere jet mass and

gaps-between-jets in e+e−.
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4.1 DGLAP evolution

We will now show how our algorithm can be used to generate DGLAP evolution, which

resums the collinear physics into the running of parton distribution functions. We focus on

unpolarised incoming hadrons that collide and produce some high-pT system of interest.

We will neglect threshold effects as sub-leading, which is shown carefully in [50–52]. The

methods employed in this section can readily be extended to other processes, including

those dependent on fragmentation functions.

DGLAP evolution [34, 36] states that

µ
∂fi(x, µ)

∂µ
=
αs
π

∑
j

∫ 1

x

dz

z
Pij(z) fj(x/z, µ), (4.1)

where fi(x, µ) is the parton distribution function for partons of type i. Pij(z) are the

regularised splitting functions defined at the end of appendix A. Iterative solutions can be

found by expanding the parton distributions:

fi(x,Q) = f
(0)
i (x) +

∞∑
n=1

(αs
π

)n
f

(n)
i (x,Q), (4.2)

where f
(n)
i (x, µ) = 0 for all n ≥ 1. This gives

f
(n+1)
i (x, qm−1⊥) =

∫ qm−1⊥

µ

dqm⊥
qm⊥

∑
j

∫ 1

x

dzm
zm

Pij(zm)f
(n)
j (x/zm, qm⊥), (4.3)

which has a separable solution of the form f
(n)
i (x,Q) = f

(n)
i (x) 1

n! lnn(Q/µ), where f
(n)
i (x)

satisfies

f
(n+1)
i (x) =

∑
j

∫ 1

x

dzm
zm

Pij(zm)f
(n)
j (x/zm). (4.4)

We can write this in terms of the unregularised splitting functions (e.g. see [36])

f
(n+1)
i (x) =

∑
j

∫ 1

0

dzm
zm

(
Pij(zm)f

(n)
j (x/zm)− z2

mPji(zm)f
(n)
i (x)

)
, (4.5)

where f
(n)
j (x) = 0 for x > 1 and we have removed factors of nf from Pqg.

For hadron-hadron collisions, we label the two incoming partons as a and b and their

momentum fractions in the hard process as xa and xb. We can take the factorised expression

corresponding to variant B of our algorithm (3.1) and attach parton distribution functions:

Σ =

∫ ∑
n

(
n∏
i=1

dΠi

)
n∑

m=0

n−m∑
p=0

∫
dxadxb Tr

(
Col†m(µ) ◦Colm(µ)

×Bp
n−m−p(µ)

)
?
{
f (0)
a (xam)f

(0)
b (xbm)

}
.

(4.6)
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xam and xbm are the momentum fractions of partons a and b respectively after m collinear

emissions generated by Col†m(µ) ◦ Colm(µ); they can be related back to xa and xb by

momentum conservation along the collinear cascade. The ? operator acts to attach parton

distributions of the correct flavour/species to partons a and b. There is a technicality

relating to parton flavour. That is because DGLAP evolution cares about quark flavour

whilst we have defined the splitting operators to sum over quark flavours (in the case

g → qq̄). We could have avoided this technicality by defining the splitting operators per

flavour (i.e. set nf = 1 throughout appendix A). Then we would have to sum over quark

flavours throughout the rest of the paper. Instead, we choose to handle quark flavour by

keeping track of flavour along the evolution chain, and whenever a g → qq̄ splitting occurs

we label the subsequent parton flavour generically, i.e. for two-flavours the relevant set of

parton flavours would be {u, ū, d, d̄, q, g}. Note that since we evolve away from the hard

scattering, a g → qq̄ branching from an incoming g actually corresponds to a q → qg (or

q̄ → q̄g) splitting in the usual DGLAP sense. This can be seen in (A.1), where the terms

involving δinitial
j and sj = ±1 involve the Pgq splitting function (the Pqg splitting function

appears in the corresponding δinitial terms). With this in mind we have that

dσ ?
{
fA fB

}
=
∑
α,β

dσα,β f
A
α f

B
β , (4.7)

where α and β label parton type. For nf = 2, we would have α, β ∈ {u, ū, d, d̄, q, g}, and

2nffq is the singlet distribution function, i.e. fq = (u + ū + d + d̄)/(2nf ) for nf = 2. For

completeness, we here also attach labels A and B to indicate the type of hadron (we will

drop that label elsewhere in this section).

After expanding Col†m(µ) ◦ Colm(µ) in powers of αs, then spin averaging at every

vertex, substituting for (4.4) and evaluating the transverse momentum integrals, we find

Σ =

∫ ∑
n

n∑
m=0

n−m∑
p=0

(
n−m∏
i=1

dΠi

)

×
∫

dxadxb Tr
(
Bp
n−m−p(µ)

)
?
{
fa(xa, Q)fb(xb, Q) +O(αm+1

s )
}
.

(4.8)

Figure 8 illustrates how terms in our algorithm should be grouped in order to generate the

iterative relation in (4.5) and so arrive at (4.8). Hence we see that variant B iteratively

generates DGLAP evolution up to the hard scale. The derivation of fragmentation function

evolution of final-state partons proceeds similarly.

For processes where Coulomb exchanges are relevant, DGLAP evolution is generated

up to the scale of the last Coulomb exchange. Also note that, in the infra-red finite

reformulations of A and B, DGLAP can be found in the Bn for n ≥ 1.

4.2 Some familiar resummations

In this subsection we show how to resum a number of observables in e+e− → hadrons. The

idea is to use well-known results to illustrate the use of the algorithm. The simplicity of

the hard process means we can use H(Q) = N−1
c σH1 for the hard-scattering matrix. We

perform all calculations using the LL recoil from section 2.4.1.
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{f (0)a f
(0)
b }⋆

= {f (1)a (xa)f
(1)
b (xb)}⋆

a

b

a

b

+2 + 2 + 4

a a

b b

a

b

xb

xa

a

b

xa

xb

= {f (0)a (xa/z)f
(1)
b (xb)}⋆ +2 {f (0)a (xa)f

(1)
b (xb)}⋆

a

b

xa/z xa

1− z

xb

Figure 8. How DGLAP and fragmentation evolution can be constructed from the αs expansion

of our algorithm. The vertical dashed lines here correspond to a cut on all external legs (incoming

and outgoing) and the grey blobs represent the hard process, i.e. the amplitude evolves from the

right grey blob to the vertical dashed line and the conjugate amplitude evolves from the left grey

blob to the vertical dashed line. Solid lines indicate hard partons and blue lines collinear partons.

4.2.1 Thrust

The resummed thrust distribution was initially computed at LL accuracy in [53], then at

NLL in [54]. The current state-of-the-art computation is at N3LL [55]. Thrust is defined as

T = max
n

∑
∀p |p · n|∑
∀p |p|

, (4.9)

where the thrust axis n points along the initial hard parton axis at leading-order

in the soft and collinear limits; see section 3.1 in [54]. We will only need to define

thrust for 3 partons; of which 2 are hard (p1 and p2) and one is soft (k). We can

work in the dipole zero-momentum frame using pq = Eq(1, 0, 0, 1), pq̄ = Eq̄(1, 0, 0,−1),

k = (k⊥ cosh y,~k⊥, k⊥ sinh y), and we can fix 2Eq = 2Eq̄ = Q. Thrust is evaluated as

T = 1− k⊥ cosh |y| − k⊥ sinh |y|
Q

+O
(
k2
⊥
Q2

)
. (4.10)

When calculated in the hard-collinear limit, we can let T = 1 +O(k2
⊥) as all partons lie on

the thrust axis up to sub-leading contributions. The thrust distribution RT is defined as

RT =

∫
dT ′

1

Tr(H(Q))

dΣ

dT ′
. (4.11)

As thrust is global, the calculation is most readily performed using the manifestly infra-red

finite version of variant A (see section 2.5). Using this, all terms with one or more
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emissions cancel exactly. The measurement function u(k, {∅}) is

u(k, {∅}) = Θ

(
1− k

(qq̄)
⊥ cosh |y| − k(qq̄)

⊥ sinh |y|
Q

− T
)
. (4.12)

This is unity for a hard-collinear emission, since |y| → ∞ at LL accuracy. This kills the

hard-collinear terms, since they contain a factor (1 − u(k, {∅})) = 0, which is as expected

since they contribute no double logarithms. Thus we can immediately write

Σ(T ) = Tr(V0,QV
†
0,Q)σH

= Tr

(
exp

[
2αs
π

Tgq ·Tgq̄
∫ Q

0

dk
(qq̄)
⊥

k
(qq̄)
⊥

∫
dS2

4π
θij(k)

×Θ

(
T−1+

k
(qq̄)
⊥ cosh |y|−k(qq̄)

⊥ sinh |y|
Q

)
k2
⊥

pq ·pq̄
(pq ·k)(pq̄ ·k)

])
N−1
c σH.

(4.13)

After integrating

Σ(T ) = Tr

(
exp

[
2αs
π

Tgq · Tgq̄
∫ Q

0

dk
(qq̄)
⊥

k
(qq̄)
⊥

2

∫ ∞
0

dy θij(k)Θ
(
k⊥
Q e
−y − (1− T )

)])
N−1
c σH,

= Tr

(
exp

[
αs
π
Tgq · Tgq̄ ln2

(
1

1− T

)])
N−1
c σH. (4.14)

Here we used the fact that θij(k) restricts the integration so that k0 < Q. The colour

trace can be evaluated to give

Σ(T )

N−1
c σH

= Tr(1) +
αs
π

ln2

(
1

1− T

)
Tr
(
Tgq · Tgq̄

)
+

1

2!

[
αs
π

ln2

(
1

1− T

)]2

Tr
(
Tgq · Tgq̄Tgq · Tgq̄

)
+ . . .

= Tr(1)− αs
π

ln2

(
1

1− T

)
Tr
(
Tgq · Tgq

)
+

1

2!

[
αs
π

ln2

(
1

1− T

)]2

Tr
(
Tgq · TgqTgq · Tgq

)
+ . . .

= Tr(1)− αs
π
CF ln2

(
1

1− T

)
Tr(1) +

[
αs
π
C2

F ln2

(
1

1− T

)]2

Tr(1) + . . .

= Nc exp

[
−αs
π
CF ln2

(
1

1− T

)]
.

(4.15)

And so we obtain the familiar result:

RT =

∫
dT ′

1

Tr(H(Q))

dΣ

dT ′

= −αs
π
CF

∫
dT ′

ln (1− T ′)
1− T ′ exp

[
−αs
π
CF ln2

(
1

1− T ′
)]

.

(4.16)
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4.2.2 Hemisphere jet mass

The hemisphere jet mass is subject to non-global logarithms, which greatly increase the

challenge of resummation. It was first resummed at LL and LC in [12]. The current state-

of-the-art is split between fixed-order computation (α5
s with leading colour [56] and α4

s

with full colour [57]) and resummation using numerical techniques to introduce full colour

dependence with sub-leading logarithms [58]. The measurement function corresponding to

the hemisphere jet mass in e+e− → hadrons is

u±({qi}) =
∏

q∈{qi}

(
Θ(q ∈ S∓2 ) + Θ(q ∈ S±2 )Θ(ρ−m±)

)
, (4.17)

where S+
2 and S−2 are the hemispheres centred on the two primary jets. m± is the total

invariant mass in the S±2 hemisphere. The measurement function can be simplified by

considering m±

m2
± =

∑
qi,qj∈S±2

2qi · qj =
∑

qi,qj∈S±2

2EiEj

(
1−

√
1− q2

i⊥
E2
i

)
. (4.18)

At the order we will perform the calculation we only need to consider one emission, hence

u±(q1) = Θ(q1 ∈ S∓2 ) + Θ(q1 ∈ S±2 )Θ

(
ρ2 − 2E1E± + 2E1E±

√
1− q2

1⊥/E
2
1

)
,

=

{
Θ(q1 ∈ S∓2 ) + Θ(q1 ∈ S±2 )Θ

(
ρ2 −Q(q1⊥ cosh y − q1⊥ sinh y)

)
forE1 � E±,

Θ(q1 ∈ S∓2 ) + Θ(q1 ∈ S±2 )Θ
(
ρ2 − E±

E1
q2

1⊥)
)

for q1⊥ � E1,

(4.19)

where E± is the energy of the quark/anti-quark defining the S±2 hemisphere and Q = 2E±.

Note the similarity between this and the measurement function for thrust, which is expected

since it is well known that, at lowest-order, thrust can be expressed as the sum over the

two hemisphere jet masses defined by the thrust axis.

Again, we can use the manifestly infra-red finite version of A to find Σ(ρ):

Σ(ρ) = Tr(V0,QV
†
0,Q)N−1

c σH+

∫
dΠ1Tr

[
V0,q1⊥D1Vq1⊥,QV

†
q1⊥,Q

D†1V
†
0,q1⊥

u(q1)

V0,q1⊥

{
Vq1⊥,QV

†
q1⊥,Q

,
1

2
D2

1

}
V
†
0,q1⊥

u(q1,{∅})
]

Θ(Q−q1⊥)N−1
c σH+. . .

(4.20)

From the calculation in the previous section, we can immediately write

Tr(V0,QV
†
0,Q) = Nc exp

[
−2αs

π
CF ln2

(
Q

ρ

)]
. (4.21)

This gives the global contribution. The non-global contributions are found by evaluating

the remaining terms (corresponding to summing over real emissions in (2.61)). This cal-

culation can be found in [25], where the non-global terms are evaluated using the FKS

– 38 –



J
H
E
P
0
8
(
2
0
1
9
)
1
4
5

algorithm, which is entirely sufficient in this case. Hence we find

Σ(ρ) = σH exp

[
−2αs

π
CF ln2 (Q/ρ)

](
1− CACFζ(2)

(αs
π

)2 ln(Q/ρ)2

2

−C2
ACFζ(3)

(αs
π

)3 ln(Q/ρ)3

3!
+ . . .

)
.

(4.22)

4.2.3 Gaps-between-jets

The LL measurement function in the case of gaps-between-jets is

un(q1, . . . , qn) =
n∏

m=1

(Θout(qm) + Θin(qm)Θ(Q0 − qm,⊥)), (4.23)

where the ‘in’ region corresponds to two cones centred on the two leading jets and the ‘out’

region is the region between these cones. The observable vetoes emissions in the out region

that have transverse momentum greater than Q0. At order α5
s this observable is sensitive

to super-leading logarithms [13, 14]. These will be correctly calculated using variants A, B

and their manifestly infra-red finite versions, but not their factorised form unless Coulomb

exchanges are interleaved as in section 3.3). Using the manifestly infra-red finite version

of variant A we correctly find that

Σ(µ) = σH exp

[
−2αsCF

π
Y ln(Q/Q0)

] (
1 +O(α2

s)
)
, (4.24)

where Y is the rapidity range of the out region and the
(
1 +O(α2

s)
)

factor is the stack

of non-global logarithms, which can be computed by considering real gluon emission into

the out region, as encoded in (2.61). These were calculated up to O(α5
s) in [13, 14, 59].

We note a kinematic maximum on the rapidity of an emitted gluon, i.e. 2|y| < Ymax =

ln
(

Q
2Q0

+
√

Q
2Q0
− 1
)

. This means that as Y → Ymax all soft radiation goes into the in

region. At leading-order in the soft approximation Ymax = ln(Q/Q0), i.e. for Y ≥ Ymax the

observable becomes doubly logarithmic.

5 Conclusions

Our primary goal in writing this paper is to provide the theoretical basis for the future

development of a computer code that is able systematically to resum enhanced logarithms

due to soft and/or collinear partons including quantum mechanical interference effects. The

algorithm we present, and its variants, are (mostly) Markovian and their recursive nature

makes them well suited for the task. First steps towards this goal are under development,

using the CVolver code to perform the colour evolution [60–62].

The algorithms in this paper correctly account for the leading soft and/or collinear

logarithms, though we have been careful to try and present them in such a way as to make

the extension beyond LL possible. For example, we have taken account of the momentum

re-mappings that are necessary in order to account for energy-momentum conservation and

we have included g → qq̄ transitions which are strictly single logarithmic.
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A Splitting functions

The splitting operator Pij (see figure 2), which is explicitly used in variant B of our

algorithm, is built from the spin dependent DGLAP splitting functions [38, 64]. It is an

operator in colour and helicity spaces and is defined using the spinor-helicity formalism [39].

We use the convention v(p, λ) = CūT(p, λ) where C = iγ2γ0, which defines our crossing

symmetry to have no global minus sign. Using rotational symmetry and parity invariance

one generally can writeM({λi}) =M∗({−λi}) whereM is a matrix element and {λi} the

set of helicity states on which M depends. Together these define the correct treatment for

antiparticles, which should evolve as if they are particles with the opposite helicity. Thus

Pij is

Pij = δsj , 12
δfinal
j

(√
Pqq

2CF(1+z2
i )

1

〈qip̃j〉
(Tgj⊗S+1i)+

√
z2
i Pqq

2CF(1+z2
i )

1

[p̃jqi]
(Tgj⊗S−1i)

+

√
Pgq

2CF(2−2zi+z2
i )

1

〈p̃jqi〉
Wij(Tgj⊗S+1i) +

√
(1−zi)2Pgq

2CF(2−2zi+z2
i )

1

[qip̃j ]
Wij(Tgj⊗S−1i)

)

+δsj ,− 1
2
δfinal
j

(√
Pqq

2CF(1+z2
i )

1

[p̃jqi]
(Tgj⊗S−1i)+

√
z2
i Pqq

2CF(1+z2
i )

1

〈qip̃j〉
(Tgj⊗S+1i)

+

√
Pgq

2CF(2−2zi+z2
i )

1

[qip̃j ]
Wij(Tgj⊗S−1i) +

√
(1−zi)2Pgq

2CF(2−2zi+z2
i )

1

〈p̃jqi〉
Wij(Tgj⊗S+1i)

)

+δsj ,1δ
final
j

(√
(1−zi)2Pqg

2TR(1−2zi(1−zi))
1

[p̃jqi]
(Wij−1)(Tqj⊗P1

jP2
jS

+ 1
2 i)

+

√
z2
i Pqg

2TR(1−2zi(1−zi))
1

[p̃jqi]
(Wij−1)(Tqj⊗P2

jS
− 1

2 i)

+

√
Pgg

2CA(1−zi+z2
i )2

1

〈qip̃j〉
(Tgj⊗S+1i)
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+

√
z4
i Pgg

2CA(1−zi+z2
i )2

1

[qip̃j ]
(Tgj⊗S−1i) +

√
Pgg(1−zi)4

2CA(1−zi+z2
i )2

1

[p̃jqi]
(Tgj⊗P1

jS+1i)

)

+δsj ,−1δ
final
j

(√
(1−zi)2Pqg

2TR(1−2zi(1−zi))
1

〈qip̃j〉
(Wij−1)(Tqj⊗P1

jP2
jS
− 1

2 i)

+

√
z2
i Pqg

2TR(1−2zi(1−zi))
1

〈qip̃j〉
(Wij−1)(Tqj⊗P2

jS
+ 1

2 i)

+

√
Pgg

2CA(1−zi+z2
i )2

1

[p̃jqi]
(Tgj⊗S−1i)

+

√
z4
i Pgg

2CA(1−zi+z2
i )2

1

〈p̃jqi〉
(Tgj⊗S+1i) +

√
Pgg(1−zi)4

2CA(1−zi+z2
i )2

1

〈qip̃j〉
(Tgj⊗P1

jS−1i)

)

+δsj , 12
δinitial
j

√
1

zi

(√
Pqq

CF(1+z2
i )

1

〈qipj〉
(Tgj⊗S+1i)+

√
z2
i Pqq

CF(1+z2
i )

1

[pjqi]
(Tgj⊗S−1i)

+

√
(1−zi)2Pqg

nfCF (1−2zi(1−zi))
1

[pjqi]
Wij(Tgj⊗S+1i)

+

√
z2
i Pqg

nfCF (1−2zi(1−zi))
1

〈qipj〉
Wij(Tgj⊗S−1i)

)

+δsj ,− 1
2
δinitial
j

√
1

zi

(√
Pqq

CF(1+z2
i )

1

[pjqi]
(Tgj⊗S−1i)+

√
z2
i Pqq

CF(1+z2
i )

1

〈qipj〉
(Tgj⊗S+1i)

+

√
(1−zi)2Pqg

nfCF (1−2zi(1−zi))
1

〈qipj〉
Wij(Tgj⊗S−1i)

+

√
z2
i Pqg

nfCF (1−2zi(1−zi))
1

[pjqi]
Wij(Tgj⊗S+1i)

)

+δsj ,1δ
initial
j

√
1

zi

(√
2nfPgq

TR(2−2zi+z2
i )

1

〈pjqi〉
(Tqj⊗P2

jS
+ 1

2 i)

+

√
2nf (1−zi)2Pgq
TR(2−2zi+z2

i )

1

[qipj ]
(Tqj⊗P1

jP2
jS
− 1

2 i)+

√
Pgg

CA(1−zi+z2
i )2

1

〈qipj〉
(Tgj⊗S+1i)

+

√
z4
i Pgg

CA(1−zi+z2
i )2

1

[qipj ]
(Tgj⊗S−1i) +

√
Pgg(1−zi)4

CA(1−zi+z2
i )2

1

〈qipj〉
(Tgj⊗P1

jS−1i)

)

+δsj ,−1δ
initial
j

√
1

zi

(√
2nfPgq

TR(2−2zi+z2
i )

1

[qipj ]
(Tqj⊗P2

jS
− 1

2 i)

+

√
2nf (1−zi)2Pgq
TR(2−2zi+z2

i )

1

〈pjqi〉
(Tqj⊗P1

jP2
jS

+ 1
2 i)+

√
Pgg

CA(1−zi+z2
i )2

1

[pjqi]
(Tgj⊗S−1i)

+

√
z4
i Pgg

CA(1−zi+z2
i )2

1

〈pjqi〉
(Tgj⊗S+1i) +

√
Pgg(1−zi)4

CA(1−zi+z2
i )2

1

[pjqi]
(Tgj⊗P1

jS+1i)

)
. (A.1)
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Here sj is the spin/helicity of parton j and zi is the momentum fraction between parton i

and its parent parton, j (as in (2.9)). Tgj are the basis-independent colour-charge operators

for the emission of a gluon [25, 65]. Tqj is the colour charge operator for the emission of a

qq̄ pair from a gluon. In the colour flow basis it is

Tqj =
√
TR1−

√
TR

N
τj , (A.2)

where τj exchanges the anti-colour lines associated with the colour line of parton j. For

example, let parton j have colour line c2 and anti-colour c̄5, τj would exchange anti-colour

lines c̄2 and c̄5. A full definition of τj , and other colour flow operators, can be found in [25],

where τj is written sα,β . Note Tqj · T
q
j = TR1.10 We have defined Ss as the operator that

adds a parton with helicity s. Just as Tgi · T
g
i = Ci1, it can be shown that Ss · Ss = 1. We

have also defined a ‘swap’ operator, Wij , which swaps the colour and helicity of particles i

and j. Finally, we defined P1
i as the operator that flips the helicity of parton i and P2

i that

halves the helicity of i. There is some freedom in how we introduce operators to keep track

of the evolving helicity state (for example one could have instead made use of (Ss)†, which

deletes a parton of helicity s). Examples to illustrate the use of these helicity operators

can be found in appendix B. The (unregularised) collinear splitting functions are

Pqq = CF
1 + z2

1− z ,

Pgq = CF
1 + (1− z)2

z
,

Pqg = nfTR(1− 2z(1− z)),

Pgg = 2CA

(
z(1− z) +

z

1− z +
1− z
z

)
.

(A.3)

It should be understood that Pij always acts as

PijOP†ij =
∑
υ, si, s′i

S
(υj→υ)

si,s′i
Tῡj ⊗ S(υj→υ)

si OTῡ †j ⊗ S(υj→υ) †
s′i

, (A.4)

where S(υj→υ)
si is a generalised spin operator and S

(υj→υ)

si,s′i
is a c-number coefficient corre-

sponding to a υj → υ splitting. For example, when j is a quark

PijOP†ij =S
(q→q)
1,1 Tgj⊗S1iOTg †j ⊗S1i †+S

(q→q)
1,−1 Tgj⊗S1iOTg †j ⊗S−1i †

+S
(q→q)
−1,1 Tgj⊗S−1iOTg †j ⊗S1i †+S

(q→q)
−1,−1T

g
j⊗S−1iOTg †j ⊗S−1i †

+S
(q→g)
1,1 Tgj⊗WijS1iOTg †j ⊗S1i †Wij+S

(q→g)
1,−1 Tgj⊗WijS1iOTg †j ⊗S−1i †Wij

+S
(q→g)
−1,1 Tgj⊗WijS−1iOTg †j ⊗S1i †Wij+S

(q→g)
−1,−1T

g
j⊗WijS−1iOTg †j ⊗S−1i †Wij ,

(A.5)

where∑
υ, si

S(q→υ)
si,si = Pqq C−1

F

(
δfinal
j

4 qi · p̃j
+

δinitial
j

2 zi qi · pj

)
+ Pgq C−1

F

(
δfinal
j

4 qi · p̃j
+

δinitial
j

2 zi qi · pj

)
. (A.6)

10Strictly speaking this is only valid when acting on a physical matrix element.
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The Sudakov factors in variant B can be written in a variety of ways using

∫ 1−x

x
dz Pgg = 2

∫ 1−x

x
dz zPgg and

∫ 1−x

x
dz (Pqq + Pgq) = 2

∫ 1−x

x
dz zPqq.

Note also that there is a subtle factor of two difference between initial state and final state

splittings in Pij . The factor arises as partons in the initial state must be convoluted with

PDFs which changes the pole structure of splittings and increases the number of diagrams

that must be summed over relative to splittings in the final state. In the final state (without

fragmentation function dependence), soft poles from real emissions can be found at both

z = 1 and z = 0. These poles cancel the poles from loop diagrams. For real emissions in

the initial state, the z = 0 poles are absent due to kinematics whilst the z = 1 poles cancel

the poles from loops. The factor of 2 ensures the correct pattern of cancellations.

Finally, we also note the factors of nf , the number of quark flavours, in Pij . They are

present since we sum democratically over flavours whenever there is a g → qq̄ branching.

Note that since we always evolve away from the hard process this means that we sum over

quark flavours in the case of an initial-state q → gq branching. Care must be taken however,

since if the branching cascade terminates with an initial-state quark (or anti-quark) then

it is necessary to divide by a factor of nf before convoluting with the corresponding parton

distribution function. The same holds in the case where fragmentation functions are needed.

In section 4, we introduced the ? notation to handle this. Of course, one could set nf = 1

in the above splitting operators, after which it would be necessary to sum over flavours as

appropriate.

For variant A, we need the hard-collinear emission operator Pij . This operator is

defined at cross-section level through the relation

PijOP
†
ij = PijOP†ij−δfinal

j Tgj⊗
(

S1i
√

1−zi 〈qip̃j〉
+

S−1i
√

1−zi[p̃jqi]
+

WijS1i

√
zi 〈p̃jqi〉

+
WijS−1i

√
zi[qip̃j ]

)
×OTg †j ⊗

(
S1i

√
1−zi 〈qip̃j〉

+
S−1i

√
1−zi[p̃jqi]

+
WijS1i

√
zi 〈p̃jqi〉

+
WijS−1i

√
zi[qip̃j ]

)†
−2δinitial

j Tgj⊗
(

S1i
√

1−zi 〈qipj〉
+

S−1i
√

1−zi[pjqi]

)
×OTg †j ⊗

(
S1i

√
1−zi 〈qipj〉

+
S−1i

√
1−zi[pjqi]

)†
, (A.7)

where O is a generalised operator. Note that . . .PijOP†ij . . . is not necessarily Casimir in

colour. However, as we observed in section 3, ignoring Coulomb contributions, the collinear

physics can be factorised and becomes colour-diagonal after taking the trace. Therefore,

for processes where Coulomb terms do not contribute (e.g. e+e− and DIS) we could use

the emergent colour-diagonal structure to greatly simplify the Pij and Pij operators. For

example, we could redefine Pij with a simpler amplitude-level statement. To this end, we
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can introduce the hard-collinear splitting functions;

Pqq = Pqq − 2CF
1

1− z = −CF(1 + z),

P initial
gg = Pgg − 2CA

1

1− z = 2CA

(
1

z
+ z(1− z)− 2

)
Pfinal
gg = Pgg − 2CA

1

1− z − 2CA
1

z
= 2CA (z(1− z)− 2)

Pfinal
gq = Pgq − 2CF

1

z
= CF

(
1 + (1− z)2

z
− 2

z

)
, P initial

gq = Pgq,

Pqg = Pqg.

(A.8)

The newly simplified Pij is equal to the operator found by substituting P 7→P inside Pij , i.e.

δfinal
j Pgq 7→ δfinal

j Pfinal
gq and δinitial

j Pgq 7→ δinitial
j P initial

gq .

This new Pij operator is constructed so that when used in the l.h.s. of (A.7) the expression

becomes exact after a trace is taken. Additionally, it correctly computes spin correlations

after collinear factorisation. Simplifying the collinear emission operators would be very

pertinent to an efficient computational implementation of our algorithm.

P ◦υiυj and P ◦υiυj are splitting functions used exclusively in our Sudakov factors and

they are defined with all colour factors removed:

P ◦qq = P ◦qq −
1

1− z = −1

2
(1 + z),

P ◦gq = P ◦gq −
1

z
=

1 + (1− z)2

2z
− 1

z
,

P ◦qg = P ◦qg = nf (1− 2z(1− z)),

P ◦gg = P ◦gg −
1

1− z −
1

z
= (z(1− z)− 2) .

(A.9)

In section 3.1.2 and section 4 we make use of the plus prescription (see (3.22)). Ap-

plying the plus prescription means∫ 1

0
dx f(x)+ g(x) =

∫ 1

0
dx [f(x)g(x)− f(x)g(1)]. (A.10)

The plus prescription is, in our case, is defined by∫
dxP(x)+OP†(x)+u(x) =

∫
dx

[
P(x)OP†(x)u(x)

−P†V(x)PV(x)O u(1)

2
−OP†V(x)PV(x)

u(1)

2

]
, (A.11)

where the structure of the subtraction terms is determined by the corresponding structure

of the virtual corrections and this simply means that PV is determined using (A.1) but
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with parton j always treated as if it is final state. The two splitting functions affected by

the plus prescription are

Pqq = CF

(
1 + z2

1− z

)
+

≡ CF

[
1 + z2

(1− z)+
+

3

2
δ(1− z)

]
,

Pgg = 2CA

(
z

(1− z)+
+ z(1− z) +

1− z
z

)
+

1

6
(11CA − 4nfTR)δ(1− z).

(A.12)

For the other parton branchings, Pij = Pij where i, j labels parton type.

B Connecting to other work on spin

Our goal in this appendix is to show how our treatment of spin connects with the work of

others, specifically that of Collins [66] and Knowles [67]. We will begin by re-capping the

calculation of the tree-level q → qg collinear splitting using the standard notation. The

matrix element is

Mn+1
s1...siλj

(. . . , pi, pj) = igT af ε
∗a
λj µ

(pj)ūsi(pi)γ
µ

i/pij
p2
ij + iε

M̂n
s1...(. . . , pij), (B.1)

where pij = pi + pj . Mn
s1...sn is the spin-dependent n-particle matrix element, carrying

n spin indices. M̂n is defined so that ūsij (pij)M̂n
s1...(. . . , pij) = Mn

s1...sij (. . . , pij). In the

collinear limit, /pij is on shell and so we can express it as a product of on-shell spinors, i.e.

/pij =
∑

sij
usij (pij)ūsij (pij). We can then further simplify by replacing Dirac spinors with

massless Weyl spinors, defined in the chiral basis as us = (xs α, y
†α̇
s )T. To avoid clutter, we

will temporarily drop colour factors, factors of g and the denominator of the propagator.

We find

Mn+1
s1...siλj

(. . . , pi, pj) ∝ ε∗λj µ(pj)y
α
1
2

(pi)σ
µ

αβ̇
y†β̇1

2

(pij)Mn
s1...

1
2

(. . . , pij)δsi 12

+ ε∗λj µ(pj)x
†
− 1

2
α̇
(pi)σ̄

µ α̇βx− 1
2
β(pij)Mn

s1...− 1
2

(. . . , pij)δsi− 1
2
.

(B.2)

We can now employ the spinor-helicity formalism [39]. Also applying a Sudakov decompo-

sition, as defined in section 2.2, the matrix element becomes

Mn+1
s1...siλj

(. . . , pi, pj) = gTf

√
Pqq

CF(1 + z2)

1

〈pjpi〉
Mn

s1...
1
2

(. . . , pij)δsi, 12
δλj ,1

+ gTf

√
z2Pqq

CF(1 + z2)

1

〈pjpi〉
Mn

s1...− 1
2

(. . . , pij)δsi,− 1
2
δλj ,1

+ gTf

√
z2Pqq

CF(1 + z2)

1

[pipj ]
Mn

s1...
1
2

(. . . , pij)δsi, 12
δλj ,−1

+ gTf

√
Pqq

CF(1 + z2)

1

[pipj ]
Mn

s1...− 1
2

(. . . , pij)δsi,− 1
2
δλj ,−1.

(B.3)
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Therefore, for each fixed value of λj there is an amplitude level decay matrix D(λj)
sisij de-

scribing the transition of a quark with spin sij to two partons with spin si and λs so that

Mn+1
s1...siλj

= D(λj)
sisijMn

s1...sij , which can be determined from the above expression. Equivalent

calculations lead to decay matrices for each possible collinear splitting. When computed

for initial-state collinear splittings, these matrices are amplitude-level spin-density matrices

and we denote them with an S instead of a D.

Current parton showers deal with spin by algorithmically evaluating cross-section level

spin density matrices. Consider a 2 → 2 scattering, where each hard parton is coloured.

Then

dσ ∝ ρ(1)
s1s′1

ρ
(2)
s2s′2
Ms1s2s3s4M∗s′1s′2s′3s′4D

(3)
s3s′3

D
(4)
s4s′4

, (B.4)

where M is the full spin-dependent hard matrix element. Summation over spin indices

is implicit in this expression. ρ
(1)
s1s′1

and ρ
(2)
s2s′2

are cross-section level spin-density matrices.

D
(3)
s3s′3

and D
(4)
s4s′4

are cross-section level decay matrices. D and ρ are calculated from prod-

ucts of amplitude level matrices, D and S respectively. For instance, after n emissions from

parton 1:

ρ
(1)
s1s′1

=
∑
{λ}

[Sλ1Sλ2Sλ3 . . .SλnSλn † . . .Sλ3 †Sλ2 †Sλ1 †]s1s′1 ,

where usual matrix multiplication is implied. The algorithm of Collins and Knowles is able

to determine the spin density and decay matrices such that computational time only grows

linearly with the number of partons [66–68].

Now let us turn to the calculation of splitting functions in our notation. We write

Mn
s1...sn = 〈s1 . . . sn| n〉, which ignores colour since it is not our focus here, i.e. more

correctly we should write Mn
c1...cn,s1...sn = (〈c1 . . . cn| ⊗ 〈s1 . . . sn|) |n〉. We wish to define

an operator Pk→ij that adds a new (collinear) particle (j) to |n〉 that is emitted off leg k,

i.e. |n+ 1col〉 =
∑

k∈{n}Pk→ij |n〉.
As before, we will focus on the q → qg collinear splitting. Note that Mn+1

s1...si,λj
=

〈s1 . . . si, λj |Pk→ij |n〉. Inserting the identity gives

Mn+1
s1...si,λj

= 〈s1 . . . si, λj |Pk→ij
∑
s′1...s

′
k

∣∣s′1 . . . s′k〉 〈s′1 . . . s′k |n〉
=
∑
s′k

〈s1 . . . si, λj |Pk→ij
∣∣s1 . . . s

′
k

〉
Mn

s1...s′k
.

(B.5)

Comparing to (B.3), it follows that Pk→ij is (for q → qg)

〈s1 . . .si,λj |Pk→ij
∣∣s1 . . .s

′
k

〉
= gTf

√
Pqq

CF(1+z2)

1

〈pjpi〉
〈s1 . . .si,1j |S1j

∣∣s1 . . .s
′
k

〉
δsi, 12

δλj ,1

+gTf

√
z2Pqq
CF(1+z2)

1

〈pjpi〉
〈s1 . . .si,1j |S1j

∣∣s1 . . .s
′
k

〉
δsi,− 1

2
δλj ,1

+gTf

√
z2Pqq
CF(1+z2)

1

[pipj ]
〈s1 . . .si,−1j |S−1j

∣∣s1 . . .s
′
k

〉
δsi, 12

δλj ,−1

+gTf

√
Pqq

CF(1+z2)

1

[pipj ]
〈s1 . . .si,−1j |S−1j

∣∣s1 . . .s
′
k

〉
δsi,− 1

2
δλj ,−1.

(B.6)
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Ssj must satisfy 〈s1 . . . si, sj | Ssj |s1 . . . s
′
k〉 = δsi,s′k . More generally, we require

〈s1 . . . si, sj | Ss
′
j
∣∣s′1 . . . s′k〉 = δs1,s′1 . . . δsi,s′kδsj ,s

′
j
.

This is the definition for Ss presented in appendix A.11

We will now construct a decay matrix D
(j)
sjs′j

, for a final-state hard parton j using the

spin operators we have just introduced. Let us first consider the situation where there are

no soft interactions and only include emissions from the initial primary leg, j:

dσ ∝∑
n

∑
{i}

〈n; j|V†1,QP†i1jV
†
2,1 . . .V

†
n,n−1P

†
inj

V†0,nV0,nPinjV2,1 . . .V2,1Pi1jV1,Q |n; j〉 ,

(B.7)

where the partons in the set {i} are transverse momentum ordered. Va,b is a Sudakov

factor:

V†a,b = exp

[
−αs
π

∫ qb⊥

qa⊥

dk⊥
k⊥

∑
υ

Tῡ 2
j

∫
dz dφ

8π
P ◦υυj

]
. (B.8)

We can evaluate (B.7) by inserting identity operators and extracting Sudakov factors, which

are proportional to identity operators, into a single numerical factor. Hence

dσ ∝
∑
n

∑
{i}

∑
sjs′j

#
sjs
′
j

i1...ini′1...i
′
n
〈n; j| sj〉 〈sj |P†i1 . . .P

†
in

Pi′n . . .Pi′1

∣∣s′j〉 〈s′j |n; j〉 , (B.9)

where each P†i is a ‘pure’ colour-helicity operator with no scalar pre-factor. For instance

Pi = Tgj ⊗ S1i in the case of a q+ 1
2 → q+ 1

2 g+1 splitting or Pi = Tqj ⊗ P1
jP2

jS−1i in the

case of a g−1 → q+ 1
2 q−

1
2 splitting. #

sjs
′
j

i1...ini′1...i
′
n

is a c-number coefficient built from helicity

dependent splitting functions and expanded Sudakov factors. We can now make the link

with the previous approach, i.e.

D
(j)
sjs′j

=
∑
n

∑
{i}

#
sjs
′
j

i1...ini′1...i
′
n
〈sj |P†i1 . . .P

†
in

Pi′n . . .Pi′1

∣∣s′j〉 . (B.10)

The expectation value is calculable and equals a product of n Casimir co-coefficients, e.g.

if parton j is a gluon and each operator Pi corresponds to a g → gg splitting then the

expectation value equals CnA (up to a normalisation for the colour evolution).

Following this procedure, spin-density and decay matrices can be derived using the

algorithm presented in this paper. Let’s see this explicitly. Knowles’ algorithm calculates

spin-density and decay matrices using other intermediate matrices ρ′, ρ′′, D′ and D′′ [67].

We will calculate ρ′ using the factorised form of variant B (which we refer to as B-f), with

LL recoil. ρ′ss′ describes the distribution of spin states for a give parton after a single

11Repeating this procedure for the other splitting operators leads us to introduce the operators Wij ,P1
i

and P2
i used in appendix A.
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collinear emission. It is normalised by the trace of itself so that it maintains a probabilistic

interpretation. Knowles begins by defining

ρ′ss′ =

∑
s1,s′1,s2,s

′
2
ρs1s′1Vs1s2sV

∗
s′1s
′
2s
′δs2s′2∑

s,s1,s′1,s2,s
′
2
ρs1s′1Vs1s2sV

∗
s′1s
′
2s
δs2s′2

, (B.11)

where ρ is a spin density matrix for a parton in the hard process that is to be inherited by

a forwardly evolving shower. In the language of this paper ρs1s′1 ∝ 〈s1|H(Q) |s′1〉.12 Vs1s2s
is the spin-dependent collinear splitting function for the transition s1 → ss2 with parton

type indices suppressed. Importantly, parton type indices are not summed over in Vs1s2s.

When using Knowles’ algorithm, it is assumed that the structure of a cascade has already

been fully decided; all except the spin that is.

Consider a term from B-f corresponding to one collinear emission from a final-state

hard parton. Labelling this term P ′, we have

P ′ss′ =

∑
s2s′2

〈
s, s2

∣∣∣Vµ,qn+1⊥Dn+1Vqn+1⊥,Q dσ(n, 0)V
†
qn+1⊥,Q

D
†
n+1V

†
µ,qn+1⊥

∣∣∣ s′, s′2〉 δs2s′2
Tr(Vµ,qn+1⊥Dn+1Vqn+1⊥,Q dσ(n, 0)V

†
qn+1⊥,Q

D
†
n+1V

†
µ,qn+1⊥

)
,

=

∑
s2s′2

〈
s, s2

∣∣∣P2 1H(Q)P†2 1

∣∣∣ s′, s′2〉 δs2s′2
Tr(P2 1H(Q)P†2 1)

. (B.12)

We have used the LL recoil with variant B and so integrals over the recoil functions were

trivial. In the second line, we have labelled the collinear parton as parton 2 and the hard

parton as parton 1. We can insert identity operators and evaluate the trace explicitly to find

P ′ss′ =

∑
s1,s′1,s2,s

′
2
〈s, s2|P2 1 |s1〉 〈s′1|P†2 1 |s′, s′2〉 ρs1s′1δs2s′2∑

s,s1,s′1,s2,s
′
2
〈s, s2|P2 1 |s1〉 〈s′1|P†2 1 |s, s′2〉 ρs1s′1δs2s′2

. (B.13)

Now note that 〈ss2|P2 1 |s1〉 = Vs1s2s, with the possibilities of parton 2 being a gluon or

quark summed over. Hence

P ′ss′ =

∑
2∈{q,g}

∑
s1,s′1,s2,s

′
2
ρs1s′1Vs1s2sV

∗
s′1s
′
2s
′δs2s′2∑

2∈{q,g}
∑

s,s1,s′1,s2,s
′
2
ρs1s′1Vs1s2sV

∗
s′1s
′
2s
δs2s′2

. (B.14)

Thus, we have made the link to Collins and Knowles. If we pick either the quark or gluon

term in the numerator and set it 0, then renormalise P ′ss′ against the trace of itself, we find

P
′(1→23)
ss′ =

∑
s1,s′1,s2,s

′
2
ρs1s′1Vs1s2sV

∗
s′1s
′
2s
′δs2s′2∑

s,s1,s′1,s2,s
′
2
ρs1s′1Vs1s2sV

∗
s′1s
′
2s
δs2s′2

= ρ′ss′ .

When comparing with Collins and Knowles it was necessary for us to pick a species for

parton 2 as their algorithm is defined for pre-determined decay chains. This is why ρ′ss′

is typically used without a label specifying the species of the partons involved, as their

species is always provided by context.

12For simplicity we suppose H(Q) to contain a single propagating particle. If we were to introduce more

particles we would have more indices/states to keep track of. This is because collinear emissions do not

involve interference terms.
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We will finish off by calculating ρ′ss′ for a q → qg splitting. ρs1s′1 is hermitian and so

can be expressed as ρs1s′1 = 1 + ρiσi where σi are the Pauli matrices. Using (B.13) and

normalising correctly gives

P
′ (q→qg)
++ =

2q.p̃i

√
Pqq

1+z2

2

ρ++ + 2q.p̃i

√
z2Pqq
1+z2

2

ρ++(
2q.p̃i

√
Pqq

1+z2

2

+ 2q.p̃i

√
z2Pqq
1+z2

2
)

(ρ++ + ρ−−)

=
1

2
(1 + ρ3),

P
′ (q→qg)
+− =

2q.p̃i

√
Pqq

1+z2

√
z2Pqq
1+z2

ρ++ + 2q.p̃i

√
Pqq

1+z2

√
z2Pqq
1+z2

ρ++(
2q.p̃i

√
Pqq

1+z2

2

+ 2q.p̃i

√
z2Pqq
1+z2

2
)

(ρ++ + ρ−−)

=
z

1 + z2
(ρ1 − iρ2),

(B.15)

where q is the momentum of the gluon and 1 − z is its momentum fraction. We also used

〈qp̃i〉 〈qp̃i〉∗ = [qp̃i][qp̃i]
∗ = 2q · p̃i. It follows that

P ′ (q→qg) =
1

2

(
1 + ρ3

2z
1+z2

(ρ1 − iρ2)
2z

1+z2
(ρ1 + iρ2) 1− ρ3

)
= ρ′ (q→qg). (B.16)

Similarly, matrices for the other collinear splittings can be found. The most algebraically

complex is the g → gg splitting (as usual). In that case

P
′ (g→gg)
++ = 1 +

(
z

1−z + 2(1− z)
)
ρ3

1
2Pgg + z(1− z)(cos(2φ)ρ1 + sin(2φ)ρ2)

= ρ
′ (g→gg)
++ , (B.17)

where φ is the azimuthal angle to the plane of the splitting. The exact angular dependence

depends on the definition of the Weyl spinor products. We have chosen the definition so

as to match with the matrices defined in [67], where a factor ei(s1−s2−s)φ has been pulled

out from the definitions of Vs1s2s.
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