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## 1 Introduction

Increasing the variety and scope of theoretical tools that can be used to analyse strongly coupled Quantum Field Theories (QFTs) reliably remains an important scientific challenge. Hamiltonian Truncation is one such tool. To apply it, the Hamiltonian of the full QFT (which is infinite-dimensional) is approximated by a finite dimensional Hamiltonian which acts only on the lowest energy states of the theory. This finite dimensional Hamiltonian can then be diagonalised numerically, enabling the low-energy spectrum to be estimated.

Hamiltonian Truncation was first applied in the context of QFT in ref. [1], and subsequently it was successfully employed in refs. [2, 3] to non-perturbatively determine
renormalisation group flows between CFTs with $d=1+1$ on the cylinder. Since then, the method has been generalised to QFTs with arbitrary $d$ in [4] and applied to QFTs quantised on the lightcone, beginning with [5]. In recent years, there has been a resurgence of interest in Hamiltonian Truncation within high energy physics. See for example refs. [6-25], as well as the reviews [26, 27]. A particularly important focus for research in this area has been on the development of effective Hamiltonians for improving the accuracy of Hamiltonian Truncation estimates [4, 28-34].

However, the absence of a systematic understanding of how Hamiltonian Truncation should be applied to QFTs with UV divergences (which require renormalisation) has been a significant obstacle, preventing wider usage of the method. When the Hamiltonian is truncated, removing high energy states from the QFT, this acts as a UV regulator. In ref. [20], we showed that the Hamiltonian Truncation UV regulator gives results that are inconsistent with those derived using a local regularisation (such as a short distance cutoff), implying that non-local counterterms are needed to implement renormalisation in Hamiltonian Truncation.

In this work, we present three main results: first in section 2 we derive a novel representation of an effective Hamiltonian that is finite dimensional, but constructed to have the exact same spectrum of lowest energy states as the full QFT. We then compare it with alternative types of effective Hamiltonian from the literature.

Second, we show in section 3 how an effective Hamiltonian can be used to compute the spectrum of QFTs which have UV divergences. This is done by employing a local regularisation and introducing the corresponding local counterterms to remove all UV divergences before building an effective Hamiltonian for the renormalised QFT, which can be diagonalised numerically. We provide explicit formulae for this Effective Hamiltonian in section 4.

Our third result is presented in section 5. Here we perform a check using perturbation theory that the effective Hamiltonian constructed following the procedure outlined in section 3 contains the extra interactions required to cancel the UV divergences found in ref. [20] which were inconsistent with local regularisation.

## 2 Effective Hamiltonians

In this section, we first summarise how effective Hamiltonians can be used to improve the accuracy of Hamiltonian Truncation calculations [4, 28-34]. We then present a novel representation for a particular effective Hamiltonian, which makes its useful properties manifest.

The start point for any Hamiltonian Truncation calculation is reached by first expressing the Hamiltonian in a well chosen basis and dividing it into a solvable part $H_{0}$ and a deformation $V$,

$$
\begin{equation*}
H=H_{0}+V . \tag{2.1}
\end{equation*}
$$

The solvable part has the spectrum $H_{0}|i\rangle=E_{i}|i\rangle$. We are interested in finding the low energy spectrum of the interacting theory,

$$
\begin{equation*}
H|\mathcal{E}\rangle=\mathcal{E}_{l}|\mathcal{E}\rangle, \tag{2.2}
\end{equation*}
$$

where $\mathcal{E}_{l}$ is the interacting energy of a low energy state. We emphasise that the Hilbert space the Hamiltonian above acts upon is infinite dimensional.

Next, we proceed by separating the Hilbert space into a low ( $l$ ) and high ( $h$ ) energy sector $\mathcal{H}=\mathcal{H}_{l} \oplus \mathcal{H}_{h}$. The low energy Hilbert space $\mathcal{H}_{l}$ is finite dimensional and spanned by the states $\sum_{E_{i} \leqslant E_{T}}|i\rangle\langle i|$; while the high energy Hilbert space $\mathcal{H}_{h}$ is infinite dimensional and contains the rest of the states $\sum_{E_{i}>E_{T}}|i\rangle\langle i|$. The constant $E_{T}$ is called the Hamiltonian Truncation cutoff.

The calculation proceeds by replacing the infinite dimensional eigenvalue problem in (2.2) with an equivalent finite dimensional eigenvalue problem

$$
\begin{equation*}
H_{\text {eff }}\left|\mathcal{E}_{l}\right\rangle=\mathcal{E}_{l}\left|\mathcal{E}_{l}\right\rangle, \tag{2.3}
\end{equation*}
$$

where $\left|\mathcal{E}_{l}\right\rangle \in \mathcal{H}_{l}$. The Effective Hamiltonian operator $H_{\text {eff }}$ acts in the low energy Hilbert space only. If the truncation cutoff is much larger than the energy of the interacting states that we are interested in so that $E_{T} \gg \mathcal{E}_{l}$, then

$$
\begin{equation*}
\langle i| H_{\mathrm{eff}}|j\rangle \approx\langle i| H|j\rangle, \tag{2.4}
\end{equation*}
$$

where $|i\rangle,|j\rangle$ are $H_{0}$ eigenstates in the subspace $\mathcal{H}_{l}$. This approximation is often called raw Hamiltonian Truncation. So long as the eigenvalues of $H$ are all finite, in the limit of large Hamiltonian Truncation cutoff, we would recover the spectrum of the interacting theory exactly. Even for QFT Hamiltonians which are unbounded from above, the approximation in (2.4) can also determine the lowest energy eigenvalues, if the QFT has no UV divergences.

However it is often hard to use sufficiently large values for the cutoff $E_{T}$ in practical calculations, because the dimension of the low energy Hilbert space $\mathcal{H}_{l}$ grows exponentially with $E_{T}$. It is thus desirable to find better approximations to $H_{\text {eff }}$ than (2.4), without increasing $E_{T}$.

In perturbation theory, the effective Hamiltonian is expressed as a series

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{0}+V+\sum_{n=2}^{\infty} H_{\mathrm{eff} n}, \tag{2.5}
\end{equation*}
$$

where $H_{\text {eff } n}=O\left(V^{n}\right) .{ }^{1}$ The effective Hamiltonian is not unique, and different effective Hamiltonians are related to one another by similarity transformations. Therefore several methods are possible to determine (2.5). In the next section we will employ the effective Hamiltonian $H_{\text {eff }}$ introduced in ref. [34], which we shall refer to as the CFHL effective Hamiltonian. In appendix A we comment on alternative $H_{\text {eff }}$ constructions. The first few terms of the series (2.5) for the CFHL effective Hamiltonian are given by

$$
\begin{equation*}
\left(H_{\mathrm{eff} 2}\right)_{f i}=\frac{V_{f h} V_{h i}}{E_{f h}}, \tag{2.6}
\end{equation*}
$$

where we have introduced the notation $X_{a b} \equiv\langle a| X|b\rangle$ for any operator $X$, and $E_{a b} \equiv$ $E_{a}-E_{b}$. The states $|f\rangle,|i\rangle$ are $H_{0}$ eigenstates in the subspace $\mathcal{H}_{l}$, and the repeated index

[^0]$h$ indicates summation over all $H_{0}$ eigenstates with energies above the HT cutoff $E_{T}$. The third order expression was found to be
\[

$$
\begin{equation*}
\left(H_{\mathrm{eff} 3}\right)_{f i}=\frac{V_{f h_{1}} V_{h_{1} h_{2}} V_{h_{2} i}}{E_{f h_{1}} E_{f h_{2}}}-\frac{V_{f l} V_{l h} V_{h i}}{E_{f h} E_{l h}} . \tag{2.7}
\end{equation*}
$$

\]

For future reference, we also provide the CFHL $H_{\text {eff }}$ at fourth order in perturbation theory,

$$
\begin{align*}
\left(H_{\mathrm{eff} 4}\right)_{f i}= & \frac{V_{f h_{1}} V_{h_{1} h_{2}} V_{h_{2} h_{3}} V_{h_{3} i}}{E_{f h_{1}} E_{f h_{2}} E_{f h_{3}}}-\frac{V_{f h_{1}} V_{h_{1} l} V_{l h_{2}} V_{h_{2} i}}{E_{f h_{1}} E_{f h_{2}} E_{l h_{2}}} \\
& -\frac{V_{f l} V_{l h_{1}} V_{h_{1} h_{2}} V_{h_{2} i}}{E_{f h_{1}} E_{l h_{2}}}\left[\frac{1}{E_{f h_{2}}}+\frac{1}{E_{l h_{1}}}\right]+\frac{V_{f l_{1}} V_{l_{1} l_{2}} V_{l_{2} h} V_{h i}}{E_{f h} E_{l_{1} h} E_{l_{2} h}} \tag{2.8}
\end{align*}
$$

### 2.1 Alternative representation of the Effective Hamiltonian

We now present an alternative formula for the CFHL effective Hamiltonian [34] in terms of the diagonal Hamiltonian $H_{0}$ and deformation $V$. We then show that the effective Hamiltonian has the same spectrum as the full Hamiltonian for states with energies beneath the HT cutoff.

Our alternative formula depends on the time evolution operator in the interaction picture. For the theory with Hamiltonian given by (2.1), this operator is

$$
\begin{equation*}
U_{\mathrm{IP}}\left(t_{f}, t_{i}\right)=T \exp \left\{-i \int_{t_{i}}^{t_{f}} d t V_{\mathrm{IP}}(t)\right\}, \quad V_{\mathrm{IP}}(t)=e^{i H_{0} t} V e^{-\eta t} e^{-i H_{0} t} \tag{2.9}
\end{equation*}
$$

Here $\eta$ is a parameter that controls the adiabatic switching off of $V$ at large positive times. The symbol $\Sigma$ denotes the large time limit of this operator

$$
\begin{equation*}
\Sigma=\lim _{t_{f} \rightarrow \infty} U_{\mathrm{IP}}\left(t_{f}, 0\right) \tag{2.10}
\end{equation*}
$$

We employ the notation $X_{l}$ to refer to the truncation of an operator $X$ to include only its matrix elements between states in the subspace $\mathcal{H}_{l}$. Finally, our alternative formula for the effective Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{eff}}=\left(\Sigma_{l}\right)^{-1}\left[\Sigma\left(H_{0}+V\right) \Sigma^{\dagger}\right]_{l} \Sigma_{l} \tag{2.11}
\end{equation*}
$$

which is the main result in this section. The equation above fully determines the effective Hamiltonian in terms of $H_{0}$ and $V$.

The product of operators $\Sigma\left(H_{0}+V\right) \Sigma^{\dagger}$ in (2.11) acts particularly simply on eigenstates of $H_{0}$ - see figure 1 for a pictorial representation. The time evolution operator $\Sigma^{\dagger}$ takes these eigenstates at time $t_{f} \rightarrow \infty$ (which are also eigenstates of the full Hamiltonian due to the $e^{-\eta t}$ factor shown in (2.9) that switches off the deformation at large times) and evolves them back to states at zero time. During this evolution, the full Hamiltonian of the theory will change from $H_{0}$ to $H_{0}+V$. This evolution will be adiabatic if the parameter $\eta$ is sufficiently small. ${ }^{2}$ Using the adiabatic theorem, we conclude that $\Sigma^{\dagger}$ evolves eigenstates of the full Hamiltonian at infinite time $H_{0}$ to eigenstates of the full Hamiltonian at zero time $H_{0}+V$.

[^1]

Figure 1. Cartoon describing the action of the product of operators $\Sigma\left(H_{0}+V\right) \Sigma^{\dagger}$ on an eigenstate of $H_{0}$ denoted $|i\rangle$. First, $\Sigma^{\dagger}$ evolves $|i\rangle$ back from future infinity to an eigenstate of $H_{0}+V$ at zero time. Then, by acting on that eigenstate with $H_{0}+V$ we bring down a factor of $\mathcal{E}_{i}$. Finally $\Sigma$ evolves the state forward in time, undoing the action of $\Sigma^{\dagger}$.

If we act with operator $H_{0}+V$ at $t=0$, the energy eigenstate will be multiplied by $\mathcal{E}_{i}$, its corresponding energy eigenvalue. Finally if we act with $\Sigma$, we then adiabatically time evolve back to infinite future time to yield a state proportional to the $H_{0}$ eigenstate we started with. In summary, we expect

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \Sigma\left(H_{0}+V\right) \Sigma^{\dagger} \sim \operatorname{diag}\left(\mathcal{E}_{0}, \mathcal{E}_{1}, \ldots\right) \tag{2.12}
\end{equation*}
$$

when the operator on the left hand side is expressed in the eigenbasis of $H_{0}$. Unfortunately, this expectation is not always met because $\Sigma$ can become singular in the $\eta \rightarrow 0$ limit. Nonetheless we conclude that $\Sigma$ plays a special role: when it is free of divergences, it diagonalises the Hamiltonian $H_{0}+V$. Once the full Hamiltonian is diagonalised as in (2.12), its matrix elements between states outside the subspace $\mathcal{H}_{l}$ can be thrown away without losing information about the low energy eigenstates and eigenvalues of the full Hamiltonian.

To obtain a heuristic derivation of (2.11), we start from an effective Hamiltonian $H_{\text {eff }}=H_{0}+V_{\text {eff }}$ acting on $\mathcal{H}_{l}$, and out of $H_{\text {eff }}$ we construct an analogous time evolution operator $\Sigma_{\text {eff }}$ :

$$
\begin{equation*}
\Sigma_{\text {eff }}=\lim _{t_{f} \rightarrow \infty} T \exp \left\{-i \int_{0}^{t_{f}} d t V_{\text {eff IP }}(t)\right\}, \quad V_{\text {eff IP }}(t)=e^{i H_{0} t} V_{\text {eff }} e^{-\eta t} e^{-i H_{0} t} \tag{2.13}
\end{equation*}
$$

This Effective Hamiltonian is also diagonalised by its time evolution operator $\Sigma_{\text {eff }}$. Next, following CFHL [34], we demand that the matrix elements of the time evolution operators between the full (2.1) and the effective field theory should be matched

$$
\begin{equation*}
\Sigma_{\mathrm{eff}}=\Sigma_{l} . \tag{2.14}
\end{equation*}
$$

Assuming that the spectra of the full and effective Hamiltonians are also matched by matching time evolution operators, we are led to the following equation for an effective Hamiltonian

$$
\begin{equation*}
\Sigma_{l} H_{\mathrm{eff}}\left(\Sigma_{l}\right)^{-1}=\left[\Sigma\left(H_{0}+V\right) \Sigma^{\dagger}\right]_{l} \tag{2.15}
\end{equation*}
$$

which is equivalent to (2.11). Since $\Sigma_{l}$ is non-unitary as a result of its projection, we note that $H_{\text {eff }}$ is non-hermitian.

We now comment further on the origin of singularities in $\Sigma$ and provide a more rigorous proof that the CFHL Hamiltonian is given by (2.11). Physically, these singularities arise if
eigenstates of $H_{0}+V$ pick up large phases $\exp \{i(\Delta E) / \eta\}$ in the $\eta \rightarrow 0$ limit under time evolution by $\Sigma$. Interaction picture energy eigenstates acquire phases during time evolution when there is a difference between the energy eigenvalues of the free and interacting theories, so that $\Delta E \sim \mathcal{E}_{i}-E_{i}$.

In scattering problems, at infinite volume, the time evolution operator $\Sigma$ is commonly referred to as a Møller operator [35]. In this context, energy eigenstates of the interacting theory are states of many particles which are distantly separated from one another at time $t_{f} \rightarrow \infty$ and have vanishing mutual interactions in this limit. As a result, the energy eigenvalues of the interacting theory match those of a theory of free particles and $\Delta E=0$. The scattering states of the interacting theory may be constructed from free particle states using the Lippmann-Schwinger equation, thus yielding a well defined $\Sigma .{ }^{3}$

In the context of a general quantum theory in finite volume, the $H_{0}+V$ eigenvalues will not match those of $H_{0}$. However, in this case eigenstates of $H_{0}+V$ may still be constructed from time evolution operators without introducing a singular phase using the first Gell-Mann-Low formula [36], which is

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=\lim _{\eta \rightarrow 0} \frac{U_{I P}^{-1}(\infty, 0)|i\rangle}{\langle i| U_{I P}^{-1}(\infty, 0)|i\rangle}, \tag{2.16}
\end{equation*}
$$

where $\left|\psi_{i}\right\rangle$ is an eigenstate of $H_{0}+V$ and $|i\rangle$ is an $H_{0}$ eigenstate. The time evolution operators $U_{I P}$ depend on the switching parameter $\eta$. Both the numerator and denominator are proportional to the phase factor $\exp \{i(\Delta E) / \eta\}$, but the ratio has a well defined limit. Similarly, we have

$$
\begin{equation*}
\left\langle\psi_{i}\right|=\lim _{\eta \rightarrow 0} \frac{\langle i| U_{I P}(\infty, 0)}{\langle i| U_{I P}(\infty, 0)|i\rangle} . \tag{2.17}
\end{equation*}
$$

By replacing $U_{I P}$ with $\Sigma$ in expressions (2.16) and (2.17), the interacting theory Hamiltonian may be diagonalised to yield

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \frac{\langle f| \Sigma\left(H_{0}+V\right) \Sigma^{\dagger}|i\rangle}{\langle f| \Sigma|f\rangle\langle i| \Sigma^{\dagger}|i\rangle}=\delta_{f i} \lim _{\eta \rightarrow 0} \frac{\mathcal{E}_{i}}{\langle i| \Sigma|i\rangle\langle i| \Sigma^{\dagger}|i\rangle}, \tag{2.18}
\end{equation*}
$$

where $\mathcal{E}_{i}$ are the energy eigenvalues of the interacting theory. The individual factors in the denominators all contain phases that diverge in the $\eta \rightarrow 0$ limit, but the ratios on both sides of the equation have a well defined limit.

If we restrict attention to states $|i\rangle,|f\rangle \in \mathcal{H}_{l}$, i.e. in the low energy Hilbert space, we find

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \frac{\langle f|\left[\Sigma\left(H_{0}+V\right) \Sigma^{\dagger}\right]_{l}|i\rangle}{\langle f| \Sigma_{l}|f\rangle\langle i| \Sigma_{l}^{\dagger}|i\rangle}=\delta_{f i} \lim _{\eta \rightarrow 0} \frac{\mathcal{E}_{l, i}}{\langle i| \Sigma_{l}|i\rangle\langle i| \Sigma_{l}^{\dagger}|i\rangle}, \tag{2.19}
\end{equation*}
$$

where $\mathcal{E}_{l, i}$ refer to the energy eigenvalues of states connected to $\mathcal{H}_{l}$ through (2.16). The $\mathcal{E}_{l, i}$ are also given by the Rayleigh-Schrödinger (RS) perturbative series. Therefore, we could

[^2]generate the RS series by expanding (2.19) perturbatively. We comment further on the connection with RS perturbation theory in appendix A.2.

The Hamiltonian of the low energy effective theory may also be diagonalised using eqs. (2.16) and (2.17)

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \frac{\langle f| \Sigma_{\text {eff }} H_{\mathrm{eff}} \Sigma_{\text {eff }}^{-1}|i\rangle}{\langle f| \Sigma_{\text {eff }}|f\rangle\langle i| \Sigma_{\text {eff }}^{-1}|i\rangle}=\delta_{f i} \lim _{\eta \rightarrow 0} \frac{\mathcal{E}_{\text {eff }, i}}{\langle i| \Sigma_{\text {eff }}|i\rangle\langle i| \Sigma_{\text {eff }}^{-1}|i\rangle} . \tag{2.20}
\end{equation*}
$$

The $\mathcal{E}_{\text {eff }, i}$ refer to the energy eigenvalues of the effective theory. Note also that $\Sigma_{\text {eff }}^{-1} \neq \Sigma_{\text {eff }}^{\dagger}$ in the effective theory. For this reason, we replace $U_{I P}^{-1}(\infty, 0)$ with $\Sigma_{\text {eff }}^{-1}$ when using (2.16).

Energy eigenvalues are also determined by time evolution operators, through the second Gell-Mann-Low formula [36], which may be rewritten using our notation as:

$$
\begin{equation*}
\mathcal{E}_{i}-E_{i}=\lim _{\eta \rightarrow 0}-i \eta g \frac{\partial}{\partial g} \log \{\langle i| \Sigma|i\rangle\} \tag{2.21}
\end{equation*}
$$

where $g$ is a coupling strength proportional to the interaction $V \propto g$, and $\mathcal{E}_{i}-E_{i}$ represents the shift in energy between the full and solvable $H_{0}$ theory.

In the case of the CFHL effective Hamiltonian, matrix elements of the time evolution operator are matched $\Sigma_{l}=\Sigma_{\text {eff }}$. Since the energy eigenvalues are totally determined by the time evolution operator through (2.21), it follows that the energy eigenvalues of the CFHL Hamiltonian will match exactly those of the full theory which are connected to states in $\mathcal{H}_{l}$, so that $\mathcal{E}_{\text {eff }, i}=\mathcal{E}_{l, i}$.

We may therefore combine eqs. (2.19) and (2.20) to obtain (2.15), after canceling common factors of $\Sigma_{l}=\Sigma_{\text {eff }}$ and taking the $\eta \rightarrow 0$ limit to get finite expressions on both sides. The result can be rearranged to yield (2.11). We emphasise that the energy eigenvalues of $H_{\text {eff }}$ are guaranteed to match (a subset of) those of $H_{0}+V$. This follows from the matching condition $\Sigma_{\text {eff }}=\Sigma_{l}$ and the second Gell-Mann-Low equation (2.21). Expanding (2.11) perturbatively in $V$ yields (2.6)-(2.8).

Further difficulties may be encountered when computing matrix elements of a Hermitian observable $A$, other than the Hamiltonian $H+V$, in the low-energy Hilbert space. The Effective Hamiltonian in (2.11) is not Hermitian $H_{\text {eff }}^{\dagger} \neq H_{\text {eff }}$, thus its eigenvectors are not expected to be orthogonal. Therefore these states are not convenient to compute the matrix elements of the operator $A$ in the low energy effective Hilbert space. To compute matrix elements we should use the time-evolution operator,

$$
\begin{equation*}
A_{\mathrm{eff}}=\left(\Sigma_{l}\right)^{-1}\left[\Sigma A \Sigma^{\dagger}\right]_{l} \Sigma_{l} \tag{2.22}
\end{equation*}
$$

with matrix elements defined only in the low energy Hilbert space $\mathcal{H}_{l}$. The first few orders are given by $\left(A_{\text {eff }}\right)_{f i}=A_{f i}+\frac{V_{f h} A_{h i}}{E_{f h}}+\frac{A_{f h} V_{h i}}{E_{i h}}+O\left(V^{2}\right)$.

We observe that (2.11) is constructed as a similarity transformation of the full Hamiltonian which diagonalises it, followed by a truncation to the low energy subspace, followed by another similarity transformation. In appendix A, we exhibit another effective Hamiltonians that are also constructed as similarity transformations which (partially) diagonalise followed by a truncation. We expect all such effective Hamiltonians to have this general
structure, and differ from each other only through similarity transformations. In particular, the Schrieffer-Wolff Effective Hamiltonian that we review in appendix. A is hermitian by construction, which will make the computation of time-evolution processes conceptually clearer than would be the case for a non-hermitian effective Hamiltonian.

## 3 Application to UV divergent QFTs

Effective Hamiltonians have another use besides improving the estimates of the Hamiltonian Truncation spectrum. In this section, we show how effective Hamiltonians enable the systematic study of a wide variety of QFTs which have UV divergences using Hamiltonian Truncation. We start by first reviewing the Hamiltonian Truncation set up that we shall use as well as the problem of UV divergences in this context.

### 3.1 Review of TCSA

Hamiltonian Truncation is a generalisation of the Rayleigh-Ritz method, often used in quantum mechanics, to Quantum Field Theory. Several variations of this idea exist, which differ by placing the theory on different manifolds or truncating the Hilbert space in different quantisation schemes. For example, see [16], the reviews [26, 27] and references within. In the main body of this work, we focus on the Truncated Conformal Space Approach (TCSA) [2] and its higher dimensional generalisation [4].

In the rest of this work, we analyse Hamiltonian Truncation in QFTs with $d \geqslant 2$ that are defined as relevant deformations away from an ultraviolet CFT. To regulate infrared divergences the CFT is placed on the "cylinder" $\mathbb{R} \times S_{R}^{d-1}$ where $R$ is the radius of the $d-1$ dimensional sphere. The Hamiltonian is given by

$$
\begin{equation*}
H=H_{\mathrm{CFT}}+V, \quad \text { where } \quad V=g R^{\Delta-d} \int_{S_{R}^{d-1}} d^{d-1} x \phi_{\Delta}(0, \vec{x}), \tag{3.1}
\end{equation*}
$$

where $g$ is a dimensionless coupling. For simplicity we will perturb $H_{\text {CFT }}$ using a single relevant primary operator, but generalisation to the case of multiple perturbing operators is possible. Thanks to the operator-state correspondence, the Hamiltonian on the cylinder is related to the dilatation operator, and thus the eigenvalues are given by the scaling dimensions of local operators

$$
\begin{equation*}
\left\langle\mathcal{O}_{j}\right| H_{\mathrm{CFT}}\left|\mathcal{O}_{i}\right\rangle=E_{i} \delta_{i j}, \quad \text { where } \quad E_{i}=\Delta_{i} / R . \tag{3.2}
\end{equation*}
$$

Next we truncate the Hamiltonian $H$ to the low energy sector spanned by the states $\left\{\left|\mathcal{O}_{i}\right\rangle\right\}$ with scaling dimension less that the TCSA cutoff $\Delta_{i} \leqslant \Delta_{T}$, leading to the finite dimensional matrix

$$
\begin{equation*}
H_{i j} \equiv \Delta_{i} \delta_{i j}+V_{i j}, \quad \Delta_{i} \leqslant \Delta_{T}, \tag{3.3}
\end{equation*}
$$

where we have defined $V_{i j} \equiv R\left\langle\mathcal{O}_{j}\right| V\left|\mathcal{O}_{i}\right\rangle$. Finally, we are required to take the continuum field theory limit by diagonalising a sequence of matrices $H_{i j}$ with increasingly large values of $\Delta_{T}$ and then extrapolating the spectrum towards the limit $\Delta_{T} \rightarrow \infty$. This method of computing the spectrum is non-perturbative and valid at strong coupling $g \gtrsim 1$.

It is often useful to compare the non-perturbative spectrum of Hamiltonian Truncation, at weak coupling $g \ll 1$, with the spectrum computed with the Rayleigh-Schrödinger (RS) perturbation theory

$$
\begin{equation*}
\mathcal{E}_{i} R=\Delta_{i}+\underbrace{V_{i i}}_{\mathcal{E}_{i}^{(1)}}+\underbrace{V_{i k} \frac{1}{\Delta_{i k}} V_{k i}}_{\mathcal{E}_{i}^{(2)}}+\underbrace{V_{i k} \frac{1}{\Delta_{i k}} V_{k k^{\prime}} \frac{1}{\Delta_{i k^{\prime}}} V_{k^{\prime} i}-V_{i i} V_{i k} \frac{1}{\Delta_{i k}^{2}} V_{k i}}_{\mathcal{E}_{i}^{(3)}}+O\left(V^{4}\right) \tag{3.4}
\end{equation*}
$$

where $\Delta_{i j}=\Delta_{i}-\Delta_{j}$ and a sum over intermediate states $k \neq i$ is implicit. For future reference we recall that each order of perturbation theory can be computed in position space. For instance the $n$-th order correction to the ground state, or Casimir energy, is given by the integrated connected $n$-point function of the perturbing operator

$$
\begin{equation*}
\mathcal{E}_{g s}^{(n)}=-(-g)^{n} S_{d-1} / n!\int_{\mathbb{R}^{d}} \prod_{i=1}^{n-1} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}\left\langle\phi_{\Delta}\left(x_{1}\right) \cdots \phi_{\Delta}\left(x_{n-1}\right) \phi_{\Delta}(1)\right\rangle_{c}, \tag{3.5}
\end{equation*}
$$

where $S_{d-1}=2 \pi^{\frac{d}{2}} / \Gamma(d / 2)$ and the spacetime coordinate denoted as 1 represents a unit vector in $\mathbb{R}^{d}$. In (3.5) we have set $R=1$, in the rest of the paper we measure all dimensionful quantities in units of $R$. Similar expressions can be derived for the excited states. Further details can be found in [20].

In obtaining (3.5) a Weyl transformation from the "cylinder" $\mathbb{R} \times S_{R}^{d-1}$ into the plane $\mathbb{R}^{d}$ has been used. From here on we use $x_{i}$ and $\phi_{\Delta}\left(x_{i}\right)$ to denote coordinates and fields on $\mathbb{R}^{d}$. We distinguish fields on the cylinder $\phi_{\Delta}\left(\tau_{i}, \vec{x}_{i}\right)$ by using ( $\tau, \vec{x}_{i}$ ) coordinates, where $\vec{x}_{i}$ is a vector in $S^{d-1}$ and $\tau_{i}$ is the cylinder time coordinate.

A beautiful aspect of Hamiltonian Truncation is its potential as a universal method for computing strongly coupled renormalisation group flows away from any UV CFT. Nevertheless there are important challenges to overcome before this potential may be fully realised. In particular, it is not understood in all cases how renormalisation is to be implemented within TCSA, when the underlying QFT has UV divergences. When the deforming operator has dimension $\Delta \geqslant d / 2$, the spectrum of the truncated Hamiltonian (3.3) does not converge as $\Delta_{T} \rightarrow \infty$. The reason for this can be understood by employing RS perturbation theory. The 2 nd order correction to the Casimir energy, $\mathcal{E}_{0}^{(2)} \propto \int_{\mathbb{R}^{d}} d^{d} x\left\langle\phi_{\Delta}(x) \phi_{\Delta}(1)\right\rangle$, diverges for $2 \Delta \geqslant d$ because at $x \rightarrow 0$ the two-point function $\left\langle\phi_{\Delta}(x) \phi_{\Delta}(0)\right\rangle=|x|^{-2 \Delta}$ is singular and the measure has dimensions of (length) ${ }^{d}$. Similarly, the integral of the connected three-point function is divergent for $3 \Delta \geqslant 2 d$, but finite otherwise, and the integral of the connected fourpoint function is divergent only for $4 \Delta \geqslant 3 d$. The main point is simple: as the dimension of $\phi_{\Delta}$ is increased further we encounter UV divergences in higher order correlation-functions; until we reach marginality $\Delta=d$ where all $n$-point connected correlation functions are UV divergent.

The presence of UV divergences is a common phenomena in QFT, and the way to deal with it is to carefully define the theory with appropriate counterterms and renormalisation conditions. In the context of Hamiltonian Truncation, it does not work in the same way and the renormalisation procedure requires a few extra steps that we explain next.

### 3.2 How to determine counterterms in Hamiltonian Truncation?

The Hamiltonian Truncation cutoff provides a natural regulator that removes UV divergences. The truncated theory is free of UV divergences because the maximal energy of the free-theory states is $E_{i} \leqslant \Delta_{T} / R$. This cutoff however is non-local because all $n$-particle states are bounded by the total energy $\Delta_{T} / R$ irrespective of the distance between the constituent particles. In this sense, Hamiltonian Truncation is very different from traditional local regulators, such as the short distance regulators (which cut out regions of position space where one or more operators get close), or the momentum cutoff regulator (which cuts the maximal momenta flowing in loop diagrams).

As a consequence of the breaking of locality that arises from the use of the $\Delta_{T}$ regulator, non-local counter-terms are needed for renormalisation in order to recover a local theory in the limit $\Delta_{T} \rightarrow \infty$. This was demonstrated in refs. [15, 17] where state-dependent counterterms (that were therefore non-local) were employed to renormalise the $\phi^{4}$ theory in $d=2+1$ dimensions. Furthermore, the use of the $\Delta_{T}$-cutoff to regularise the theory introduces UV divergences at higher orders than would have been present had a local regulator been used: in ref. [20] it was shown that for $\Delta \in[d / 2+1 / 4,3 d / 4)$, the fourth order correction to the Casimir energy is finite if a local regulator is employed but diverges if the $\Delta_{T}$ cutoff is used.

In this work we do not use $\Delta_{T}$ as a regulator of UV divergences. We instead implement renormalisation in a QFT with relevant but UV divergent deformations through the use of Effective Hamiltonians. In the rest of the section, we set out the general logical steps that we follow in our approach to renormalisation, before moving on to detailed computations.

1) In order to define a local QFT with finite energy levels, we first renormalise all integrated local $n$-point functions of the perturbing operator by employing a local regulator

$$
\begin{equation*}
\left\langle\phi_{\Delta}\left(x_{1}\right) \phi_{\Delta}\left(x_{2}\right) \cdots \phi_{\Delta}\left(x_{n}\right)\right\rangle \longrightarrow\left\langle\prod_{i=1}^{n} \phi_{\Delta}\left(x_{1}\right) \phi_{\Delta}\left(x_{2}\right) \cdots \phi_{\Delta}\left(x_{n}\right)\right\rangle \prod_{i<j} \theta\left(\left|x_{i}-x_{j}\right|-\epsilon\right) \tag{3.6}
\end{equation*}
$$

so that the integral $\int \prod_{i=1}^{n-1} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}$ of the last equation is finite. We then introduce all the necessary local counter-terms

$$
\begin{align*}
V(\epsilon) \equiv V+H_{c . t .}(\epsilon)=g R^{\Delta-d} & \int_{S_{R}^{d-1}} d^{d-1} x \phi_{\Delta}(0, \vec{x}) \\
& +\sum_{2 \leqslant n \leqslant M} g^{n} \delta(\epsilon)_{n, j} R^{\Delta_{j}-d} \int_{S_{R}^{d-1}} d^{d-1} x \mathcal{O}_{j}(0, \vec{x}), \tag{3.7}
\end{align*}
$$

where $M$ is some finite integer because the perturbation $\phi_{\Delta}$ is relevant, $\Delta<d$. As usual the addition of counterterms guarantees that the perturbative calculation of the spectrum is finite in the $\epsilon \rightarrow 0$ for any order in perturbation theory. We are left with the following renormalised Hamiltonian

$$
\begin{equation*}
H(\epsilon)_{i j} \equiv \Delta_{i} \delta_{i j}+V(\epsilon)_{i j} \tag{3.8}
\end{equation*}
$$

which we represent as an infinite dimensional matrix.
2) Next, we compute the effective Hamiltonian with finite dimensionality that matches the low energy spectrum of (3.8). This matrix can be computed using perturbation theory to some fixed order in $g$. Schematically, it takes the form

$$
\begin{equation*}
H_{\mathrm{eff}}(\epsilon)_{i j}=H(\epsilon)_{i j}+\sum_{n \geqslant 2} H_{\mathrm{eff} \mathrm{n}}(\epsilon)_{i j}, \quad \Delta_{i} \leqslant \Delta_{T} \tag{3.9}
\end{equation*}
$$

where $H_{\text {eff }}(\epsilon)$ is $O\left(g^{n}\right)$.
In this step, we work out as many terms in the expansion of $H_{\text {eff }}$ as we need to produce a matrix where all of its elements are finite in the limit $\epsilon \rightarrow 0$, for fixed cutoff $\Delta_{T}$. Since there are only divergences as $\epsilon \rightarrow 0$ up to a finite order $M$ in perturbation theory, which are absorbed into a finite number of counterterms, it will only be necessary to calculate the first $M$ orders of (3.9).
3) Finally, we take the limit $\epsilon \rightarrow 0$ analytically. For future convenience we define the operator $K$ that arises in this limit

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{0}+V+K \tag{3.10}
\end{equation*}
$$

Once $O\left(g^{M}\right)$ terms are dropped from (3.9) in step 2), the effective Hamiltonian no longer has exactly the same low-energy spectrum as the original renormalised QFT. However, the (finite) neglected terms in $H_{\text {eff }}$ all have to vanish as $\Delta_{T} \rightarrow \infty$ to ensure that $H_{\text {eff }}$ matches the original renormalised Hamiltonian (3.8) in this limit. As a result, estimates of the spectrum made using the three steps will ultimately tend towards the exact spectrum as $\Delta_{T}$ is increased. The vanishing of the higher order terms can also be seen explicitly in (2.11); as $\Delta_{T} \rightarrow \infty, \Sigma_{l} \rightarrow \Sigma$ and $H_{\text {eff }} \rightarrow H_{0}+V$.

Another virtue of this construction is that it makes transparent the renormalisation scheme, which is fully specified in step 1). It can also be generalised by using alternative local regulators or Effective Hamiltonians, and can also be applied to different Hamiltonian Truncation approaches such as the massive Fock-space approaches [29, 32] or lightcone conformal truncation [16]. For instance, in the massive Fock space approach, one could use a momentum cutoff regulator.

Previously, refs. [4, 28-34] used Effective Hamiltonians to improve the convergence of the Hamiltonian Truncation spectrum as a function of the truncation cutoff. Most of these works studied the $\phi^{4}$-theory in $d<3$ spacetime dimensions, which is an ultraviolet finite theory. ${ }^{4}$ Effective Hamiltonians are also helpful to organise the Hamiltonian Truncation computations for perturbations that are UV divergent. In particular in the next section we show how to carry out Hamiltonian Truncation renormalisation at Leading Order (LO) and Next-to-leading order (NLO). We will also show in detail how the non-local UV divergences found in ref. [20] are treated in this approach.

[^3]
## 4 Determining the Effective Hamiltonian

### 4.1 Leading order

We begin with a calculation of an effective Hamiltonian at second order in perturbation theory. For simplicity, we choose our effective Hamiltonian to be the hermitian conjugate of the CFHL Hamiltonian, shown in (2.6). This $H_{\text {eff } 2}$ can be recast into the following integral over half the cylinder

$$
\begin{equation*}
\left(H_{\mathrm{eff} 2}\right)_{f i}=-g^{2} S_{d-1} \int_{-\infty}^{0} d \tau \sum_{h \in \mathcal{H}_{h}} e^{\tau\left(\Delta_{h}-\Delta_{i}\right)} \int_{S_{d-1}} d^{d-1} x\langle f| \phi_{\Delta}(0, \vec{n})|h\rangle\langle h| \phi_{\Delta}(0, \vec{x})|i\rangle \tag{4.1}
\end{equation*}
$$

where the notation $\phi_{\Delta}(0, \vec{n})$ indicates that the operator acts at zero cylinder time but at an arbitrary spatial coordinate in $S_{d-1}$. Since the sum is only over states in $\mathcal{H}_{h}$ above the HT cutoff, the quantity $\Delta_{h}-\Delta_{i}$ is always positive and the integral converges in the region $\tau \rightarrow-\infty$. By using the time evolution equation $\phi_{\Delta}(\tau, \vec{x})=e^{\tau H_{0}} \phi_{\Delta}(0, \vec{x}) e^{-\tau H_{0}}$, and by Weyl transforming the integral from the cylinder $\mathbb{R} \times S_{d-1}$ to the plane $\mathbb{R}^{d}$, eq. (4.1) can be rewritten as

$$
\begin{equation*}
\left(H_{\mathrm{eff} 2}\right)_{f i}=-g^{2} S_{d-1} \int_{0 \leqslant|x|<1} d^{d} x|x|^{\Delta-d}\langle f| \phi_{\Delta}(1)^{\prime} \phi_{\Delta}(x)|i\rangle, \tag{4.2}
\end{equation*}
$$

where the vertical dashed line indicates the insertion of a partial resolution of the identity

$$
\begin{equation*}
\equiv \sum_{h \in \mathcal{H}_{h}}|h\rangle\langle h| \tag{4.3}
\end{equation*}
$$

which depends on $\Delta_{T}$ through the definition of $\mathcal{H}_{h}$.
To evaluate the matrix element in (4.2), we first calculate it ignoring the partial insertion of the identity, then expand the result in powers of $|x|$, and then only retain terms in which the power of $|x|$ exceeds the state dependent threshold $\Delta_{T, i}^{\prime} \equiv \Delta_{T}-\Delta_{i}-\Delta$. The expansion is just the Weyl transformation of the expansion in powers of $e^{\tau}$ shown in (4.1). The expansion converges for $0<|x|<1$ when the matrix element, given by the correlation function below

$$
\begin{equation*}
\langle f| \phi_{\Delta}(1) \phi_{\Delta}(x)|i\rangle \equiv\left\langle\mathcal{O}_{f}(\infty) \phi_{\Delta}(1) \phi_{\Delta}(x) \mathcal{O}_{i}(0)\right\rangle, \tag{4.4}
\end{equation*}
$$

is finite. Here, we have used the notation $\mathcal{O}(\infty) \equiv \lim _{s \rightarrow \infty}|s|^{2 \Delta_{\mathcal{O}}} \mathcal{O}(s)$. This procedure for calculating correlation functions containing partial resolutions of the identity has been used in ref. [31], see also the review [27]. Within the region $|1-x|<1$, the correlation function in (4.4) can be decomposed using

$$
\begin{equation*}
\left\langle\mathcal{O}_{f}(\infty) \phi_{\Delta}(1) \phi_{\Delta}(x) \mathcal{O}_{i}(0)\right\rangle=\sum_{\mathcal{O}}\left\langle\mathcal{O}_{f}(\infty) \mathcal{O}(1) \mathcal{O}_{i}(0)\right\rangle\left\langle\mathcal{O}(\infty) \phi_{\Delta}(1) \phi_{\Delta}(x)\right\rangle \tag{4.5}
\end{equation*}
$$

where the sum runs over all scalar operators (primaries and descendants) in the CFT. This formula can also be obtained using the operator product expansion (OPE) for $\phi_{\Delta}(x) \phi_{\Delta}(1)$ inside the correlator. In appendix B , the notation and derivation of (4.5) is explained in
greater detail along with generalisations of this formula which are useful for calculating effective Hamiltonians at higher orders in perturbation theory.

The integral in (4.2) will be convergent in the region $x \rightarrow 0$ since (4.1) converges in the region $\tau \rightarrow-\infty$, due to the partial resolution of the identity. However, (4.2) may diverge in the region where $x \rightarrow 1$, if the three-point functions in the decomposition (4.5) have a singularity there that is not integrable. This can be interpreted as an ultraviolet divergence in the underlying QFT to be regulated. In this case, we define the regulated effective Hamiltonian

$$
\begin{equation*}
\left(H_{\text {eff } 2}(\epsilon)\right)_{f i}=-g^{2} S_{d-1} \int_{\substack{0 \leqslant|x|<1 \\|1-x|>\epsilon}} d^{d} x|x|^{\Delta-d}\langle f| \phi_{\Delta}(1) \phi_{\Delta}(x)|i\rangle, \tag{4.6}
\end{equation*}
$$

where an $\epsilon$-ball has been cut out from the domain of integration at the site of the singularity, which acts as an ultraviolet regulator making the integral finite.

We now split the integral in (4.6) into two integrals over complementary regions, and use (4.5) to decompose the matrix element in the region where $|1-x|<1$, as shown below

$$
\begin{align*}
\left(H_{\mathrm{eff} 2}(\epsilon)\right)_{f i}= & -g^{2} S_{d-1} \sum_{\mathcal{O}}\langle f| \mathcal{O}(1)|i\rangle \int_{\substack{0 \leqslant|x|<1 \\
1>|1-x|>\epsilon}} d^{d} x|x|^{\Delta-d}\left\langle\mathcal{O}(\infty) \phi_{\Delta}(1)!_{1}^{i} \phi_{\Delta}(x)\right\rangle \\
& -g^{2} S_{d-1} \int_{\substack{0 \leqslant|x|<1 \\
|1-x| \geqslant 1}} d^{d} x|x|^{\Delta-d}\langle f| \phi_{\Delta}(1) i_{\Delta}(x)|i\rangle . \tag{4.7}
\end{align*}
$$

Since all the dependence on $x$ in each term of the sum over operators (4.5) is contained within one of the three-point functions, the integral over $x$ and partial resolution of the identity should only be applied to those three-point functions, as indicated above. We have represented this partial resolution using the new symbol

$$
\begin{equation*}
i^{i} \equiv \sum_{\Delta_{h}>\Delta_{T}-\Delta_{i}}|h\rangle\langle h|, \tag{4.8}
\end{equation*}
$$

to emphasise that the restriction on which states are included in the sum retains dependence on the state $|i\rangle$, which it inherits from (4.6). See also figure 2 for an illustration of the regions of integration.

The second integral in (4.7) over the region $|1-x|>1$ is finite and has no dependence on the UV regulator scale $\epsilon$. It must therefore have a finite limit as $\Delta_{T} \rightarrow \infty$. Although it contains $\Delta_{T}$ dependent terms, it will not play a role in the renormalisation of UV divergences of $H_{\text {eff. }}$. By contrast, the first term diverges in the $\epsilon \rightarrow 0$ limit and requires renormalisation. For the rest of this section our focus will be on the first term.

In the sum over operators, in the first term of (4.7), the most divergent terms in the limit $\epsilon \rightarrow 0$ will be terms in which $\mathcal{O}(\infty)$ is a scalar primary. For simplicity from here on we assume that in the sum (4.7) only primary operators $\mathcal{O}$ give divergent contributions, but the derivation can be generalised to include divergent contributions from non-primary


Figure 2. Regions of integration in (4.7).
operators. In this case, the three-point function is constrained by conformal invariance to take the following series expansion

$$
\begin{equation*}
\left\langle\mathcal{O}(\infty) \phi_{\Delta}(1) \phi_{\Delta}(x)\right\rangle=\frac{f_{\mathcal{O} \Delta \Delta}}{|1-x|^{2 \Delta-\Delta_{\mathcal{O}}}}=f_{\mathcal{O} \Delta \Delta} \sum_{n=0}^{\infty}|x|^{n} C_{n}^{\Delta-\Delta_{\mathcal{O}} / 2}(\cos \theta), \tag{4.9}
\end{equation*}
$$

where the $C_{n}^{\alpha}(\cos \theta)$ denote Gegenbauer polynomials. After accounting for the partial resolution of the identity by using the series expansion in $|x|$ and dropping terms with low powers we find that

$$
\begin{align*}
\left(H_{\text {eff } 2}(\epsilon)\right)_{f i}= & -g^{2} S_{d-1} \sum_{\mathcal{O}}\langle f| \mathcal{O}(1)|i\rangle f_{\mathcal{O} \Delta \Delta} \int_{\substack{0 \leqslant|x|<1 \\
|1-x|>\epsilon}} d^{d} x|x|^{\Delta-d} \sum_{n>\Delta_{T, i}^{\prime}}^{\infty}|x|^{n} C_{n}^{\Delta-\Delta_{\mathcal{O}} / 2}(\cos \theta) \\
& + \text { finite as } \epsilon \rightarrow 0, \tag{4.10}
\end{align*}
$$

where the domain of integration has been extended to include the region $|1-x|>1$, which only introduces an $\epsilon$ independent correction and $\Delta_{T, i}^{\prime} \equiv \Delta_{T}-\Delta_{i}-\Delta$. Using the fact that the integrals over Gegenbauer polynomials vanish for odd $n$ in the limit $\epsilon \rightarrow 0$, and by introducing the notation

$$
\begin{equation*}
u_{n}^{\alpha, \epsilon} \equiv 2(2 n+\Delta) \int_{\substack{0 \leqslant|x|<1 \\|1-x|>\epsilon}} d^{d} x|x|^{2 n+\Delta-d} C_{2 n}^{\alpha}(\cos \theta), \tag{4.11}
\end{equation*}
$$

we simplify (4.10) to read

$$
\begin{equation*}
\left(H_{\text {eff } 2}(\epsilon)\right)_{f i}=-\frac{g^{2} S_{d-1}}{2} \sum_{\mathcal{O}}\langle f| \mathcal{O}(1)|i\rangle f_{\mathcal{O} \Delta \Delta} \sum_{2 n>\Delta_{T, i}^{\prime}}^{\infty} \frac{u_{n}^{\Delta-\Delta_{\mathcal{O}} / 2, \epsilon}}{2 n+\Delta}+\text { finite } \ldots \tag{4.12}
\end{equation*}
$$

The sum over primaries is finite for nonzero $\epsilon$, but can become divergent in the $\epsilon \rightarrow 0$ limit if $2 \Delta-\Delta_{\mathcal{O}} \geqslant d$. We note that the individual coefficients $u_{n}^{\Delta-\Delta_{\mathcal{O}} / 2, \epsilon}$ are always finite in this limit; however the infinite sum may still diverge.

After having completed this preliminary calculation we are ready to apply steps 1)-3) described in the previous section. We first renormalise the theory by adding local counterterms to the Hamiltonian as necessary, so that $H_{\text {eff }}$ is finite in the $\epsilon \rightarrow 0$ limit

$$
\begin{equation*}
H_{0}+V \longrightarrow H_{0}+V+\sum_{2 \Delta-\Delta_{\mathcal{O}} \geqslant d} \lambda^{\mathcal{O}} \int_{S_{d-1}} d^{d-1} x \mathcal{O}(x) \tag{4.13}
\end{equation*}
$$

where the couplings can be divided into a renormalised part plus a counterterm coupling $\lambda^{\mathcal{O}}=$ $\lambda_{\text {ren }}^{\mathcal{O}}+\lambda_{\mathrm{ct}}^{\mathcal{O}}(\epsilon)$. A convenient choice of renormalisation scheme is to define the counterterm coupling in the following way

$$
\begin{align*}
\lambda_{\mathrm{ct}}^{\mathcal{O}}(\epsilon) & =g^{2} \int_{\substack{0 \leq|x|<1 \\
1>|1-x|>\epsilon}} d^{d} x|x|^{\Delta-d}\left\langle\mathcal{O}(\infty) \phi_{\Delta}(1) \phi_{\Delta}(x)\right\rangle,  \tag{4.14}\\
& =\frac{g^{2} f_{\mathcal{O} \Delta \Delta}}{2} \sum_{n=0}^{\infty} \frac{u_{n}^{\Delta-\Delta_{\mathcal{O}} / 2, \epsilon}}{2 n+\Delta} . \tag{4.15}
\end{align*}
$$

With this choice, the $\epsilon \rightarrow 0$ limit becomes well defined at leading order, i.e. $O\left(g^{2}\right)$. This completes the step 1) at leading order. Next we truncate the Hamiltonian, and compute the leading order Effective Hamiltonian for the renormalised theory in the right hand side of (4.13) to complete step $\mathbf{2}$ ), and finally take the $\epsilon \rightarrow 0$ limit at the level of matrix elements to complete step 3). By employing similar manipulations to the ones used to derive (4.12), we find that the renormalised $H_{\text {eff } 2}$ in this limit is given by

$$
\begin{align*}
\left(H_{\text {eff } 2}\right)_{f i}= & S_{d-1} \sum_{2 \Delta-\Delta_{\mathcal{O}}-d>0} \lambda_{\text {ren }}^{\mathcal{O}}\langle f| \mathcal{O}(1)|i\rangle \\
& +\frac{g^{2} S_{d-1}}{2} \sum_{2 \Delta-\Delta_{\mathcal{O}}-d \geqslant 0}\langle f| \mathcal{O}(1)|i\rangle f_{\mathcal{O} \Delta \Delta} \sum_{n=0}^{2 n \leqslant \Delta_{T, i}^{\prime}} \frac{u_{n}^{\Delta-\Delta_{\mathcal{O}} / 2}}{2 n+\Delta}+\ldots \tag{4.16}
\end{align*}
$$

In this expression, the sums over $n$ diverge in the $\Delta_{T} \rightarrow \infty$ limit. The $\ldots$ represent other omitted terms that are finite in this limit. According to the notation introduced in (3.10), we identify last term above with

$$
\begin{equation*}
K_{2}=S_{d-1} \sum_{2 \Delta-\Delta_{\mathcal{O}}-d \geqslant 0}\langle f| \mathcal{O}(1)|i\rangle\left(\lambda_{\text {ren }}^{\mathcal{O}}+\frac{g^{2} f_{\mathcal{O} \Delta \Delta}}{2} \sum_{n=0}^{2 n \leqslant \Delta_{T, i}^{\prime}} \frac{u_{n}^{\Delta-\Delta_{\mathcal{O}} / 2}}{2 n+\Delta}\right)+\cdots \tag{4.17}
\end{equation*}
$$

Although the counterterm we introduced in (4.13) was manifestly local, the renormalised effective Hamiltonian we are left with in (4.16) has non-local interactions. The non-locality appears through the dependence of the sum over $n$ on $\Delta_{i}$ - the scaling dimension of the specific initial state $|i\rangle$. Finally, we note that the $u_{n}^{\Delta, \epsilon}$ coefficients have a convenient expression in the $\epsilon \rightarrow 0$ limit that can be derived from (4.11)

$$
\begin{align*}
u_{n}^{\Delta} \equiv \lim _{\epsilon \rightarrow 0} u_{n}^{\Delta, \epsilon} & =2 S_{d-2} \int_{0}^{\pi} d \theta(\sin \theta)^{d-2} C_{2 n}^{\Delta}(\cos \theta),  \tag{4.18}\\
& =2 S_{d-2} \sqrt{\pi} \Gamma\left(\frac{d-1}{2}\right) \frac{\Gamma(n+\Delta)}{\Gamma(\Delta) n!} \frac{\Gamma\left(n+\Delta-\frac{d-2}{2}\right)}{\Gamma\left(\Delta-\frac{d-2}{2}\right) \Gamma\left(n+\frac{d}{2}\right)} . \tag{4.19}
\end{align*}
$$

### 4.2 Next-to-leading order

We now turn to determining the dependence of $H_{\text {eff } 3}$ on the cutoff $\Delta_{T}$. We do this by representing the effective Hamiltonian as a sum of position space integrals over CFT
correlation functions and analysing those integrals' UV divergences. We take $H_{\text {eff } 3}$ to be the hermitian conjugate of the third-order CFHL Hamiltonian shown in (2.7). Using the definition of $V$ in terms of a CFT operator in (3.1), (3.3), we rewrite $H_{\text {eff } 3}$ as

$$
\begin{align*}
\left(H_{\mathrm{eff} 3}\right)_{f i}= & g^{3} S_{d-1} \prod_{i=1}^{2} \int_{T} d \tau_{i} \int_{S_{d-1}} d^{d-1} x_{i} \\
& {\left[\sum_{h, h^{\prime} \in \mathcal{H}_{h}} e^{\tau_{2} \Delta_{h^{\prime} h}} e^{\tau_{1} \Delta_{h i}}\langle f| \phi_{0, \vec{n}}\left|h^{\prime}\right\rangle\left\langle h^{\prime}\right| \phi_{0, \overrightarrow{x_{2}}}|h\rangle\langle h| \phi_{0, \overrightarrow{x_{1}}}|i\rangle\right.} \\
& \left.-\sum_{l \in \mathcal{H}_{l}, h \in \mathcal{H}_{h}} e^{\tau_{2} \Delta_{l i}} e^{\tau_{1} \Delta_{h l}}\langle f| \phi_{0, \vec{n}}|h\rangle\langle h| \phi_{0, \overrightarrow{x_{1}}}|l\rangle\langle l| \phi_{0, \overrightarrow{x_{2}}}|i\rangle\right], \tag{4.20}
\end{align*}
$$

where $T$ indicates the time ordered domain of integration $-\infty<\tau_{1} \leqslant \tau_{2} \leqslant 0$. We represent differences in scaling dimension using $\Delta_{i j} \equiv \Delta_{i}-\Delta_{j}$, and we introduce the more compact notation $\phi_{0, \vec{x}} \equiv \phi_{\Delta}(0, \vec{x})$. Removing the exponential factors using the Heisenberg equation for the operators $\phi_{\Delta}(\tau, \vec{x})=e^{\tau H} \phi_{\Delta}(0, \vec{x}) e^{-\tau H}$, and converting the integral from the cylinder to the plane yields the expression

$$
\begin{align*}
\left(H_{\mathrm{eff} 3}\right)_{f i}=g^{3} S_{d-1} \int_{R} \prod_{i=1}^{2} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}[ & \langle f| \phi_{\Delta}(1)!\phi_{\Delta}\left(x_{2}\right)!\phi_{\Delta}\left(x_{1}\right)|i\rangle \\
& \left.-\sum_{l \in \mathcal{H}_{l}}\langle f| \phi_{\Delta}(1)!\phi_{\Delta}\left(x_{1}\right)|l\rangle\langle l| \phi_{\Delta}\left(x_{2}\right)|i\rangle\right] . \tag{4.21}
\end{align*}
$$

Here, $R$ indicates the radially ordered integration domain $0<\left|x_{1}\right| \leqslant\left|x_{2}\right| \leqslant 1$ and the dashed vertical lines indicate the sum over high energy states shown in (4.3). The integrals above have no divergences from the $\left|x_{i}\right| \rightarrow 0$ regions (which correspond to infrared divergences from the $\tau_{i} \rightarrow-\infty$ regions on the cylinder) because low energy states have been excluded from the sums.

The integrals in (4.21) can have UV divergences, coming from the regions $x_{i} \rightarrow 1$ and $x_{1} \rightarrow x_{2}$. As in section 4.1, we regulate them by cutting out $\epsilon$-balls from the integration domain around these singular points. Furthermore, the local counterterms that we added to the theory at second order make an extra $\epsilon$ dependent contribution to $H_{\text {eff }}$ that is $O\left(g^{3}\right)$. Accounting for the local regulator dependence leads to the following expression

$$
\begin{align*}
& \begin{aligned}
\left(H_{\text {eff3 }}(\epsilon)\right)_{f i}=g^{3} S_{d-1} \int_{\substack{R,\left|1-x_{i}\right|>\epsilon,\left|x_{2}-x_{1}\right|>\epsilon\left|x_{2}\right|}} \prod_{i=1}^{2} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}[ & {\left[f\left|\phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) i^{\prime} \phi_{\Delta}\left(x_{1}\right)\right| i\right\rangle } \\
& \left.-\sum_{l \in \mathcal{H}_{l}}\langle f| \phi_{\Delta}(1)!\phi_{\Delta}\left(x_{1}\right)|l\rangle\langle l| \phi_{\Delta}\left(x_{2}\right)|i\rangle\right]
\end{aligned} \\
& -g S_{d-1} \sum_{\Delta_{\mathcal{O}}<2 \Delta-d} \lambda_{\mathrm{ct}}^{\mathcal{O}}(\epsilon) \int_{\substack{0<|x| \leqslant 1,|1-x|>\epsilon}} d^{d} x|x|^{\Delta-d}\left[\langle f| \mathcal{O}(1){ }_{1}^{\prime} \phi_{\Delta}(x)|i\rangle\right. \\
& \left.+|x|^{\Delta_{\mathcal{O}}-\Delta}\langle f| \phi_{\Delta}(1)_{i}^{\prime} \mathcal{O}(x)|i\rangle\right], \tag{4.22}
\end{align*}
$$



Figure 3. The region where points are radially ordered so that $0<\left|x_{1}\right| \leqslant\left|x_{2}\right| \leqslant 1$ and satisfy $\left|1-x_{i}\right| \leqslant 1$. In this region, (4.23) may be used to simplify matrix elements.
where $\lambda_{\mathrm{ct}}^{\mathcal{O}}(\epsilon)$ are the counterterms introduced in (4.14). To preserve $\tau$ translation invariance on the cylinder, the sizes of regions cut out must be independent of the $\tau$ coordinate. After mapping to the plane, the $\epsilon$-ball widths then have to scale proportional to the radial coordinate. For this reason, the $\epsilon$-ball regulating the $x_{1} \rightarrow x_{2}$ singularity has a width that depends on the spatial coordinates like $\left|x_{2}-x_{1}\right|>\epsilon\left|x_{2}\right|$ (recall $d s_{\mathbb{R}^{d}}^{2}=r^{2} d s_{\mathrm{cyl}}^{2}$ ).

As a result of cancellations between the first term and subtracted terms in (4.22), the only divergence as $\epsilon \rightarrow 0$ comes from the region of the first integral where all three fields are approaching each other (both $x_{1} \rightarrow 1$ and $x_{2} \rightarrow 1$ together). For example, the subdivergence coming from the region of the first integral where $x_{2} \rightarrow 1$ with $x_{1}$ far away is canceled by the first term proportional to $\lambda_{\mathrm{ct}}^{\mathcal{O}}(\epsilon)$. This can be seen after inputting the expression (4.14).

Since the only parts of the expression (4.22) which can potentially diverge in the limit $\Delta_{T} \rightarrow \infty$ are also the parts that diverge in the $\epsilon \rightarrow 0$ limit, we focus our attention on the region of the integrals where the points are configured as indicated in figure 3 (the region where the two circles intersect). In this region, we can simplify matrix elements using

$$
\begin{equation*}
\langle f| \phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)|i\rangle=\sum_{\mathcal{O}}\langle f| \mathcal{O}(1)|i\rangle\left\langle\mathcal{O}(\infty) \phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)\right\rangle \tag{4.23}
\end{equation*}
$$

which can be regarded as a generalisation of the OPE to the case where three fields (rather than two) are approaching one another. More details are provided in appendix B.

The term in (4.23) which gives the strongest singularity when the three $\phi_{\Delta}$ fields come together is the term with $\mathcal{O}=\mathbb{1}$. It therefore makes the contribution to $H_{\text {eff } 3}$ that is most UV divergent. For simplicity, we will only explicitly work out this contribution. We find that

$$
\begin{gather*}
\left(H_{\mathrm{eff} 3}(\epsilon)\right)_{f i} \supset g^{3} S_{d-1} \delta_{f i} \int_{\substack{R,\left|1-x_{i}\right|>\epsilon,\left|x_{2}-x_{1}\right|>\epsilon\left|x_{2}\right|}} \prod_{i=1}^{2} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}\left[\left\langle\phi_{\Delta}(1)!_{i}^{i} \phi_{\Delta}\left(x_{2}\right)!_{i}^{i} \phi_{\Delta}\left(x_{1}\right)\right\rangle\right. \\
\left.-\sum_{\Delta_{l} \leqslant \Delta_{T}-\Delta_{i}}\langle 0| \phi_{\Delta}(1) i^{i} \phi_{\Delta}\left(x_{1}\right)|l\rangle\langle l| \phi_{\Delta}\left(x_{2}\right)|0\rangle\right], \tag{4.24}
\end{gather*}
$$

where the symbol ${ }_{i}^{i}$ represents the insertion of a partial resolution of the identity, where the cutoff between high and low energy states depends on the scaling dimension of state $i$, as in (4.8). Similarly, the cutoff on the sum over low energy states in (4.24) retains dependence on $\Delta_{i}$. There are interesting QFTs, including $\phi^{4}$ theory in $d=2+1$ and minimal models deformed by the $\phi_{1,3}$ operator in $d=1+1$, for which (4.24) is the only contribution to $H_{\text {eff } 3}$ that diverges in the $\epsilon \rightarrow 0$ limit.

To evaluate the top line of (4.24), we take the three point function and express it as a series expansion in powers of $\left|x_{2}\right|$ and $\left|x_{1}\right| /\left|x_{2}\right|$ using

$$
\begin{align*}
\left\langle\phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)\right\rangle= & \frac{f_{\Delta \Delta \Delta}}{\left|1-x_{2}\right|^{\Delta}\left|x_{2}-x_{1}\right|^{\Delta}\left|1-x_{1}\right|^{\Delta}},  \tag{4.25}\\
= & \frac{f_{\Delta \Delta \Delta}}{\left|x_{2}\right|^{\Delta}\left|x_{1}\right|^{\Delta}} \sum_{n_{1}, n_{2}, n_{3}=0}^{\infty}\left|x_{2}\right|^{n_{1}+n_{2}+\Delta}\left(\frac{\left|x_{1}\right|}{\left|x_{2}\right|}\right)^{n_{1}+n_{3}+\Delta} \\
& \times C_{n_{1}}^{\Delta / 2}\left(\cos \theta_{1}\right) C_{n_{2}}^{\Delta / 2}\left(\cos \theta_{2}\right) C_{n_{3}}^{\Delta / 2}(\cos \gamma), \tag{4.26}
\end{align*}
$$

where $\gamma$ represents the angle between points $x_{1}$ and $x_{2}$. On the cylinder, this corresponds to writing the three point function as a series expansion in $e^{\tau_{2}}$ and $e^{\tau_{1}-\tau_{2}}$. In (4.20), we see that in each term of the expansion, $e^{\tau_{2}}$ and $e^{\tau_{1}-\tau_{2}}$ are raised to the power $\Delta_{h}-\Delta_{i}$ for some $\Delta_{h}>\Delta_{T}$. By comparing (4.26) with (4.20), we find that only terms satisfying the condition below should be included when evaluating the first line of $H_{\text {eff }} 3(\epsilon)$

$$
\begin{aligned}
& n_{1}+n_{2}>\Delta_{T}-\Delta-\Delta_{i} \equiv \Delta_{T, i}^{\prime}, \\
& n_{1}+n_{3}>\Delta_{T, i}^{\prime} .
\end{aligned}
$$

To evaluate the second line of (4.24), we instead expand the three point function in powers of $\left|x_{1}\right|$ and $\left|x_{2}\right| /\left|x_{1}\right|$. This is because on the cylinder in (4.20), the second line may be expressed as a series expansion in $e^{\tau_{1}}$ and $e^{\tau_{2}-\tau_{1}}$. In each term, these exponentials are raised to the powers $\Delta_{h}-\Delta_{i}$ and $\Delta_{l}-\Delta_{i}$. The series expansion that we need for the three point function is also given by (4.26), except with $\left|x_{1}\right|$ swapped with $\left|x_{2}\right|$. We find that only terms satisfying the condition below should be included when evaluating the second line of $H_{\text {eff } 3}(\epsilon)$

$$
\begin{aligned}
& n_{1}+n_{2}>\Delta_{T, i}^{\prime}, \\
& n_{1}+n_{3} \leqslant \Delta_{T, i}^{\prime} .
\end{aligned}
$$

When plugging the series expansions for the three point function into (4.24), we encounter integrals of the form below, which we represent using the function $X_{n_{1}, n_{2}, n_{3}}^{\epsilon}$

$$
\begin{align*}
\frac{X_{n_{1}, n_{2}, n_{3}}^{\epsilon}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{1}+n_{3}+\Delta\right)} \equiv & \int_{\substack{R,\left|1-x_{i}\right|>\epsilon,\left|x_{2}-x_{1}\right|>\epsilon\left|x_{2}\right|}} \prod_{i=1}^{2} \frac{d^{d} x_{i}}{\left|x_{i}\right|^{d}}\left|x_{2}\right|^{n_{1}+n_{2}+\Delta}\left(\frac{\left|x_{1}\right|}{\left|x_{2}\right|}\right)^{n_{1}+n_{3}+\Delta} \\
& \times C_{n_{1} / 2}^{\Delta / 2}\left(\cos \theta_{1}\right) C_{n_{2}}^{\Delta / 2}\left(\cos \theta_{2}\right) C_{n_{3}}^{\Delta / 2}(\cos \gamma) . \tag{4.27}
\end{align*}
$$

In the $\epsilon \rightarrow 0$ limit, the expression above is finite, and can be simplified further

$$
\begin{equation*}
X_{n_{1}, n_{2}, n_{3}} \equiv \lim _{\epsilon \rightarrow 0} X_{n_{1}, n_{2}, n_{3}}^{\epsilon}=\int_{S_{d-1}} \prod_{i=1}^{2} d^{d-1} x_{i} C_{n_{1}}^{\Delta / 2}\left(\cos \theta_{1}\right) C_{n_{2}}^{\Delta / 2}\left(\cos \theta_{2}\right) C_{n_{3}}^{\Delta / 2}(\cos \gamma) . \tag{4.28}
\end{equation*}
$$

In appendix D , we evaluate the integrals above to derive an alternative expression for $X_{n_{1}, n_{2}, n_{3}}$, which can be evaluated numerically more easily. We show that this function is symmetric in all its $n_{i}$ indices, and vanishes unless the $n_{i}$ are all even, or all odd.

After combining (4.24) with (4.26) and (4.27), and truncating to retain only the terms we need, we are left with the following expression

$$
\begin{gather*}
\left(H_{\text {eff } 3}(\epsilon)\right)_{f i} \supset g^{3} S_{d-1} \delta_{f i} f_{\Delta \Delta \Delta} \sum_{\substack{n_{1}+n_{2}>\Delta_{T, i}^{\prime} \\
n_{1}+n_{3}>\Delta_{T, i}^{\prime}}}^{\infty} \frac{X_{n_{1}, n_{2}, n_{3}}^{\epsilon}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{1}+n_{3}+\Delta\right)} \\
\quad-g^{3} S_{d-1} \delta_{f i} f_{\Delta \Delta \Delta} \sum_{n_{1}+n_{2}>\Delta_{T, i}^{\prime}}^{n_{1}+n_{3} \leqslant \Delta_{T, i}^{\prime}} \frac{X_{n_{1}, n_{2}, n_{3}}^{\epsilon}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{2}-n_{3}\right)} \tag{4.29}
\end{gather*}
$$

Although the $X_{n_{1}, n_{2}, n_{3}}^{\epsilon}$ are each finite in the limit $\epsilon \rightarrow 0$, the infinite sums in (4.29) diverge when $3 \Delta \geqslant 2 d$. In this case, we renormalise the theory by adding a local counterterm proportional to the identity operator

$$
\begin{equation*}
H_{0}+V \longrightarrow H_{0}+V+\lambda^{\mathbb{1}} \int_{S_{d-1}} d^{d-1} x \mathbb{1} \tag{4.30}
\end{equation*}
$$

It is convenient to pick a scheme in which the counterterm is just the full integrated three point function

$$
\begin{align*}
\lambda_{\mathrm{ct}}^{\mathbb{1}}(\epsilon) & =-g^{3} \int_{\substack{R,\left|1-x_{i}\right|>\epsilon \\
\left|x_{2}-x_{1}\right|>\epsilon\left|x_{2}\right|}} \prod_{i=1}^{2} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}\left\langle\phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)\right\rangle  \tag{4.31}\\
& =-g^{3} f_{\Delta \Delta \Delta} \sum_{n_{1}, n_{2}, n_{3}=0}^{\infty} \frac{X_{n_{1}, n_{2}, n_{3}}^{\epsilon}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{1}+n_{3}+\Delta\right)} \tag{4.32}
\end{align*}
$$

The matrix $K$ defined in (3.10) is the effective hamiltonian with counterterms subtracted in the $\epsilon \rightarrow 0$ limit. Its contribution from (4.29) and (4.32) is given by

$$
\begin{align*}
&\left(K_{3}\right)_{f i}=-g^{3} S_{d-1} \delta_{f i} f_{\Delta \Delta \Delta} \sum_{n_{1}, n_{2}, n_{3}=0}^{\substack{n_{1}+n_{2} \leqslant \Delta_{T, i}^{\prime} \\
n_{1}+n_{3} \leqslant \Delta_{T, i}^{\prime}}} \frac{X_{n_{1}, n_{2}, n_{3}}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{1}+n_{3}+\Delta\right)} \\
&-g^{3} S_{d-1} \delta_{f i} f_{\Delta \Delta \Delta} \sum_{n_{1}+n_{3} \leqslant \Delta_{2}>\Delta_{T, i}^{\prime}}^{\prime} {\left[\frac{X_{n_{1}, n_{2}, n_{3}}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{2}-n_{3}\right)}\right.} \\
&\left.+\frac{2 X_{n_{1}, n_{2}, n_{3}}}{\left(n_{1}+n_{2}+\Delta\right)\left(n_{1}+n_{3}+\Delta\right)}\right] \tag{4.33}
\end{align*}
$$

In the first line, the sums only run over contributions from exchanged states with low scaling dimension. The second line includes mixed sums, which account for contributions from states exchanged with scaling dimensions both below and above $\Delta_{T, i}^{\prime}$. For any fixed
value of the cutoff, the elements of $K_{3}$ will all be finite, however in the $\Delta_{T} \rightarrow \infty$ limit they can diverge.

When $3 \Delta-2 d \geqslant 0$ a contribution to $K_{2}$ that we ignored in section 4.1 can become important. The contribution itself vanishes in the $\Delta_{T} \rightarrow \infty$ limit, however it makes a correction to energy eigenvalues at third order through

$$
\begin{equation*}
\delta \mathcal{E}_{i} R=\sum_{l \in \mathcal{H}_{l}}\left(\frac{V_{i l}\left(\delta K_{2}\right)_{l i}}{\Delta_{i l}}+\frac{\left(\delta K_{2}\right)_{i l} V_{l i}}{\Delta_{i l}}\right), \tag{4.34}
\end{equation*}
$$

which actually is divergent. To get a finite spectrum, this contribution must be included. It comes from taking $\mathcal{O}=\phi_{\Delta}$ in (4.12), and is given by

$$
\begin{equation*}
\left(\delta K_{2}\right)_{f i}=-\frac{g^{2} S_{d-1}}{2}\langle f| \phi_{\Delta}(1)|i\rangle f_{\Delta \Delta \Delta} \sum_{2 n>\Delta_{T, i}^{\prime}}^{\infty} \frac{u_{n}^{\Delta / 2}}{2 n+\Delta} . \tag{4.35}
\end{equation*}
$$

The shift in energy eigenvalues induced by the above through (4.34) cancels the shift coming from the second line of $K_{3}$ in (4.33) in the $\Delta_{T} \rightarrow \infty$ limit.

## 5 Locality of the Effective Hamiltonian $\boldsymbol{H}_{\text {eff }}$

The Effective Hamiltonian $H_{\text {eff }}$ has two features which make it appear non-local. Firstly, it contains interactions which cannot be expressed as integrated local operator densities such as (4.16), and secondly, it acts on a truncated Hilbert space that is spanned by states with total energy less than $\Delta_{T} / R$. This is a non-local modification of the QFT, since the maximum energy of excitations in one region of space now depends on the energy carried by fields in distant regions of space. However, $H_{\text {eff }}$ is constructed so that its spectrum matches the local QFT, so these non-local effects cancel one another when calculating observables.

In this section, we perform a check for consistency between $H_{\text {eff }}$ and the locally regulated QFT. Specifically, we check the fourth order perturbative correction to the ground state energy, which in Rayleigh-Schrödinger perturbation theory is given by

$$
\begin{equation*}
\mathcal{E}_{0}^{(4)} R=-\frac{V_{0 k} V_{k k^{\prime}} V_{k^{\prime} k^{\prime \prime}} V_{k^{\prime \prime} 0}}{\Delta_{k} \Delta_{k^{\prime}} \Delta_{k^{\prime \prime}}}+\frac{V_{0 k} V_{k 0}}{\Delta_{k}} \cdot \frac{V_{0 k^{\prime}} V_{k^{\prime} 0}}{\Delta_{k^{\prime}}^{2}}, \tag{5.1}
\end{equation*}
$$

where the sums run over CFT states $k, k^{\prime}, k^{\prime \prime} \neq 0$ and we have used $V_{00}=0$. In raw TCSA, these sums should all be cut off so that $\Delta_{k} \leqslant \Delta_{T}$.

We now demonstrate that $\mathcal{E}_{0}^{(4)}$ is UV finite in $H_{\text {eff }}$, when it is also finite in the local theory. We focus on the fourth order, as it is the lowest order in perturbation theory for which there is a subtraction term, and cancellations between the leading and subtraction terms may be spoilt by the UV regulator. This quantity was found to diverge in the limit $\Delta_{T} \rightarrow \infty$ in raw TCSA [20], even when the corresponding quantity in the locally regulated theory was finite. Indeed, for large $\Delta_{T}$, conformal symmetry constrains (5.1) to grow as [20]

$$
\begin{equation*}
\mathcal{E}_{0}^{(4)} \sim-\frac{g^{4} S_{d-1}^{2}}{4 R}\left\{\sum_{n_{1}, n_{2}=0}^{2 n_{1}+2 n_{2}+2 \Delta \leqslant \Delta_{T}}-\sum_{n_{1}, n_{2}=0}^{2 n_{1}+\Delta \leqslant \Delta_{T}} 2 n_{T}+\Delta \leqslant \Delta_{T}\right\}, \tag{5.2}
\end{equation*}
$$

where the $u_{n}^{\Delta}$ are given by (4.19). This difference between sums diverges in the limit $\Delta_{T} \rightarrow \infty$ for $\Delta \geqslant d / 2+1 / 4$.

When using a local regulator, it is more convenient to use the conformal perturbation theory expression for the coefficient

$$
\begin{equation*}
\mathcal{E}_{0}^{(4)}=-\frac{g^{4} S_{d-1}}{4!R} \int \prod_{i=1}^{3} d^{d} x_{i}\left|x_{i}\right|^{\Delta-d}\left\langle\phi_{x_{1}} \phi_{x_{2}} \phi_{x_{3}} \phi_{1}\right\rangle_{c} . \tag{5.3}
\end{equation*}
$$

This expression is finite (in the limit that the local regulator is removed) provided that $\Delta<3 d / 4$, in contrast with raw TCSA.

So far though, our analysis has not accounted for any extra contributions to $H_{\text {eff }}$. To remove divergences in $\Delta_{T}$ at the fourth order in perturbation theory, we should in principle consider contributions to $H_{\text {eff }}$ up to fourth order in the coupling. Nevertheless, we find that only $H_{\text {eff } 2}$ provides the contribution to $\mathcal{E}_{0}^{(4)}$ needed to restore consistency with the local theory.

The expression for $H_{\text {eff } 2}$ as a sum over operators $\mathcal{O}$ is provided in (4.16). For a deformation with $\Delta$ just above $d / 2+1 / 4$, the term in $H_{\text {eff } 2}$ with $\mathcal{O}=\mathbb{1}$ must always be retained. Other operators must also be retained if they are sufficiently relevant, but since their presence is model dependent, they cannot cancel the universal divergence appearing in (5.2). We therefore consider the contribution to $\mathcal{E}_{0}^{(4)}$ coming from the interaction

$$
\begin{equation*}
\left(K_{2}\right)_{f i}=\frac{g^{2} S_{d-1}}{2} \delta_{f i} \sum_{n=0}^{2 n+\Delta+\Delta_{i} \leqslant \Delta_{T}} \frac{u_{n}^{\Delta}}{2 n+\Delta} . \tag{5.4}
\end{equation*}
$$

Since (5.4) is a diagonal matrix, the only contribution it can make to $\mathcal{E}_{0}^{(4)}$ is given by

$$
\begin{equation*}
\delta \mathcal{E}_{0}^{(4)} R=\frac{V_{0 k}\left(K_{2}\right)_{k k^{\prime}} V_{k^{\prime} 0}}{\Delta_{k} \Delta_{k^{\prime}}}-\left(K_{2}\right)_{00} \frac{V_{0 k} V_{k 0}}{\Delta_{k}^{2}} . \tag{5.5}
\end{equation*}
$$

The last factor in (5.5) is given by

$$
\begin{equation*}
\frac{V_{0 k} V_{k 0}}{\Delta_{k}^{2}}=\frac{g^{2} S_{d-1}}{2} \sum_{n=0}^{2 n+\Delta \leqslant \Delta_{T}} \frac{u_{n}^{\Delta}}{(2 n+\Delta)^{2}} . \tag{5.6}
\end{equation*}
$$

We use this result to rewrite both terms in (5.5), finding that the first term equals minus the first sum in (5.2), and the second term equals minus the second sum in (5.2). We conclude that (5.5) and (5.2) cancel each other exactly.

We have thus explicitly shown that a non-local interaction in $H_{\text {eff } 2}$ cancels a UV divergence that arises at higher order in perturbation theory, due to the non-local nature of the Hamiltonian Truncation cutoff $\Delta_{T}$. The finiteness of $\mathcal{E}_{0}^{(4)}$ for $\Delta<3 d / 4$ is necessary for consistency with the locally regulated theory.

Furthermore, we can see that $H_{\text {eff } 3}$ or $H_{\text {eff } 4}$ will not make a contribution to the spectrum that diverges in the $\Delta_{T} \rightarrow \infty$ limit, unless $\Delta \geqslant 2 d / 3$ so that a local counterterm beyond second order is needed to renormalise the theory. By assumption, the infinite dimensional matrix $H(\epsilon)=\Delta+V(\epsilon)$ incorporates all the local counterterms required for a
finite spectrum. If $\Delta<2 d / 3$, then $H(\epsilon)$ will have no terms that depend on the coupling as $g^{3}$ or $g^{4}$. In the large $\Delta_{T}$ limit, it can be seen that $H_{\text {eff }}$ coincides with $H(\epsilon)$, for instance from (2.11). We therefore expect $H_{\text {eff } 3}$ and $H_{\text {eff } 4}$ to vanish in the $\Delta_{T} \rightarrow \infty$ limit.

In appendix C we show that the finiteness of the spectrum proceeds to $O\left(V^{6}\right)$ as expected, thanks to the addition of the non-local $K_{2}$. We also comment on the connections of this calculation with previous studies in $\phi^{4}$ theory.

## 6 Discussion

In this work, we have described a procedure for applying Hamiltonian Truncation when the QFT under investigation has UV divergences that require renormalisation. Our procedure involves extra steps beyond those required for renormalisation in perturbative QFT with a local regulator, such as dim-reg. This is because Hamiltonian Truncation calculations involve approximating the original QFT with a quantum theory in a finite dimensional Hilbert space, which is a non-local modification of the original theory. We believe this is an important step towards turning Hamiltonian truncation into a universal tool, that can be applied to any renormalisable QFT.

To implement renormalisation, we first had to define an Effective Hamiltonian that shared the exact low energy spectrum of the original Hamiltonian but had finite dimensionality. We provided an alternative representation for an effective Hamiltonian, first defined in [34] in section 2, and proved that the spectra of the UV theory and the Effective Hamiltonian match.

Our main analysis includes a perturbative calculation of this Effective Hamiltonian, applicable to QFTs defined as an ultraviolet CFT deformed with a relevant operator. By first introducing a local regulator and local counterterms for the QFT, and then defining an effective Hamiltonian for this finite theory that allows the local regulator to be removed analytically, we demonstrated how ultraviolet divergences can be consistently canceled, and how renormalisation can be applied in the context of Hamiltonian Truncation.

Our renormalisation procedure makes the choice of scheme transparent, enabling direct comparison between Hamiltonian Truncation calculations and results derived using other methods. It also provides explicit expressions for the non-local interactions that must be included in the renormalised effective Hamiltonian to ensure UV finiteness. As well as presenting a general argument, valid at all orders in perturbation theory for the consistency of our approach, we have also provided direct non-trivial checks using perturbation theory up to $O\left(V^{6}\right)$, showing the cancellation of UV divergences.

It is important now to apply this procedure non-perturbatively to numerical Hamiltonian Truncation calculations in QFTs with UV divergences. For example, these methods are well suited to studying conjectured renormalisation group flows between two-dimensional CFTs, e.g. [37-39], as well as exploring the rich variety of strongly coupled flows in $d=1+1$ more generally. It will also be very worthwhile to investigate QFTs in higher dimensions, such as $\phi^{4}$-theory in $d=2+1$ (building on an earlier exploratory study [15] using the massive Fock space approach), and Quantum Electrodynamics in $d=2+1$.
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## A Alternative Effective Hamiltonians

## A. 1 The Schrieffer-Wolff Effective Hamiltonian

The Schrieffer-Wolff Hamiltonian [40] may be interpreted as an effective Hamiltonian (see also [41] for a pedagogical introduction). It is defined as the following canonical transformation and projection of the full theory Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{eff}}^{S W}=\left[e^{S}\left(H_{0}+g V\right) e^{-S}\right]_{l}, \tag{A.1}
\end{equation*}
$$

where $g$ is the coupling parameter, and the subscript $l$ indicates projection of the operator in square brackets onto the subspace $\mathcal{H}_{l}$. Then $H_{\text {eff }}^{S W}$ is fully specified if we further require that:

1. $S$ is analytic in the coupling $g$ and vanishes when $g=0$ so that

$$
\begin{equation*}
S=g S_{1}+g^{2} S_{2}+g^{3} S_{3}+\ldots \tag{A.2}
\end{equation*}
$$

2. $S$ has a block matrix structure. In particular its matrix elements between pairs of states in $\mathcal{H}_{l}$ vanish, and it is anti-unitary:

$$
S=\left(\begin{array}{cc}
0 & -s_{h l}^{\dagger}  \tag{A.3}\\
s_{h l} & 0
\end{array}\right) .
$$

3. The canonical transformation induced by $e^{S}$ yields a block diagonalisation of the full Hamiltonian

$$
e^{S}\left(H_{0}+g V\right) e^{-S}=\left(\begin{array}{cc}
H_{\mathrm{eff}}^{S W} & 0  \tag{A.4}\\
0 & H_{h h}
\end{array}\right) .
$$

The definition in (A.1) will automatically produce a Hermitian effective Hamiltonian as $S$ is anti-unitary. Furthermore, the similarity transformation of the Hamiltonian induced by $e^{S}$ preserves eigenvalues, and taking only the top left block of a block diagonal matrix will not affect eigenvalues either. The SW effective Hamiltonian energy eigenvalues will automatically match their counterparts in the full theory.

By working perturbatively in $g$, the SW Hamiltonian may be determined explicitly. The identity for matrix exponentials $e^{A} B e^{-A}=B+[A, B]+\ldots$ can be used to obtain

$$
\begin{align*}
e^{S}\left(H_{0}+g V\right) e^{-S}=H_{0}+g(V & \left.+\left[S_{1}, H_{0}\right]\right) \\
& +g^{2}\left(\frac{1}{2}\left[S_{1},\left[S_{1}, H_{0}\right]\right]+\left[S_{1}, V\right]+\left[S_{2}, H_{0}\right]\right)+\ldots . \tag{A.5}
\end{align*}
$$

Working to $O(g)$, the elements of the matrix equation above in the two off-diagonal blocks can be made to vanish by taking

$$
\begin{equation*}
\left[S_{1}, H_{0}\right]=-V_{\text {off-diag }}, \tag{A.6}
\end{equation*}
$$

where $V_{\text {off-diag }}$ represents the off-diagonal blocks of $V$. This yields the following result for $s_{h l}$ to linear order in $g$

$$
\begin{equation*}
s_{h l}=\frac{V_{h l}}{E_{h}-E_{l}} . \tag{A.7}
\end{equation*}
$$

Plugging this result into (A.5), and taking only the top left matrix block gives the SW Hamiltonian up to second order in the coupling

$$
\begin{equation*}
\left(H_{\mathrm{eff}}^{S W}\right)_{f i}=\delta_{f i} E_{i}+g V_{f i}+\frac{g^{2}}{2}\left(\frac{V_{f h} V_{h i}}{E_{f h}}+\frac{V_{f h} V_{h i}}{E_{i h}}\right)+O\left(g^{3}\right), \tag{A.8}
\end{equation*}
$$

where $E_{j k} \equiv E_{j}-E_{k}$ and we have also used the fact that the top left block of $\left[S_{2}, H_{0}\right]$ is zero, which follows from block matrix structure of $S$. A sum over the states of the high energy subspace $\mathcal{H}_{h}$ is implied by the repeated index $h$ in the numerators of the $O\left(g^{2}\right)$ terms. If the full theory is a UV regulated and renormalised QFT, the sum over $h$ will yield a finite result.

The higher order contributions to $H_{\text {eff }}^{S W}$ can be calculated by expanding (A.5) to higher orders in $g$, demanding that the off diagonal blocks of $e^{S}\left(H_{0}+g V\right) e^{-S}$ vanish at every order, and then reading off the top left block. At third order, the result is

$$
\begin{equation*}
\left(H_{\mathrm{eff}}^{S W}\right)_{f i}=\frac{1}{2} \frac{V_{f h_{1}} V_{h_{1} h_{2}} V_{h_{2} i}}{E_{h_{1} f} E_{h_{2} f}}-\frac{1}{2} \frac{V_{f l} V_{l h} V_{h i}}{E_{h f} E_{h l}}+\text { h.c. } \tag{A.9}
\end{equation*}
$$

In this instance, all the repeated $h_{i}$ and $l$ numerator indices are summed over. The $h_{i}$ label states in $\mathcal{H}_{h}$, whereas the $l$ index labels states in $\mathcal{H}_{l}$.

The fourth order result is:

$$
\begin{align*}
\left(H_{\text {eff } 4}^{S W}\right)_{f i}= & -\frac{1}{2} \frac{V_{f h_{1}} V_{h_{1} h_{2}} V_{h_{2} h_{3}} V_{h_{3} i}}{E_{h 1 f} E_{h 2 f} E_{h 3 f}}+\frac{1}{2} \frac{V_{f h_{1}} V_{h_{1} h_{2}} V_{h_{2} l_{1}} V_{l_{1} i}}{E_{h_{1} i} E_{h_{1} l_{1}} E_{h_{2} l_{1}}} \\
& +\frac{1}{2} \frac{V_{f h_{1}} V_{h_{1} h_{2}} V_{h_{2} l_{1}} V_{l_{1} i}}{E_{h_{1} i} E_{h_{2} i} E_{h_{1} l_{1}}}-\frac{1}{2} \frac{V_{f h_{1}} V_{h_{1} l_{1}} V_{l_{1} l_{2}} V_{l_{2} i}}{E_{h_{1} i} E_{h_{1} l_{1}} E_{h_{1} l_{2}}} \\
& +\frac{1}{3!} \frac{V_{f h_{1}} V_{h_{1} l_{1}} V_{l_{1} h_{2}} V_{h_{2} i}}{E_{h_{1} f} E_{h_{2} f} E_{h_{1} l_{1}}}+\frac{2}{3!} \frac{V_{f h_{1}} V_{h_{1} l_{1}} V_{l_{1} h_{2}} V_{h_{2} i}}{E_{h_{1} f} E_{h_{2} f} E_{h_{2} l_{1}}}+\frac{1}{3!} \frac{V_{f h_{1}} V_{h_{1} l_{1}} V_{l_{1} 2_{2}} V_{h_{2} i}}{E_{h_{2} f} E_{h_{1} 1}} E_{h_{2} l_{1}} \\
& -\frac{1}{4!} \frac{V_{f h_{1} V_{h_{1} l_{1}} V_{l_{1} h_{2}} V_{h_{2} i}}^{E_{h_{1} f} E_{h_{2} l_{1}} E_{h_{1} l_{1}}}-\frac{3}{4!} \frac{V_{f h_{1}} V_{h_{1} l_{1}} V_{l_{1} h_{2}} V_{h_{2} i}}{E_{h_{1} f} E_{h_{1} l_{1}} E_{h_{2} i}}+\text { h.c. }}{} \tag{A.10}
\end{align*}
$$

Again, repeated indices $l_{i}$ and $h_{i}$ in the numerators indicate sums over all states in the subspaces $\mathcal{H}_{l}$ and $\mathcal{H}_{h}$ respectively.

## A. 2 Connection with Rayleigh-Schrödinger Perturbation Theory

Consider the following operator, acting on the low energy subspace of states $\mathcal{H}_{l}$ :

$$
\begin{equation*}
\langle f| H_{\mathrm{eff}}^{R S}|i\rangle=\frac{\langle f|\left[\Sigma\left(H_{0}+V\right) \Sigma^{\dagger}\right]_{l}|i\rangle}{\langle f| \Sigma_{l}|f\rangle\langle i| \Sigma_{l}|i\rangle^{-1}} . \tag{A.11}
\end{equation*}
$$

By (2.19), this operator would be a simple diagonal matrix of exact energy eigenvalues. We may therefore regard (A.11) as an alternative effective Hamiltonian.

In practice, $\Sigma_{l}$ and (A.11) need to be evaluated using perturbation theory. The diagonal elements of (A.11) will end up being the Rayleigh-Schrödinger (RS) perturbation theory expressions for state energies. Each successive order in RS perturbation theory is suppressed with respect to the last by factors that scale as $V_{i j} / E_{i j}$. For closely separated energy levels $i$ and $j$ in $\mathcal{H}_{l}$ and a strong interaction $V$, this factor may be large, in which case truncating the RS series at any fixed order would introduce a large error. For this reason, (A.11) would be a poor choice of effective Hamiltonian.

By contrast, elements of the CFHL Hamiltonian in (2.15), or the SW Hamiltonian in (A.1), have a much more convergent perturbative series. Successive orders are suppressed by factors that scale as $V_{l h} /\left(E_{l}-E_{h}\right)$ with $l \in \mathcal{H}_{l}$ and $h \in \mathcal{H}_{h}$. At least for the states with energies far below the cutoff, the denominator will be large $\left|E_{l}-E_{h}\right| \gtrsim \Delta_{T} / R$.

## B Generalisation of the operator product expansion

In this section, we derive a useful formula for simplifying CFT correlation functions. It can be applied whenever a subset of operators are close together, so that the distances between each of them and a chosen point are all smaller than the distance from that point to any other operator. When only two operators are included in the subset of nearby operators, using this formula is no different from applying the operator product expansion (OPE). However, this formula is more general and can be applied when three or more operators are included in the subset of nearby operators.

Correlation functions in a CFT can be interpreted using radial quantisation (see ref. [42] for a pedagogical introduction), in which case they act in the order determined by their distances from a given point $y$

$$
\begin{align*}
& \left\langle\mathcal{O}_{1}\left(x_{1}\right) \ldots \mathcal{O}_{n}\left(x_{n}\right)\right\rangle=\langle 0| \mathcal{O}_{P(n)}\left(x_{P(n)}\right) \ldots \mathcal{O}_{P(1)}\left(x_{P(1)}\right)|0\rangle,  \tag{B.1}\\
& \text { where } \quad\left|x_{P(1)}-y\right| \leqslant\left|x_{P(2)}-y\right| \leqslant \ldots\left|x_{P(n)}-y\right| \tag{B.2}
\end{align*}
$$

and $P$ is the permutation of indices $1 \ldots n$ which ensures (B.2). In general, the ordering of operators in (B.1) depends on the choice made for $y$, the radial quantisation origin.

We can also insert a complete set of states between any pair of operators in (B.1) and leave the correlation function unchanged

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(x_{1}\right) \ldots \mathcal{O}_{n}\left(x_{n}\right)\right\rangle=\sum_{k}\langle 0| \mathcal{O}_{P(n)} \ldots \mathcal{O}_{P(m)}|k\rangle\langle k| \mathcal{O}_{P(m-1)} \ldots \mathcal{O}_{P(1)}|0\rangle \tag{B.3}
\end{equation*}
$$

where $m$ is an integer in the range $2<m<n$, and we have suppressed the spatial indices of the operators for brevity. Using the state operator correspondence, a set of states which completely spans the CFT Hilbert space can be constructed by acting on the vacuum with all possible local operators

$$
\begin{equation*}
|k\rangle \rightarrow \mathcal{O}(y)|0\rangle, \quad\langle k| \rightarrow \lim _{s \rightarrow \infty}|s|^{2 \Delta_{\mathcal{O}}}\langle 0| \mathcal{O}(s) \equiv\langle 0| \mathcal{O}(\infty) \tag{B.4}
\end{equation*}
$$

so that

$$
\begin{align*}
\left\langle\mathcal{O}_{1}\left(x_{1}\right) \ldots \mathcal{O}_{n}\left(x_{n}\right)\right\rangle & =\sum_{\mathcal{O}}\langle 0| \mathcal{O}_{P(n)} \ldots \mathcal{O}_{P(m)} \mathcal{O}(y)|0\rangle\langle 0| \mathcal{O}(\infty) \mathcal{O}_{P(m-1)} \ldots \mathcal{O}_{P(1)}|0\rangle,  \tag{B.5}\\
& =\sum_{\mathcal{O}}\left\langle\mathcal{O}_{P(n)} \ldots \mathcal{O}_{P(m)} \mathcal{O}(y)\right\rangle\left\langle\mathcal{O}(\infty) \mathcal{O}_{P(m-1)} \ldots \mathcal{O}_{P(1)}\right\rangle \tag{B.6}
\end{align*}
$$

The sum runs over all CFT operators, including both primaries and descendants. The formula above is a general result, valid for any CFT correlation function and any choice of radial quantisation origin $y$.

When $m=3$, using the formula (B.6) is equivalent to using the OPE. To demonstrate this explicitly, we take $y=x_{2}$ and make the identification

$$
\begin{equation*}
C_{12 j}\left(x_{12}, \partial_{2}\right) \mathcal{O}_{j}\left(x_{2}\right)=\sum_{\text {desc. of } j} \mathcal{O}\left(x_{2}\right)\left\langle\mathcal{O}(\infty) \mathcal{O}_{1}\left(x_{1}\right) \mathcal{O}_{2}\left(x_{2}\right)\right\rangle, \tag{B.7}
\end{equation*}
$$

where the sum runs over primary operator $\mathcal{O}_{j}$ and all of its descendants. Then (B.6) gives

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(x_{1}\right) \ldots \mathcal{O}_{n}\left(x_{n}\right)\right\rangle=\sum_{j} C_{12 j}\left(x_{12}, \partial_{2}\right)\left\langle\mathcal{O}_{j}\left(x_{2}\right) \mathcal{O}_{3}\left(x_{3}\right) \ldots \mathcal{O}_{n}\left(x_{n}\right)\right\rangle \tag{B.8}
\end{equation*}
$$

provided that $\left|x_{12}\right|<\left|x_{23}\right|, \ldots\left|x_{2 n}\right|$. We see that we have the same result you would get by using the OPE for operators $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$.

For $m=4$ and $n=5$, we derive another useful result, which we use to simplify the computation of the third order effective hamiltonian in section 4.2. If we consider the matrix element below and radially order it, picking $y=1$ as our radial quantisation origin, we find

$$
\begin{equation*}
\langle f| \phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)|i\rangle=\left\langle\mathcal{O}_{f}(\infty) \mathcal{O}_{i}(0) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right) \phi_{\Delta}(1)\right\rangle, \tag{B.9}
\end{equation*}
$$

where we have assumed that $\left|1-x_{1}\right|,\left|1-x_{2}\right|<1$ when radially ordering. Applying (B.6) then yields

$$
\begin{align*}
\langle f| \phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)|i\rangle & =\sum_{\mathcal{O}}\left\langle\mathcal{O}_{f}(\infty) \mathcal{O}_{i}(0) \mathcal{O}(1)\right\rangle\left\langle\mathcal{O}(\infty) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right) \phi_{\Delta}(1)\right\rangle,  \tag{B.10}\\
& =\sum_{\mathcal{O}}\langle f| \mathcal{O}(1)|i\rangle\left\langle\mathcal{O}(\infty) \phi_{\Delta}(1) \phi_{\Delta}\left(x_{2}\right) \phi_{\Delta}\left(x_{1}\right)\right\rangle, \tag{B.11}
\end{align*}
$$

as shown in (4.23).

## C Higher order corrections and $\phi^{4}$ theory

In this section we would like to explain how to apply the construction that we have introduced in the main text to the $\phi^{4}$ perturbation of the free massive scalar theory. The derivations that we perform next apply more generally and have a structural similarity with Conformal Perturbation Theory. We elucidate this point at the end of the section.

## C. 1 Fourth order corrections

In section 5 we explained how locality is restored to $O\left(V^{4}\right)$ in the context of conformal perturbation theory. Specifically we showed that $K_{2}$ cancels unphysical UV divergences in the Casimir energy at $O\left(V^{4}\right)$. The purpose of this section is to derive the analogous result in the context of the $\phi^{4}$ perturbation of free massive theory.

Recall that

$$
\begin{equation*}
\mathcal{E}_{0}^{(4)}=-\frac{V_{0 k_{1}} V_{k_{1} k_{2}} V_{k_{2} k_{3}} V_{k_{3} 0}}{E_{k_{1}} E_{k_{2}} E_{k_{3}}}-\mathcal{E}_{2}^{(0)} \frac{V_{0 k} V_{k 0}}{E_{k}^{2}} . \tag{C.1}
\end{equation*}
$$

In ref. [15] it was shown that the following contributions to the first term in (C.1) grow the fastest in the limit $E_{T} \rightarrow \infty$

where have defined $d \widetilde{E}_{i} \equiv d E_{i} /(2 \pi) \Phi_{4}\left(E_{i}\right)$, and where $\Phi_{4}\left(E_{i}\right)$ is the four-particle phase space. ${ }^{5}$ In particular, because $\Phi_{4}(x) \sim x$ in $d=2+1$ spacetime dimensions, these diagrams diverge as $E_{T} \rightarrow \infty$, for this spacetime dimension. The notation $\int_{4 m}^{x \leqslant E_{T}} \equiv \int_{4 m}^{\infty} \theta\left(x-E_{T}\right)$, where $\theta$ is the Heaviside step function. The second term in (C.1) is given by

$$
\begin{equation*}
-\mathcal{E}_{2}^{(0)} \times \frac{V_{0 k} V_{k 0}}{E_{k}^{2}}=\int_{4 m}^{E_{T}} \frac{1}{E_{1}^{2}} \frac{1}{E_{2}^{2}} d \widetilde{E}_{1} d \widetilde{E}_{2} . \tag{C.3}
\end{equation*}
$$

Because in Hamiltonian Truncation the states have energy bounded by $E_{T}$, in (C.2) we have indicated by dashed vertical lines cuts through the diagrams indicating the propagating energy between any to consecutive vertices. These are old fashioned perturbation theory diagrams, where time flows horizontally, lines denote on-shell particles and the order of the vertices in the time direction matters.

In $\phi^{4}$ theory in $d=2+1$ dimensions we do not expect any UV divergence in the vacuum energy at $O\left(V^{4}\right)$. However, when truncating the theory $H_{0}+V$, with $V=\int d^{2} x \phi^{4}$, (C.2) and (C.3) do not cancel [15]

$$
\begin{equation*}
(\mathrm{C} .2)+(\mathrm{C} .3) \sim E_{T}-8 \log \left(E_{T} / m\right)+O\left(E_{T}^{0}\right), \tag{C.4}
\end{equation*}
$$

because of truncation on the maximal propagating energy. It turns out that this new type of divergences appear at all orders in perturbation theory.

In this work we have argued that the way to deal with these effects is to perform usual local-regulator renormalisation, and then computed an Effective Hamiltonian to the same order as the needed local conterterms. In this way we are able derive an effective truncated Hamiltonian

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{0}+V+K \tag{C.5}
\end{equation*}
$$

[^4]where the dependence on the local regulator has been removed. Carrying out this procedure for the vacuum two-point divergence, we are left with
\[

$$
\begin{equation*}
\left(K_{2}\right)_{i j}=k\left(E_{1}\right) \delta_{i j}+\ldots \quad \text { where } \quad k\left(E_{1}\right)=\int_{4 m}^{E_{1}+E_{2} \leqslant E_{T}} \frac{d \widetilde{E}_{2}}{E_{2}} \tag{C.6}
\end{equation*}
$$

\]

where the dots $\cdots$ denote contributions not proportional to the identity operator.
In order to re-calculate the two-point function contributions to $\mathcal{E}_{0}^{(4)}$, first we note that (C.6) sets to zero $\mathcal{E}_{0}^{(2)}$. Therefore we do not have the contribution in (C.3) in the $\left(H_{0}+V\right)_{i j}+k\left(E_{i}\right) \delta_{i j}$ theory. Next we need to take into account the diagrams with a single insertion of $k$. The only contribution is given by

$$
\begin{equation*}
\overbrace{E_{1}}^{E_{E_{1}}}=-\int_{4 m}^{E_{1} \leqslant E_{T}} \frac{1}{E_{1}^{2}} k\left(E_{1}\right) d \widetilde{E}_{1} . \tag{C.7}
\end{equation*}
$$

The operator $K_{2}$ is a non-local interaction and therefore we do not represent as a vertex in a diagram. It is instead represented by acting on all particles at a given time-slice, irrespective of the distance among the particles. Next note that (C.7) nicely cancels (C.2), thus $\mathcal{E}_{0}^{(4)}$ is finite in this theory!

We remark that we have only added a second orrder operator $K_{2}$ to the Hamiltonian, and nonetheless it has cured an inconsistency of raw Hamiltonian Truncation at order $O\left(V^{4}\right)$. Next we present an explicit check that this consistency continues to hold at higher orders.

## C. 2 Sixth order corrections

Here we discuss the most divergent contributions to the vacuum energy at sixth order, that arise from diagrams involving two-point functions only. These arise from the following term

$$
\begin{equation*}
\mathcal{E}_{0}^{(6)}=\frac{V_{0 k_{1}} V_{k_{1} k_{2}} V_{k_{2} k_{3}} V_{k_{3} k_{4}} V_{k_{4} k_{5}} V_{k_{5} 0}}{E_{k_{1}} E_{k_{2}} E_{k_{3}} E_{k_{4}} E_{k_{5}}}+\cdots . \tag{C.8}
\end{equation*}
$$

The $\cdots$ involve terms that are unimportant for our current purposes. There are many diagrams with vacuum two-point functions only that contribute to the first term in (C.8). It is useful to divide them into two groups. The first group consists of diagrams that contain cuts involving two vacuum bubbles at most:

$$
\begin{align*}
& =\int_{4 m}^{\frac{E_{1}+E_{2} E_{2} E_{T}}{E_{2}+E_{3} \leqslant E_{T}} \frac{1}{E_{1}} \frac{1}{E_{1}+E_{2}} \frac{1}{E_{2}} \frac{1}{E_{2}+E_{3}} \frac{1}{E_{3}} d \widetilde{E}_{1} d \widetilde{E}_{2} d \widetilde{E}_{3}, ~}  \tag{C.9}\\
& =\int_{4 m}^{E_{1}+E_{3} \leqslant E_{T} \leqslant E_{T}} \frac{1}{E_{1}} \frac{1}{E_{1}+E_{2}} \frac{1}{E_{1}} \frac{1}{E_{1}+E_{3}} \frac{1}{E_{3}} d \widetilde{E}_{1} d \widetilde{E}_{2} d \widetilde{E}_{3},  \tag{C.10}\\
& =\int_{4 m}^{\substack{E_{1}+E_{3} \leqslant E_{T} \\
E_{1}+E_{2} \leqslant E_{T}}} \frac{1}{E_{2}} \frac{1}{E_{1}+E_{2}} \frac{1}{E_{1}} \frac{1}{E_{1}+E_{3}} \frac{1}{E_{1}} d \widetilde{E}_{1} d \widetilde{E}_{2} d \widetilde{E}_{3},  \tag{C.11}\\
& \int_{4 m}^{E_{1}+E_{3} \leqslant E_{T}} E_{3} \leqslant E_{T} \frac{1}{E_{1}} \frac{1}{E_{1}+E_{2}} \frac{1}{E_{1}} \frac{1}{E_{1}+E_{3}} \frac{1}{E_{1}} d \widetilde{E}_{1} d \widetilde{E}_{2} d \widetilde{E}_{3} \text {. } \tag{C.12}
\end{align*}
$$

Adding these four diagrams above we are lead to

$$
\begin{equation*}
\int_{4 m}^{\stackrel{E_{1}+E_{3} \leqslant E_{T}}{E_{2}+E_{3} \leqslant E_{T}}} \frac{1}{E_{1}^{3}} \frac{1}{E_{2}} \frac{1}{E_{3}} d \widetilde{E}_{1} d \widetilde{E}_{2} d \widetilde{E}_{3} \tag{C.13}
\end{equation*}
$$

The second group involves three bubbles overlapping at the same moment in time:


Adding all these diagrams we are lead to

$$
\begin{equation*}
\int_{4 m}^{E_{1}+E_{2}+E_{3} \leqslant E_{T}} \frac{1}{E_{1}^{2}} \frac{1}{E_{2}} \frac{1}{E_{3}} \frac{1}{E_{1}+E_{2}} d \widetilde{E}_{1} d \widetilde{E}_{2} d \widetilde{E}_{3} \tag{C.20}
\end{equation*}
$$

Next we need to consider diagrams involving $K_{2}$. Again it is useful to separate diagrams into two groups. The first group contain a cut with at most two two-point vacuum bubbles:

$$
\begin{align*}
& =-2 \int_{4 m}^{E_{1}+E_{2} \leqslant E_{T}} \frac{1}{E_{1}} k\left(E_{1}\right) \frac{1}{E_{1}} \frac{1}{E_{1}+E_{2}} \frac{1}{E_{2}} d \widetilde{E}_{1} d \widetilde{E}_{2},  \tag{C.21}\\
& =-2 \int_{4 m}^{E_{1}+E_{2} \leqslant E_{T}} \frac{1}{E_{1}} k\left(E_{1}\right) \frac{1}{E_{1}} \frac{1}{E_{1}+E_{2}} \frac{1}{E_{1}} d \widetilde{E}_{1} d \widetilde{E}_{2},  \tag{C.22}\\
& E_{1} \leqslant E_{T}  \tag{C.23}\\
& \frac{1}{E_{1}} k\left(E_{1}\right) \frac{1}{E_{1}} k\left(E_{1}\right) \frac{1}{E_{1}} d \widetilde{E}_{1} .
\end{align*}
$$

Adding the last three equations we get an exact cancelation against (C.13). The remaining diagrams involving $K_{2}$ are given by


The last equation exactly cancels (C.20). This calculation explicitly shows the restoration of locality at $O\left(V^{6}\right)$ !

## C. 3 Generalisations

In this appendix we have shown that $K$ restores locality of the Hamiltonian Truncation computations. We did so for the most UV divergent diagrams only. These consist in diagrams containing the maximum possible number of disconnected two-point functions.

The computations here presented can be easily generalised because the particularities of the specific theory are hidden in the measure of the integrals $d \widetilde{E}_{i}$. Therefore the analysis is easily extended to any spacetime dimension or theory by picking the correct phasespace functions. Importantly the structure of cancelations between diagrams involving $K$ and diagrams involving only $H_{0}+V$ will remain true. It also generalises to Conformal Perturbation Theory ${ }^{6}$ where

$$
\begin{equation*}
\int_{4 m}^{\infty} d \widetilde{E}_{i} \longrightarrow \int_{0}^{\infty} d E_{i} \sum_{n=0}^{\infty} u_{n}^{2 \Delta} \delta\left(E_{i}-(2 n+\Delta) / R\right) \tag{C.25}
\end{equation*}
$$

Then each diagram in the previous section has an analog as an integral of an $n$-point function in the TCSA cylinder with a particular time ordering. For instance

which is given by the following integral [20]

$$
\begin{equation*}
\int \prod_{i=1}^{3} d^{d-1} x_{i} \sum_{k, k^{\prime}}^{\Delta_{k}+\Delta_{k^{\prime}} \leqslant \Delta_{T}} \frac{1}{\Delta_{k} \Delta_{k^{\prime}}\left(\Delta_{k}+\Delta_{k^{\prime}}\right)}\langle 0| \phi_{0, \vec{n}}\left|k^{\prime}\right\rangle\left\langle k^{\prime}\right| \phi_{0, \vec{x}_{2}}|0\rangle\langle 0| \phi_{0, \vec{x}_{3}}\left|k^{\prime}\right\rangle\left\langle k^{\prime}\right| \phi_{0, \vec{x}_{1}}|0\rangle ; \tag{C.27}
\end{equation*}
$$

or, for instance


[^5]which is instead given by
\[

$$
\begin{equation*}
\int \prod_{i=1}^{3} d^{d-1} x_{i} \sum_{k, k^{\prime}}^{\Delta_{k}+\Delta_{k^{\prime}} \leqslant \Delta_{T}} \frac{1}{\Delta_{k^{\prime}}^{2}\left(\Delta_{k}+\Delta_{k^{\prime}}\right)}\langle 0| \phi_{0, \vec{n}}\left|k^{\prime}\right\rangle\left\langle k^{\prime}\right| \phi_{0, \vec{x}_{1}}|0\rangle\langle 0| \phi_{0, \vec{x}_{3}}\left|k^{\prime}\right\rangle\left\langle k^{\prime}\right| \phi_{0, \vec{x}_{2}}|0\rangle . \tag{C.29}
\end{equation*}
$$

\]

## D Useful formulae for evaluating $\boldsymbol{K}_{\mathbf{3}}$

In this section, we evaluate the integral in (4.28) to obtain an expression for it in the form of a finite sum of terms, depending on elementary functions. This function can be evaluated numerically more easily than the integral.

To begin, we express the integrand as a linear combination of Gegenbauer polynomials $C_{l}^{\alpha}(\cos \theta)$ with $\alpha=(d-2) / 2$

$$
\begin{equation*}
C_{l}^{\Delta}(\cos \theta)=\sum_{k=0}^{l} \mathcal{A}_{l, k} C_{k}^{\frac{d-2}{2}}(\cos \theta) \tag{D.1}
\end{equation*}
$$

where the expansion coefficients are found to be

$$
\begin{align*}
\mathcal{A}_{l, k}= & \frac{2^{1-2 k-2 \Delta} \sqrt{\pi} \Gamma\left(\frac{d-2}{2}\right) \Gamma(k+l+2 \Delta)}{\Gamma(\Delta) \Gamma(l-k+1) \Gamma\left(k+\Delta+\frac{1}{2}\right) \Gamma\left(k+\frac{d}{2}-1\right)} \\
& \times{ }_{3} F_{2}\left(k+\frac{d-1}{2}, k-l, k+l+2 \Delta ; 2 k+d-1, k+\Delta+\frac{1}{2} ; 1\right) \tag{D.2}
\end{align*}
$$

after using results from appendix $G$ of [16]. Since Gegenbauer polynomials $C_{l}^{\alpha}(\cos \theta)$ are odd functions in $\cos \theta$ when $l$ is odd, and even functions when $l$ is even, the coefficients $\mathcal{A}_{l, k}$ will vanish unless $l$ and $k$ are both even or both odd. These polynomials are orthogonal with respect to the measure for spherical coordinates in $d-1$ dimensions, and therefore form a more convenient basis of functions

$$
\begin{equation*}
\int_{S_{d-1}} d^{d-1} x C_{n}^{(d-2) / 2}(\cos \theta) C_{m}^{(d-2) / 2}(\cos \theta)=\delta_{n m} \frac{2^{3-d} \pi \Gamma(n+d-2)}{n!\left(n+\frac{d-2}{2}\right)\left[\Gamma\left(\frac{d-2}{2}\right)\right]^{2}} S_{d-2} \tag{D.3}
\end{equation*}
$$

The measure above can be written explicitly as $d^{d-1} x=(\sin \theta)^{d-2} d \theta(\sin \phi)^{d-3} d \phi \ldots$ in terms of the $d-1$ angular coordinates.

To do the integral in (4.28), we orient the two sets of spherical coordinates so that $\cos \gamma=\cos \theta_{1} \cos \theta_{2}+\sin \theta_{1} \sin \theta_{2} \cos \phi_{1}$. We then use the Gegenbauer polynomial addition formula [43] shown below

$$
\begin{equation*}
C_{n}^{\frac{d-2}{2}}(\cos \gamma)=\sum_{m=0}^{n} B_{n, m}\left(\sin \theta_{1}\right)^{m} C_{n-m}^{m+\frac{d-2}{2}}\left(\cos \theta_{1}\right)\left(\sin \theta_{2}\right)^{m} C_{n-m}^{m+\frac{d-2}{2}}\left(\cos \theta_{2}\right) C_{k}^{\frac{d-3}{2}}\left(\cos \phi_{1}\right) \tag{D.4}
\end{equation*}
$$

The only term in (D.4) that survives after integrating over $\phi_{1}$ is the $m=0$ term, as a result of the orthogonality relation (D.3) and $1=C_{0}^{\frac{d-3}{2}}(\cos \phi)$. The only coefficients from (D.4)
that we need are

$$
\begin{equation*}
B_{n, 0}=\frac{n!\Gamma(d-2)}{\Gamma(d-2+n)} . \tag{D.5}
\end{equation*}
$$

Plugging the series expansions (D.1) and then (D.4) into (4.28), and integrating using (D.3) yields

$$
\begin{equation*}
X_{n_{1}, n_{2}, n_{3}}=\sum_{k=0}^{\operatorname{Min}\left(n_{1}, n_{2}, n_{3}\right)} \frac{\Gamma(k+d-2)}{k![\Gamma(d-2)]^{-1}}\left(\frac{2^{3-d} \pi S_{d-2}}{\left(k+\frac{d-2}{2}\right)\left[\Gamma\left(\frac{d-2}{2}\right)\right]^{2}}\right)^{2} \mathcal{A}_{n_{1}, k} \mathcal{A}_{n_{2}, k} \mathcal{A}_{n_{3}, k}, \tag{D.6}
\end{equation*}
$$

a convenient expression for numerical evaluation. This function is manifestly symmetric in its $n_{i}$ indices. It is also nonzero only when all $n_{i}$ are even, or all of them are odd. This follows because the $\mathcal{A}_{n, k}$ vanish unless its indices are both even, or both odd.
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[^0]:    ${ }^{1}$ We remark that the approximation introduced by truncating this series to fixed order in $V$ breaks down at strong coupling, but that it is possible to find alternative rigorous approximations to $H_{\text {eff }}$ that are valid at strong coupling and agree with (2.5) at weak coupling [32, 33].

[^1]:    ${ }^{2}$ For simplicity we assume that $H_{0}$ has no degeneracies so that the adiabatic theorem can be straightforwardly applied, but it is possible to relax this assumption and generalise our derivation.

[^2]:    ${ }^{3}$ The Møller operator in (2.9) determines the S-matrix $S=U_{\mathrm{IP}}(+\infty, 0) U_{\mathrm{IP}}^{\dagger}(-\infty, 0)$. This operator may suffer from IR divergences in gauge theories however.

[^3]:    ${ }^{4}$ The only exception is ref. [28], which studied RG flows of theories with UV divergencies using an Effective Hamiltonian. However, due to the value of the scaling dimension of the relevant deformation studied there, a second order Hamiltonian Truncation counterterm was enough to render the theory finite [20].

[^4]:    ${ }^{5}$ We are omitting an inconsequential overall normalisation in (C.2) and (C.3), given by $\left((g L)^{2} / 24\right)^{2}[15]$.

[^5]:    ${ }^{6}$ Of course in the far UV it should not matter whether the calculation is organised as a perturbation of a massive Fock space or as a Conformal Perturbation Theory.

