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Abstract: We revisit the computation of the shear viscosity to entropy ratio in a holo-
graphic p-wave superfluid model, focusing on the role of rotational symmetry breaking.
We study the interplay between explicit and spontaneous symmetry breaking and derive a
simple horizon formula for η/s, which is valid also in the presence of explicit breaking of
rotations and is in perfect agreement with the numerical data. We observe that a source
which explicitly breaks rotational invariance suppresses the value of η/s in the broken
phase, competing against the effects of spontaneous symmetry breaking. However, η/s al-
ways reaches a constant value in the limit of zero temperature, which is never smaller than
the Kovtun-Son-Starinets (KSS) bound, 1/4π. This behavior appears to be in contrast
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with previous holographic anisotropic models which found a power-law vanishing of η/s
at small temperature. This difference is shown to arise from the properties of the near-
horizon geometry in the extremal limit. Thus, our construction shows that the breaking of
rotations itself does not necessarily imply a violation of the KSS bound.
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1 Introduction

One of the most quantitative early applications of holography to strongly correlated systems
has been the realization that the shear viscosity η to entropy density s obeys a simple result,

η

s
= ~

4πkB
, (1.1)

which is universal in a large class of theories [1, 2]. Despite the compelling proposal [3, 4]
that this simple ratio could be a fundamental lower bound in nature, it has been well
understood that the so-called KSS bound can be violated in a number of ways (see [5]
for a review). The first violations [6–8] (which likely lack a well-defined UV relativistic
completion [9]) were obtained by considering non-relativistic systems with a large number of
species.1 On the other hand, without relaxing Poincaré symmetry, certain higher derivative
corrections to the low-energy Einstein action can push η/s below its universal value, in a
controlled way [12–15] (i.e., the corrections are perturbatively small and a minimum value
different from zero still exists). Indeed, such higher derivative operators are well motivated
by top-down string theory constructions, and encode 1/N effects in the dual gauge theory,
with N the number of colors. Within these models, it has been often argued that causality
and stability in the UV of the theory are the key features behind the existence of a finite,
yet non universal, minimum [16, 17]. Nevertheless, see [18] for an early counterexample to
the statement that UV properties are necessarily linked to a possible lower bound on η/s.

1Notice, however, that for non-relativistic classical liquids, a different bound on the kinematic viscosity
has been recently proposed and verified [10, 11].
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Violations can also be realized within Einstein gravity, without having to invoke higher
derivative operators, by working with setups that break spacetime symmetries (translations
and/or rotations). In these scenarios, the deviations are more drastic since the η/s ratio
generally vanishes at zero temperature following a power-law (T/γ)# where # > 0 and γ
is the scale parameterizing the strength of anisotropy or translational symmetry breaking
(e.g., [19]). In the case of translations, the physical interpretation of this phenomenon
remains obscure as it is made complicated by the fact that either momentum is not con-
served [20–22] or the dual field theory is no longer in a liquid phase [23–25].2

Bottom-up models that describe anisotropic phases have also led to large deviations
from (1.1), and a temperature-dependent behavior that is sensitive to the particular details
of the model. The first holographic model to observe a violation of the η/s bound due to
anisotropy is the non-commutative plasma of ref. [26]. Following this observation, the
violation of the KSS bound has been observed in many holographic anisotropic models.
A popular subclass of such constructions relies on the introduction of a bulk axion field
(or of a higher-form generalization of the latter [27]) whose profile selects a specific spatial
direction in the boundary field theory [28–37]. A common alternative consists in breaking
rotational invariance using an external magnetic field [38–42]. A third possibility is to
break rotations spontaneously in a system undergoing a p-wave superfluid instability [43–
47]. Moreover, the KSS bound can be violated in holographic Weyl-semimetals [48], in
holographic models for tilted Dirac materials [49] as well as in anisotropic top-down models
(e.g., [50, 51]). Interestingly, violations of the KSS bound have also been discussed in pure
condensed matter models [52–55]. Finally, violations of the KSS bound have been reported
in out-of equilibrium holographic systems [56, 57] where, nevertheless, the definition of the
shear viscosity becomes less obvious.

Within the large class of holographic anisotropic models, a sharp distinction can be
made. In particular, anisotropy could be either spontaneous (e.g., ferromagnetic materials)
or explicit (e.g., materials under an external magnetic field). From a technical perspective,
this difference depends on whether the rotational symmetry is broken by the vacuum ex-
pectation value of a certain operator, or by the external source associated with it. Both
possibilities can be realized holographically, and leave sharply different imprints on η/s.
Indeed, even though both scenarios lead to a deviation from (1.1), only the latter has been
shown to induce a violation of the KSS bound, η/s < 1/4π, with certain models exhibiting
a decrease of η/s towards zero temperature (see for example [36, 40]). In the case of spon-
taneous anisotropy examined in [45], on the other hand, the η/s ratio is larger than the
“universal” value in (1.1) and grows towards small temperatures. We shall discuss these
differences in more detail below. Finally, the interplay of rotational and translational sym-
metry breaking (e.g., ordinary crystals) could also play an important role in this discussion.
For simplicity, in this work, we will disentangle the two effects by considering holographic
models in which translations are preserved.

2However, the η/s ratio can be still understood as the rate of entropy production due to strain [20]. Also
notice that, although the η/s ratio violates the KSS bound, the momentum diffusivity does not [23].
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A second, and equally important, issue relevant to the physics associated with the shear
viscosity is its temperature dependence, and in particular the existence of a minimum in
η/s as a function of temperature. In classical liquids, the presence of a minimum is expected
on general grounds [10]. In particular, using standard kinetic theory, valid for dilute gases,
the viscosity is given by η ∼ ρmvpl where ρm is the density, vp the average particle velocity,
and l the mean free path. Since the velocity increases with temperature, vp ∝

√
T , the

viscosity increases as well. On the contrary, in the liquid regime, the viscosity emerges from
thermally activated jumps (and not from thermal collisions) and it increases towards lower
temperatures as η ∼ exp (U/T ), where U is the activation energy. This brief argument
already indicates the existence of a minimum in the viscosity as a function of temperature
which is indeed observed in all classical liquids [10], strongly coupled plasmas [58, 59] and
ultracold Fermi gases [60]. The same minimum is expected to be present also in the quark
gluon plasma [61] (see [62] for an overview). Back to the holographic phenomenology, it is
usually quite challenging to obtain a non-monotonic behavior of the η/s ratio. Neverthless,
using a running dilaton bulk field [63] or constructing more complex gravitational solutions
interpolating between different scale invariant geometries [64], it is possible to achieve a
minimum of η/s as a function of temperature, reminiscent of classical liquids.

In this paper we revisit the question of the behavior of η/s in holographic systems
that are anisotropic, while preserving the translation symmetry, building on previous work
in the literature in a number of ways. We will work with gravitational models in which
rotational symmetry can be broken both explicitly and spontaneously. Our interest is
two-fold. We want to understand the role played by different mechanisms of rotational
symmetry breaking, and how their interplay controls the structure of η/s and its deviation
from the universal value (1.1). In addition, we want to ask whether the competition between
explicit and spontaneous symmetry breaking is in fact universal, and whether it could in
principle generate a minimum for η/s as a function of temperature. If so, it would provide
insights into the mechanisms behind a possible fundamental lower bound on η/s.

In order to answer these questions, we consider a (five-dimensional) holographic model
for p-wave superfluidity, in which a vector condensate breaks simultaneously a U(1) sym-
metry together with the rotational group SO(3) → SO(2) [65] (see [66] for a review of
holographic p-wave superfluids). Unfortunately, in this model it is not possible to break
solely the rotational symmetry, which is always “slaved” to the U(1). Nevertheless, gaining
intuition from the holographic s-wave superfluid case [43], we do not expect the breaking
of the U(1) symmetry to violate the KSS bound. In anisotropic fluids, the shear viscosity
generalizes to a rank-4 tensor, the viscosity tensor, which can be defined as

ηijkl = − lim
ω→0

1
ω

ImGijklR

(
ω,~0

)
, (1.2)

where GijklR

(
ω,~0

)
is the retarded Green’s function for the stress tensor operator T ij eval-

uated at zero wave-vector ~k = ~0 and finite frequency ω. Because of the specific symmetry
breaking pattern, SO(3) → SO(2), the viscosity tensor contains only two independent co-
efficients, ηxyxy and ηyzyz. Identifying the anisotropic direction with the x coordinate
and following the standard notation in the literature, we denote the two coefficients by
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η‖ ≡ ηyzyz and η⊥ ≡ ηxyxy, as they represent, respectively, the viscous friction in the
directions parallel and perpendicular to the anisotropy. Anisotropic viscosities are widely
studied in the context of liquid crystals and nematic liquids [67–69], in which they are usu-
ally parameterized using the Miesowicz coefficients [70, 71], which turn out to be simple
combinations of η‖ and η⊥.

The two viscosities described above have been computed numerically in holographic p-
wave superfluids in [45, 72, 73]. Note that η‖, which parameterizes the viscosity in the SO(2)
invariant yz plane, corresponds to a tensor mode and trivially saturates the KSS bound,
eq. (1.1). On the contrary, the other viscosity η⊥ is strongly affected by the anisotropy and
does not obey eq. (1.1). Below the critical temperature Tc, where the isotropy is lost, η⊥/s
is larger than 1/4π and grows towards zero temperature. Moreover, the deviation from
1/4π is increased by making the backreaction of the SU(2) vector field in the bulk larger.
As we already mentioned, the behavior seen in [45, 72, 73] is strikingly different from other
anisotropic holographic models, in which isotropy is broken explicitly by an external source
and the value of η⊥/s violates the KSS bound (e.g., [36, 40]). In particular, in the latter
class of models, η⊥/s becomes smaller than 1/4π below Tc and vanishes as a power-law
towards T → 0.

To explore this conundrum and understand the origin of this difference, in this paper
we have modified the original holographic p-wave superfluid model by adding an external
source for the vector operator which forms the spontaneous condensate. This gives us
a concrete way to study the interplay between the spontaneous and explicit breaking of
rotations, and inspect how the behavior of the condensate is imprinted on that of η/s. In
the limit in which the source is small compared to the value of the condensate, both the U(1)
symmetry and rotations are broken pseudo-spontaneously. This limit has been extensively
studied using holography together with hydrodynamics and effective field theory in the
context of translations (see [25] for a review). It is commonly discussed in the case of
chiral symmetry, i.e. pions [74, 75], and it has been recently considered for the simpler case
of a single U(1) global symmetry [76–78]. In the opposite regime, in which the source is
parametrically larger than the vector condensate, the physics should be controlled by the
mechanism of explicit symmetry breaking.

One of the main results of our analysis is that the explicit breaking of rotations leads
to a suppression of η/s at small temperatures, as compared to its behavior in the purely
spontaneous case. This confirms our intuition that the two mechanisms of symmetry
breaking compete against each other at small temperatures. In addition, by independently
tuning the effects of explicit and spontaneous symmetry breaking, we prove that broken
rotational invariance by itself does not necessarily imply the violation of the KSS bound.
Indeed, we find that in this model, even in the limit in which the breaking is mostly
explicit, the η/s ratio does not go below the KSS value, 1/4π. Moreover, we find that such
a ratio always reaches a constant value, which nevertheless depends on the source of explicit
symmetry breaking, in the limit of small temperature. This behavior, which is different
from the cases discussed before in the literature, has to be ascribed to the properties of the
near-horizon geometry in the extremal limit, which becomes a mild anisotropic deformation
of AdS5, which we label deformed AdS5. Ultimately, the fate of η/s in anisotropic systems
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depends crucially on the RG flow properties of the operator responsible for the breaking of
rotations, which could give rise to a complex landscape of scenarios. This is also relevant
to the issue of a potential lower bound on η/s. Given that the mechanisms for spontaneous
and explicit rotational symmetry breaking push η/s in different directions, it is natural to
wonder whether their competing effects could lead to a minimum for η/s.

The lesson we draw from our analysis is that, while in principle these combined effects
could be used to generate such a minimum, doing so would require a much more drastic
deformation of the IR geometry at extremality. It would also entail a delicate balancing be-
tween the different mechanisms at play, and it is hard to see how this could be of a universal
nature. This of course would not be related to the minimum appearing in real fluids, which
is due to the liquid to gas transition, and is not linked to any symmetry breaking pattern.
On the contrary, a possible application of our results could be found in the context of
nematic liquids or, more generally, nematic liquid crystals. There, momentum transport is
strongly anisotropic and the viscosities, which are classified using the notations introduced
by Miesowicz [70], can be measured experimentally and show an interesting temperature
dependence and small values [79–81]. The behavior of the viscosity at the nematic/isotropic
transition has also been experimentally investigated [82]. Finally, it would be valuable to
explore the implications of our results for the physics of the strongly coupled quark gluon
plasma, where the flow is anisotropic and the precise temperature dependence of η/s is ex-
pected to play a key role in shedding light on the dynamics near the QCD phase transition.

2 The holographic setup

We work with a five-dimensional holographic model of a p-wave superfluid, describing
gravity coupled to SU(2) Yang-Mills vector fields in a spacetime asymptotic to AdS [65].
We take the action to be

S =
∫
d5x
√
−g

[ 1
2κ2

5

(
R+ 12

L2

)
− 1

4ĝ2 F
a
MNF

aMN
]

+ Sbdy , (2.1)

where κ5 is the five-dimensional gravitational constant, L the AdS radius and ĝ the Yang-
Mills coupling constant (we follow the notation of [45]). The boundary action Sbdy includes
the Gibbons-Hawking boundary term for a well-defined Dirichlet variational principle and
a surface counterterm for removing divergence (see appendix A).

The SU(2) field strength F aMN is

F aMN = ∂MA
a
N − ∂NAaM + εabcAbMA

c
N , (2.2)

where AaM are the components of the matrix valued gauge field A = AaMτ
adxM , with τa the

SU(2) generators, and εabc the three dimensional Levi-Civita tensor. The corresponding
Einstein and Yang-Mills equations are then

RMN + 4
L2 gMN = κ2

5

(
TMN −

1
3TP

P gMN

)
, (2.3)

∇MF aMN = −εabcAbMF cMN , (2.4)

– 5 –



J
H
E
P
0
7
(
2
0
2
3
)
0
1
6

where the Yang-Mills stress-energy tensor TMN is

TMN = 1
ĝ2

(
F aPMF

aP
N −

1
4gMNF

a
PQF

aPQ
)
. (2.5)

We begin with the ansatz

ds2 = −u(r)dt2 + 1
u(r)dr

2 + h(r)dx2 + v(r)(dy2 + dz2) . (2.6)

A = φ(r)τ3dt+ w(r)τ1dx ,

where the AdS boundary is at r → ∞ and the event horizon is located at r = rh with
u(rh) = 0.

The background equations of motion read

0 = u′
(
h′

2h + v′

v

)
+ u

(
h′v′

hv
+ v′2

2v2 −
α2w′2

h

)
− α2φ2w2

hu
+ α2φ′2 − 12 , (2.7a)

0 = h′′ − h′2

2h + h′
(
u′

u
+ v′

v

)
− h

(
8
u
− 2αφ′2

3u

)
+ 4α2

3

(
w′2 − φ2w2

u2

)
, (2.7b)

0 = v′′ + v′
(
h′

2h + u′

u

)
− v

(
8
u
− 2α2φ′2

3u − 2α2φ2w2

3hu2 + 2α2w′2

3h

)
, (2.7c)

0 = φ′′ + φ′
(
h′

2h + v′

v

)
− φw2

hu
, (2.7d)

0 = w′′ − w′
(
− h

′

2h + v′

v
+ u′

u

)
+ φ2w

u2 , (2.7e)

where primes are derivatives with respect to r and we have introduced a new parameter,

α ≡ κ5
ĝ
. (2.8)

We have also set L = 1. Note that when w(r) vanishes, h(r) = v(r) and the solutions
have SO(3) rotational invariance. However, backgrounds with non-zero w(r) preserve only
SO(2) symmetry along the y, z directions. Note that this model can be rewritten as an
action for a complex vector field charged under a bulk Maxwell field [83, 84].

In what follows we will discuss the computation of the shear viscosities in this system,
for the case in which rotational invariance is broken spontaneously as well as explicitly. The
explicit symmetry breaking case will be realized by ensuring that the gauge field component
A1
x = w(r) has a constant mode (i.e., it is sourced).

For completeness, we include the form of the background near the horizon and the
boundary, which will be needed to compute the shear viscosity. Near the horizon, the

– 6 –
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background fields take the following form,

u = 4πT (r − rh) + . . . ,

v = v1 + v1(12− α2φ2
2)

6πT (r − rh) + . . . ,

h = h1 + h1(12− α2φ2
2)

6πT (r − rh) + . . . ,

w = w1 +O
(
(r − rh)2

)
,

φ = φ1(r − rh) + . . . ,

(2.9)

where rh denotes the black hole horizon and v1, h1, w1 and φ1 are free coefficients. Note
that we have imposed the regularity condition that At = φ should vanish at the horizon.
The boundary expansion is cumbersome and its full expression is given in appendix A.
Schematically, it reads

u(r) = r2 + . . .+ ub1
r2 . . . ,

v(r) = r2 + . . .+ vb1
r2 + . . . ,

h(r) = r2 + . . .−
1
6α

2µ2w2
b0 + 2vb1
r2 + . . . ,

w(r) = wb0 + . . .+ wb1
r2 + . . . ,

φ(r) = µ+ . . .+ φb1
r2 + . . . ,

(2.10)

where the coefficients which are not displayed are determined by {ub1, vb1, wb0, wb1, µ, φb1}.
Here, µ is the chemical potential and wb0 is the source that explicitly breaks the rotational
invariance. When wb0 = 0, the rotational symmetry can still be broken spontaneously
below a certain critical temperature T = Tc.

Using holographic renormalization, we then obtain the expectation value of the energy-
momentum tensor, the current density and the charge density of the boundary theory,

E = 〈Ttt〉 = −9ub1 + 2α2w2
b0µ

2

6κ2
5

,

P‖ = 〈Txx〉 = −ub1 + 8vb1
2κ2

5
,

P⊥ = 〈Tyy〉 = 〈Tzz〉 = α2µ2w2
b0 − 6ub1 + 24vb1

12κ2
5

,

〈Jx1 〉 = α2 (4wb1 − µ2wb0
)

2κ2
5

,

ρ = 〈J t3〉 = −α
2 (µw2

b0 + 4φb1
)

2κ2
5

,

(2.11)

while other components vanish. More details on the holographic renormalization procedure
can be found in appendix A. It is clear that the source wb0 has a non-trivial contribution
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to the above thermodynamic quantities. In the presence of the source, the pressure longi-
tudinal to the condensate P‖ is different from the one perpendicular to the condensate P⊥
even at large temperature, i.e., in the UV. This is tantamount to saying that isotropy is
broken in an explicit way, at the level of the UV action.

Thanks to the scaling symmetry of the system, one can obtain a radially conserved
charge [84]

Q(r) = 1
2κ2

5
v2√h

[(
u

v

)′
− 2α2

v
φφ′

]
. (2.12)

One can also check that Q′(r) = 0 by directly substituting the equations of motion (2.7).
Evaluating Q at the horizon r = rh, where u(rh) = 0, we find

Q = Ts , (2.13)

with s = 2π
√
h(rh)v(rh)/κ2

5 the entropy density of the black hole. If we evaluate Q at the
AdS boundary, we obtain

Q = E + P⊥ − µρ . (2.14)

Then, using that Q′ = 0, we obtain the expected Smarr thermodynamic relation

E + P⊥ = Ts+ µρ . (2.15)

Furthermore, the trace of the energy-momentum tensor reads

〈Tµµ〉 = −E + P‖ + 2P⊥ = α2µ2

2κ2
5
w2
b0 , (2.16)

which is positive in the presence of source, implying that conformal symmetry is broken.

3 Shear viscosity

The universal behavior of η/s in isotropic holographic models follows from the shear mode
transforming as a helicity two state under the rotational symmetry and decoupling from
the remaining fluctuations, behaving as a massless scalar. The remarkably simple behavior
η/s = 1/4π can be traced to the universality of its coupling. This is no longer the case
when the rotational symmetry is broken and the fluid is anisotropic. The viscous properties
of the fluid are now described by a tensor, and — while the helicity two mode is still uni-
versal — additional shear modes are present, which can be non-universal and temperature
dependent.

To compute the viscosities, the metric and SU(2) vector fields must be perturbed
appropriately. In the symmetry broken case, the fluctuations, which generically take the
form

δgµν = hµν(xµ, r) e−iωt , δAaµ = aaµ(xµ, r) e−iωt , (3.1)

can be classified according to how they transform under the SO(2) symmetry (for a detailed
discussion see e.g. [45]). Ignoring the helicity zero sector, which does not contribute to the
shear viscosities, the remaining modes can be divided as follows,
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• helicity two: hyz, hyy − hzz ,

• helicity one: hxy, hty, aay (a=1,2,3) .

It is the helicity two perturbation hyz which leads to the universal ηyz/s = 1/4π result
expected for isotropic systems. On the other hand, the helicity one mode hxy is responsible
for a non-universal shear viscosity ηxy. In our analysis we will focus exclusively on the
helicity one sector, and refer the reader to [45] for a discussion of the helicity two case.
Also, we will only consider the ηxy viscosity which for simplicity will be denoted as η in
the rest of the manuscript.

In the helicity one sector, gauge-invariant perturbations are described [45] by the com-
bination Ψ = gyy(ωhxy + k‖hty) and aay, where k‖ is the momentum longitudinal to the
condensate (in this setup, along the x direction). Letting Ψt = gyyhty and Ψx = gyyhxy,
one can see that Ψt and a3

y decouple from the remaining helicity one modes, and obey

Ψ′t +
2α2a3

yφ
′

v
= 0 , (3.2a)

a3′′
y + a3′

y

(
h′

2h + u′

u

)
+ a3

y

(
ω2

u2 −
2α2φ′2

u
− w2

hu

)
= 0 . (3.2b)

Since they don’t contribute to the shear viscosity, we ignore them from now on. The
remaining perturbations Ψx, a1

y and a2
y obey

Ψ′′x + Ψ′x
(
u′

u
− h′

2h + 2v′
v

)
+

2α2a1′
y w
′

v
+ ω2Ψx

u2 −
2α2a1

yφ
2w

u2v
+

2iωα2a2
yφw

u2v
= 0 , (3.3a)

a1′′
y + a1′

y

(
h′

2h + u′

u

)
− vΨ′xw′

h
+ a1

y

(
ω2

u2 + φ2

u2

)
−

2iωa2
yφ

u2 = 0 , (3.3b)

a2′′
y + a2′

y

(
h′

2h + u′

u

)
+ a2

y

(
ω2

u2 + φ2

u2 −
w2

hu

)
+

2iωa1
yφ

u2 − iωΨxvφw

hu2 = 0 . (3.3c)

What makes the computation of the non-universal shear viscosity highly non-trivial, and
typically requires numerics, is that these modes are all coupled to each other.

However, as we show next, working perturbatively in the angular frequency ω will
simplify the analysis considerably, and will allow us to obtain an analytic expression for
the non-universal η/s which depends only on the horizon structure of the background. We
stress that an expansion in powers of the frequency is justified in this context because
hydrodynamics is, after all, the long wavelength, low frequency description of the system.
Given a shear perturbation which is sourced by h(0)

xy , a source for the dual operator T xy,
the corresponding viscous response in linear response theory is given by:

δ〈T xy〉 = −η ∂th(0)
xy = iω η h(0)

xy , (3.4)

where the source has been Fourier transformed (see [85] for a pedagogical review of this
derivation). Notice that ∂th(0)

xy is a shear strain rate.3 To extract η/s we will make use of
3Fluids do not respond to a static shear strain.
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Kubo’s formula,
η = − lim

ω→0

1
ω

ImGRxyxy(ω, k = 0) , (3.5)

where GRxyxy(ω, k) is the retarded Green’s function for the operator T xy. Therefore, it will
suffice to expand the perturbations to linear order in ω (higher frequency terms in the
expansion will not contribute to η).

3.1 An analytical horizon formula

Following the strategy used in [48] (see also [86]), we expand the metric and gauge field
perturbations Ψx, a1

y, and a2
y in powers of frequency ω,

Ψx = u−iω/(4πT )
(
Ψ(0)
x + ωΨ(1)

x + . . .
)
, (3.6a)

a1
y = u−iω/(4πT )

(
a

(0)
y1 + ω a

(1)
y1 + . . .

)
, (3.6b)

a2
y = u−iω/(4πT )

(
a

(0)
y2 + ω a

(1)
y2 + . . .

)
, (3.6c)

where for our purposes it is sufficient to stop at linear order in ω. The temperature-
dependent prefactor is needed to ensure that the perturbations obey incoming wave bound-
ary conditions at the horizon. To zeroth order in ω, the perturbation equations of motion
are:

0 = Ψ(0)′′
x + Ψ(0)′

x

(
u′

u
− h′

2h + 2v′
v

)
+

2α2a
(0)′
y1 w′

v
−

2α2a
(0)
y1 φ

2w

u2v
, (3.7a)

0 = a
(0)′′
y1 + a

(0)′
y1

(
h′

2h + u′

u

)
− vΨ(0)′

x w′

h
+
a

(0)
y1 φ

2

u2 , (3.7b)

0 = a
(0)′′
y2 + a

(0)′
y2

(
h′

2h + u′

u

)
+ a

(0)
y2

(
φ2

u2 −
w2

hu

)
. (3.7c)

Since we are interested in the shear viscosity, we turn off the source for gauge field pertur-
bations. Therefore, the simplest solution of the equations above takes

Ψ(0)
x = 1 , a

(0)
y1 = a

(0)
y2 = 0 . (3.8)

Plugging this choice into the O(ω) equations of motion leads to a significant simplification,
and gives

0 = Ψ(1)′′
x + Ψ(1)′

x

(
u′

u
− h′

2h + 2v′
v

)
+

2α2a
(1)′
y1 w

′

v
−

2α2a
(1)
y1 φ

2w

u2v

+ i

4πT

(
h′u′

2hu −
2v′u′
vu
− u′′

u

)
, (3.9a)

0 = a
(1)′′
y1 + a

(1)′
y1

(
h′

2h + u′

u

)
− vΨ(1)′

x w′

h
+
a

(1)
y1 φ

2

u2 + i

4πT
vu′w′

hu
, (3.9b)

0 = a
(1)′′
y2 + a

(1)′
y2

(
h′

2h + u′

u

)
+ a

(1)
y2

(
φ2

u2 −
w2

hu

)
− ivφw

hu2 . (3.9c)
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Note that the a(1)
y2 perturbation has decoupled from the other two fluctuations, and can

therefore be ignored. From now on, we will restrict our attention to the two coupled
differential equations for Ψ(1)

x and a(1)
y1 .

After some manipulations, it is straightforward to show that (3.9a) can be solved by
writing the shear perturbation Ψ(1)

x in the following integral form,

Ψ(1)
x (r) =

∫ r

rh

 i

4πT
u′

u
−

2α2a
(1)
y1 w

′

v
+ C(r̃)

 dr̃ ,
where C(r) is a function which must obey the following constraint,(2v′

v
− h′

2h + u′

u

)
C(r) + C ′(r) = 0 .

The latter can be easily solved and yields, upon requiring that the shear perturbation Ψ(1)
x

is regular at the horizon, the expression

C(r) = − iv2
1√
h1

(√
h

uv2

)
,

where v1 and h1 are parameters that characterize the horizon expansion of the background,
see (2.9). Finally, putting all these ingredients together we find

Ψ(1)
x (r) =

∫ r

rh

 i

4πT
u′

u
−

2α2a
(1)
y1 w

′

v
− iv2

1√
h1

√
h

uv2

 dr̃ , (3.10)

an integral expression for the shear mode in terms of the background and the gauge field
perturbation.

Now that we have ensured that the mode is well behaved near the horizon, we can ex-
amine its boundary expansion. Recalling that Ψx = gyyhxy, we write the full perturbation
to first order in the frequency,

hxy = v(r)u(r)−iω/(4πT )(Ψ(0)
x + ωΨ(1)

x + . . .) . (3.11)

Using the expressions for Ψ(0)
x and Ψ(1)

x obtained above, we have

hxy = v(r)u(r)−iω/(4πT )

1 + ω

∫ r

rh

 i

4πT
u′

u
−

2α2a
(1)
y1 w

′

v
− iv2

1√
h1

√
h

uv2

 dr̃
 . (3.12)

The crucial next step is to obtain an approximate expansion for the integral that is valid
near the boundary, from which to extract the retarded Green’s function. To do so, our
strategy is going to be to Taylor expand the integral (3.12) about the boundary, making use
of the asymptotic expansions of the background components {u, v, h, w} and of the gauge
field perturbation a(1)

y1 . From the resulting boundary expansion of the shear fluctuation hxy,
it is then straightforward to read off the vev and source of its dual operator, and extract
the retarded Green’s function GRxyxy = vev

source . We refer the reader to appendix B for the
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Figure 1. Left: temperature dependence of the condensate 〈Jx1 〉 in the purely spontaneous
case. Center: temperature dependence of η/s in the purely spontaneous case. Right: double-
logarithmic plot of the deviation 4πη/s− 1 as a function of the spontaneous condensate 〈Jx1 〉 close
to the critical point T = Tc. The dashed lines guide the eyes towards the universal scaling ∼ 〈Jx1 〉2.

details of the calculation, and here state the final results. Using Kubo’s formula (3.5), we
can extract the shear viscosity,

η = 1
2κ2

5

v2
1√
h1
. (3.13)

Combining this result with the expression for the entropy density, s = 2π
κ2

5

√
h1v1, we finally

obtain the ratio
η

s
= 1

4π
v1
h1

. (3.14)

Eq. (3.14) is independent of whether rotations are broken explicitly or spontaneously and it
coincides with the well-know formula (see for example [36]) for anisotropic systems given by

η

s
= 1

4π
gzz
gxx

∣∣∣
rh
, (3.15)

where rh is the location of the horizon.

3.2 Numerical analysis

Having obtained the analytical horizon formula (3.14), we can test its validity numerically.
Indeed, the numerics make use of the full numerical background, and thus provide a non-
trivial check of our horizon formula. As we will see, we find excellent agreement between
the two methods. Before moving to our new results, however, we find it instructive to
revisit the findings in the purely spontaneous case (wb0 = 0) reported in [45]. In the left
panel of figure 1, we show the behavior of the vector condensate 〈Jx1 〉 as a function of the
reduced temperature T/Tc for different values of the coupling α. This shows clearly that
the system is undergoing a phase transition at T = Tc. If the coupling is smaller than a
certain critical value αc ≈ 0.365 [45], then the phase transition is of second order and the
condensate follows the mean field scaling

〈Jx1 〉 ∝ (Tc − T )1/2 , (3.16)

as shown in the left panel of figure 1. The condensate also grows monotonically by increas-
ing the coupling parameter α.
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Figure 2. Left: the current expectation value 〈Jx1 〉 as a function of the reduced temperature T/Tc
for a fixed value of the source wb0/µ = 0.005, changing the strength of the coupling α2. The green
curve, α2 = 0.2, corresponds to a first-order phase transition. Right: the current expectation
value 〈Jx1 〉 as a function of the reduced temperature T/Tc for a fixed value of the coupling α2 = 0.1,
changing the strength of explicit breaking source wb0/µ.

In the normal phase, T > Tc, the viscosity saturates the KSS limit:

η

s
= 1

4π , T > Tc . (3.17)

In the broken phase, T < Tc, (see central panel of figure 1) the η/s ratio grows with
decreasing temperature and acquires a non-universal value that strongly depends on the
value of α. While our results for the non-universal η/s are in qualitative agreement with
those of [45], we find a difference in the temperature dependence, which becomes more
apparent as the temperature is lowered well below Tc. We believe that the discrepancy
may be explained by the different numerical precision — in our analysis we took values
of ω that are very close to zero. Working with larger values of ω seems to yield results
that are closer to those of [45]. In other words, this implies that the results of [45] are not
completely capturing the ω → 0 limit needed to define the shear viscosity coefficient via
the corresponding Kubo formula.

Interestingly, we notice that close to the critical point, the deviation of the η/s ratio
from the “universal” KSS value is well parameterized by the following phenomenological
expression: (4π η

s
− 1

)
∝ 〈Jx1 〉2 . (3.18)

This result is not surprising and could probably be derived using a Ginzburg-Landau
formalism, as done in the case of holographic supersolids in [24].

We are now ready to consider the case in which a small source of explicit breaking
of rotational invariance is added, wb0 6= 0. In this limit of small source (compared to
the value of the condensate), the breaking of rotational invariance is labelled as pseudo-
spontaneous. The behavior of the condensate as a function of the reduced temperature is
shown in figure 2. In the left panel we vary the coupling, while the source is kept fixed at
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Figure 3. Left: the normalized η/s ratio as a function of the reduced temperature for fixed source
strength wb0/µ and changing α2. The symbols are the numerical data while solid lines are our
horizon formula, eq. (3.14). Right: a similar plot where we keep the coupling α2 fixed and change
the strength of explicit symmetry breaking, wb0/µ.

a small value. In the right panel, instead, the coupling is held fixed while the source wb0 is
varied.

For small values of the source, the sharp critical behavior visible in figure 1 is replaced
by a smooth crossover, and the temperature dependence of 〈Jx1 〉 becomes non-trivial at
any temperature. This behavior can be rationalized using Ginzburg-Landau theory and
it has been observed already in several holographic models, including the cases of U(1)
symmetry [76] and chiral symmetry [75]. Moreover, we see that for temperatures (roughly)
below Tc, the condensate decreases when the source increases, while above Tc the trend is
exactly the opposite. This is the same qualitative behavior we observe in η/s, as we discuss
next. Finally, we find that the turning point, defined as ∂〈Jx1 〉/∂T = 0, moves towards
larger temperature by increasing the value of the source wb0.

Figure 3 displays the temperature behavior of η/s in the presence of a non-zero source
wb0 of explicit symmetry breaking. The numerical data (displayed with colored symbols)
are in perfect agreement with the horizon formula, eq. (3.14), shown with solid lines. In
the left panel, the coupling α is varied and the explicit breaking scale wb0 is held fixed,
while in the right panel the situation is reversed. We see clearly that the effect of a stronger
coupling — when the source is small — is to enhance the growth of η/s towards small T .
The most significant result, on the other hand, is the suppression of η/s towards smaller
temperatures, as the source is increased.

Two features are notable. First, that the temperature behavior of η/s mimics that
of the condensate. Second, that there is a competition between spontaneous and explicit
symmetry breaking. Indeed, in the absence of a source of explicit symmetry breaking,
η/s grows towards small T , while when wb0 is turned on, its effect is to suppress this
growth. Thus, the two different mechanisms of symmetry breaking are competing against
each other. Interestingly, in the right panel of figure 3, we observe a re-distribution in the
profile of η/s where the “weight” is transferred from temperatures below the critical one
to temperatures above that.
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Figure 4. Left: a double-logarithmic plot showing the deviation from the spontaneous symmetry
breaking relation

( 4π η
s − 1

)
∝ 〈Jx1 〉2, eq. (3.18). Whenever this scaling, emphasized using a dashed

black line, holds approximately, we can consider the system to be in the pseudo-spontaneous break-
ing regime. Right: a double-logarithmic plot displaying the power law decay of the deviation
from the KSS bound, 4πη/s − 1 ∼ T−4, for large temperatures and different values of the source.
Tc0 indicates the critical temperature at zero source. The dashed lines guide the eyes towards the
aforementioned scaling.

To continue with our numerical analysis, in figure 4 we examine in more detail the
behavior of η/s in presence of a small explicit symmetry breaking term. In the left panel,
we show the deviation of the function 4πη/s−1 from the scaling ∼ 〈Jx1 〉2 found in the purely
spontaneous case, eq. (3.18) (which is denoted by the dashed line in the plot). We find
that, for small enough values of the source wb0, the scaling still holds approximately, in the
region around the critical point. On the contrary, for larger values of the explicit symmetry
breaking parameter the scaling is completely lost. Thus, we can use this scaling region
to establish whether the system can still be considered to be in the pseudo-spontaneous
breaking regime or not. When the scaling regime is lost, no information of the spontaneous
breaking remains, and the breaking of rotations becomes purely explicit. Additionally,
in presence of a source wb0, not only the condensate is non-zero at any finite value of
temperature but also the difference 4πη/s − 1, which parameterizes the deviation from
the KSS bound. In the right panel of figure 4, we find that this difference vanishes as a
power law ∼ T−4 at large temperature. It would be interesting to better understand the
significance of this scaling behavior.

Before ending this section, we comment on the large α2 case for which there is a first
order phase transition in the absence of the source w0. Interestingly, as shown in the left
panel of figure 5, as wb0/µ is increased the first order phase transition is suppressed and
becomes a smooth crossover. The corresponding free energy density Ω ≡ E − Ts − µρ

as a function of temperature for the first order phase transition case is shown in the left
panel of figure 5. There, we observe the typical swallow-tail behavior for first-order phase
transitions, which becomes smaller and eventually disappears by increasing wb0/µ. The
temperature dependence of η/s for varying values of the source strength wb0/µ is shown in
the right panel of figure 5. As one can see, η/s is no longer single-valued below a critical

– 15 –



J
H
E
P
0
7
(
2
0
2
3
)
0
1
6

Figure 5. Left: the grand potential Ω as a function of the reduced temperature for the cases when
the phase transition is first order. The thermodynamically disfavored phases is marked by dashed
lines. Right: the normalized η/s ratio as a function of the reduced temperature for large α2 = 0.2
and changing the value of the source wb0/µ. There is a first order phase transition for small wb0/µ.
As expected, the value of η/s has a discontinuous jump at the first order phase transition.

Figure 6. Left: a double-logarithmic plot of the deviation from the KSS bound (4πη/s− 1) at
small T , as a function of the explicit source wb0. Right: the same figure normalized by the coupling
α. In both panels, the dashed lines indicate the scaling ∼ w−2

b0 .

value of wb0/µ, as expected for a first order transition. The value of η/s in the preferred
phase is shown with solid lines and is not continuous for the case of the first-order phase
transition. The dashed lines correspond to the value of η/s in the unstable or metastable
phases. Finally, for large source, η/s returns to be a continuous function as a consequence
of the emergence of a critical endpoint at which the first order phase transition terminates.

4 On the (non) violation of the KSS bound

As shown in figure 3, and already mentioned in the previous section, the introduction of
a source that breaks rotations explicitly competes with the effects of purely spontaneous
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symmetry breaking and induces a suppression of η/s at low temperature. Given these
results, it is natural to ask whether a large amount of explicit symmetry breaking could
lead to a violation of the KSS bound, at sufficiently low temperatures. In a number of
previous studies in the literature (e.g., [36, 40]), it was shown that the explicit breaking of
rotations (driven by a uni-directional axion field or a strong magnetic field) causes η/s to
vanish as T → 0 following a power-law behavior, thus violating the KSS bound strongly.

In our model we can tune the amount of explicit symmetry breaking and, by making the
source wb0 very large, we can reach the regime in which it dominates over the spontaneous
one (see the left panel of figure 4 for a criterion to estimate this transition). In such a limit,
when the source wb0 is much larger than the spontaneous condensate 〈J1

x〉, the rotational
symmetry is broken explicitly. Nevertheless, at least for the values explored in the right
panel of figure 3, a violation of the KSS bound is still not seen.

In order to clarify this point, in figure 6 we plot the deviation from the KSS bound
(4πη/s− 1) at a small temperature T ≈ 0, as a function of the explicit symmetry breaking
scale wb0. We observe that the deviation becomes closer and closer to zero for larger
values of the source wb0, indicating that even in the limit in which the explicit breaking of
rotational symmetry is strong, η/s will not violate the KSS bound. Moreover, we observe
a power-law decay of the deviation (4πη/s− 1), which scales as ∼ w−2

b0 . Thus, we see that
for very large values of the source, η/s approaches the universal value 1/4π from above,
without any indication of dipping below it. Importantly, as shown in the right panel of
figure 6, such a behavior is independent of the value of the coupling α, and therefore
universal within our holographic model.

In order to understand the behavior of η/s at low temperature better, we need to
analyze in more detail the extremal near-horizon geometry, and the properties of the various
geometrical, thermodynamical and transport properties therein. We start by plotting the
normalized viscosity and entropy density as a function of temperature in figure 7. As
evident from the numerical data, both quantities scale as ∼ T 3 in the deep IR. These
scalings suggest that at zero temperature the IR geometry might be described by AdS5,
even in the presence of a source of explicit rotational symmetry breaking. In other words,
one would expect the gravitational solutions to be RG flows between an AdS5 geometry in
the UV and another AdS5 geometry in the IR, very similar to the neutral Q-lattice models
with broken translations in [20]. As we will explicitly see, this is not exactly the case.

In order to confirm this, in figure 8 we plot the value of the Ricci scalar R as a function
of the normalized radial coordinate z/zh for different values of temperature. Here we have
introduced the new coordinate z = 1/r2 with zh = 1/r2

h. The Ricci scalar in the UV,
z → 0, is given by the AdS5 value R = −20. At low temperature we clearly observe that
the same value is reached in the deep infrared, z → zh. This hints again at the fact that
the near-horizon geometry in the near-extremal limit is AdS5, as already suggested by the
temperature scalings of the entropy density and the viscosity. Interestingly, the lower the
temperature, the more the AdS5 near-horizon geometry extends into the UV region. We
might be tempted to conclude that the gravitational solutions are indeed “boomerang”
RG flows between two AdS5 geometries driven by an operator which breaks rotational
invariance. This is not correct. Indeed, the latter operator still leaves an imprint on the
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Figure 7. Left: double-logarithmic plot of the η/ρ ratio at small T for different values of the
source. Right: double-logarithmic plot of the normalized entropy s/µ3 at small T . The dashed
lines indicate the scaling behavior ∼ T 3.

IR AdS5, leading to a metric of the schematic form,

ds2 = −αt r2dt2 + dr2

r2 + r2
(
αxdx

2 + αz(dy2 + dz2)
)
, (4.1)

where the αi are constants that depend on the particular value of wb0. By looking at
the spatial components in (4.1), one realizes that the metric is not exactly AdS5, but it
becomes such only after an anisotropic redefinition of the spatial coordinates. We will
label the geometry in (4.1) deformed AdS5. Notice that, even though the geometry shares
many similarities with a standard AdS5 spacetime (e.g., the value of the Ricci scalar),
its isometries are profoundly different. In particular, the SO(3) symmetry in the x, y, z
coordinates is clearly broken to the SO(2) symmetry in the x, y plane whenever αz/αx 6= 1.
In turn, this translates into different values of η/s at extremality, corresponding to different
choices of wb0 (in terms of the coefficients above, we have η/s ∼ αz/αx). In other words,
rotational symmetry is not completely restored in the limit of small temperature, where
the imprints of the source are not vanishing. This can be confirmed explicitly by looking
at the value of the stress tensor components in the extremal limit, in presence of a source
wb0. In particular, one finds that 〈T xx〉 6= (〈T yy〉 = 〈T zz〉). It is now clear why the
behavior of η/s at small temperatures in our setup is entirely different from the case with
unidirectional axion fields or external magnetic fields. In those examples, the IR geometry
remains strongly modified near extremality, becoming an AdS4 ×R geometry in the case
of axion models [35] or a BTZ black hole times a two-dimensional torus in the case of a
magnetic field [40], thus explaining the different scaling of the η/s ratio as T → 0.

Importantly, our analysis only implies that the η/s ratio reaches a constant in the
small temperature limit. Indeed, it does not reveal any information about the value that
this constant must take which, as shown above, depends strongly on the UV deformation
of the theory. Interestingly, we see that the η/s ratio at small temperature approaches the
KSS bound value 1/4π, in the limit of very strong source wb0 � µ. This is reminiscent of
the results in the neutral Q-lattice model of [20] (see figure2 therein, where the strength of
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Figure 8. Ricci Scalar as a function of the normalized radial coordinate z/zh for different values
of the normalized temperature. The value R = −20 corresponds to the AdS5 geometry. We have
introduced the new coordinate z = 1/r2 with zh = 1/r2

h.

the source is indicated as k/V ). There is nevertheless a big difference with our case. In the
Q-lattice case, η/s reaches the KSS value from below, while in ours from above. A possible
way to understand this difference in more detail is rooted in the analysis of the slope of η/s
close to the critical point, at larger temperature. In our setup we always find a positive
slope, while in the other cases the slope is negative. It would be interesting to understand
which physical property of the operator responsible for the symmetry breaking determines
the slope, and how one can derive it. A perturbative analysis close to the critical point
might be helpful.

Before ending this section, let us comment on the role of broken symmetries for the
violation of the KSS bound. Naively, our results (in the presence of the source) seem to
be in tension with the existing holographic models in the literature with explicit rotational
symmetry breaking. However, this is not the case. Indeed, the symmetry breaking patterns
are different. The holographic models in the literature (i.e., axion models, Q-lattice, etc.)
break both rotational symmetry and translational symmetry (at least in one direction). Our
model, on the contrary, breaks rotational symmetry together with a global U(1) symmetry.
Given the different outcomes in the purely explicit limit, it is tempting to argue that the
violation of the KSS bound in the previous models is due to the breaking of translations
and not rotations. This is supported by several holographic models in which translations
are broken, while rotations retained, and nevertheless the KSS bound drastically violated
in the same way. It would be interesting to find a holographic model when only rotations
are broken to verify this further.

5 Discussion

In this work, we have revisited the computation of the shear viscosity to entropy ratio,
η/s, in anisotropic holographic models. Our initial motivation was to better understand

– 19 –



J
H
E
P
0
7
(
2
0
2
3
)
0
1
6

the different imprints left on η/s by the spontaneous and explicit breaking of rotational
invariance, reported previously in the literature. In particular, it has been widely observed
that an explicit anisotropy, induced for example by axion fields or an external magnetic
field, would lead to a “brutal” violation of the η/s bound in the direction parallel to the
anisotropy. Such a violation would persist up to zero temperature, close to where the η/s
ratio would decay following a power law behavior, (T/ζ)2, where ζ is the scale determining
the anisotropy (e.g., the magnetic field B). On the contrary, in holographic systems with
spontaneously generated anisotropic phases (e.g., p-wave holographic superfluids), the uni-
versality of the η/s ratio would break down in a rather different way. Indeed, in these
constructions it was observed that the η/s ratio becomes larger than 1/4π in the broken
symmetry phase and grows with the condensate. Thus, in these two different classes of
models the particular mechanisms for purely explicit vs. purely spontaneous symmetry
breaking lead to sharply different behaviors. Note, however, that translational invariance
is also broken in the first class of models we mentioned above, for which the anisotropy is
due to the presence of an explicit source.

In this paper, we have tuned the amount of explicit and spontaneous symmetry break-
ing, so that we could interpolate between the two. By doing so, we have seen that the
presence of a source of explicit symmetry breaking leads to a suppression of η/s at low
temperature, as compared to the value it would have in the purely spontaneous case. In-
terestingly, however, we have found that in the limit of large source we do not recover
the behavior seen in the holographic models with axions or external magnetic fields. On
the contrary, when the explicit symmetry breaking is the dominant mechanism for the
anisotropy, we observe that the η/s ratio converges to a constant at small temperature,
which is larger than the KSS value 1/4π. We can explain this difference by looking at
the nature of the near-horizon extremal geometry, which is intimately connected to the
properties of the operator responsible for the breaking of rotations in the deep IR.

In conclusion, we find that knowledge of the rotational symmetry breaking pattern
is not enough to understand the temperature dependence of η/s in the symmetry broken
phase. More directly, breaking rotational invariance explicitly does not necessarily imply
a violation of the KSS bound, unlike what was observed in previous studies in the liter-
ature. The η/s ratio is sensitive to further details of the symmetry breaking mechanism,
in particular to the nature of the operator responsible for it, as in the case of holographic
models with broken translations. Moreover, we found that the competition of spontaneous
and explicit breaking of rotations is typically not enough to produce a minimum of the η/s
ratio as a function of the temperature, akin of that ubiquitously observed at the liquid-
gas critical point. While it may be possible to use these competing effects to engineer
a minimum, doing so would require properly balancing different effects, and perhaps fine
tuning.

It would be interesting to perform a more detailed analysis of the quasinormal modes,
as done for simpler holographic s-wave superfluids with [76] and without explicit symmetry
breaking [87, 88], or for anisotropic phases in [35], and ascertain for example whether the
momentum diffusion constant follows the η/s behavior or not (see [89] for a probe analysis
in this direction). For systems with broken translations, the answer is no [23]. It would
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be also fruitful to consider other holographic models with broken rotations, as for example
those presented in [90–93], or systems under shear [94, 95], in order to reach a complete
picture of the whole landscape of anisotropic phases.

Additionally, one fundamental question is left to be understood, which is what deter-
mines the value of the constant η/s ratio at zero temperature in our holographic model,
and how that depends on the properties of the dual field theory. In this direction, a per-
turbative study of the slope of η/s as a function of temperature, near the critical point,
seems to be a promising avenue to explore.

Finally, from a more formal perspective, what is needed to fully understand the dual
interpretation of our results is to develop in detail the hydrodynamic description of the
field theory dual to our model. In particular, it is necessary to investigate further the
meaning, definition and derivation of η in presence of an explicit source breaking the U(1)
and rotational symmetry. In this respect, a “quasi-hydrodynamic” effective description for
p-wave superfluids would be necessary. Similar possible issues have already been discussed,
but not fully resolved, in the case of translations in the past [22]. We leave some of these
questions for the near future.
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A Holographic renormalization

In order to obtain a renormalized action, one should supplement (2.1) with appropriate
boundary counterterms. The resulting action reads

S =
∫

d5x
√
−g

[ 1
2κ2

5

(
R+ 12

L2

)
− 1

4ĝ2 F
a
MNF

aMN
]

+
∫
r=rbdy

d4x
√
−γ 1

κ2
5
K

−
∫
r=rbdy

d4x
√
−γ 1

κ2
5

(
3
L

+ 1
4R[γ] + 1

8R
µν [γ]Rµν [γ] ln r − α2

4 F aµνF
aµν ln r

)
, (A.1)

with rbdy → ∞. Here γµν = gµν − nµnν is the induced metric, Kµν = γrµγ
σ
ν∇rnσ is the

extrinsic curvature at the AdS boundary and nµ is the outward pointing normal vector to
the boundary. We will set L = 1.
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The expectation values of the energy-momentum tensor and current can then be ob-
tained by varying the on-shell action (A.1). We find

〈Tµν〉 = 1
κ2

5
lim
r→∞

r2
(
Kγµν −Kµν − 3γµν − α2

(
F aρµF

aρ
ν −

1
4γµνF

a
ρσF

aρσ
)

ln r + Gµν [γ]
2

+ 1
2Gµ

ρ[γ]Gρν [γ] ln r − 1
8 (Gρσ[γ]Gρσ[γ] +Gσσ[γ]− 2∇σ∇σR[γ]) γµν ln r

− 1
4∇µ∇νR[γ] ln r − 1

2∇σ∇(µGν)
σ ln r + 1

2Gµν [γ]R[γ] ln r + 1
4∇σ∇

σGµν [γ] ln r
)
,

〈Jµa 〉 = α2

2κ2
5

lim
r→∞

√
−γ

(
−2nνF aµν + 2∇νF aνµ ln r − 2εabcAbνF cνµ ln r

)
,

(A.2)

where Gµν [γ] = Rµν [γ]− 1
2R[γ]γµν and Rµν [γ] is the Ricci tensor associated with the metric

γµν . In the coordinate system {t, r, x, y, z} we used in our ansatz (2.6), the metric including
the shear perturbation is given by

gµν =


−u(r) 0 0 0 0

0 1
u(r) 0 0 0

0 0 h(r) e−iωtv(r)Ψx(r) 0
0 0 e−iωtv(r)Ψx(r) v(r) 0
0 0 0 0 v(r)

 , (A.3)

and the SU(2) gauge field reads

A1µ =


0
0

w(r)
e−iωta1

y(r)
0

 , A2µ =


0
0
0

e−iωta2
y(r)

0

 , A3µ =


φ(r)

0
0
0
0

 . (A.4)

The boundary expansion for the background is given by

u(r) = r2+
ub1− 1

3α
2µ2w2

b0 ln(r)
r2 +ub2

r4 +ub2l ln(r)
r4 +

α2
(

1
30µ

4w2
b0+ 1

6µ
2w4

b0

)
ln2(r)

r4 +. . . ,

v(r) = r2+
1
6α

2µ2w2
b0 ln(r)+vb1
r2 + vb2

r4 + vb2l ln(r)
r4 +

1
30α

2µ4w2
b0 ln2(r)

r4 +. . . ,

h(r) = r2+
−1

3α
2µ2w2

b0 ln(r)− 1
6α

2µ2w2
b0−2vb1

r2 +hb2
r4 +hb2l ln(r)

r4 − 2α2µ4w2
b0 ln2(r)

15r4 +. . . ,

w(r) =wb0+
1
2µ

2wb0 ln(r)+wb1
r2 +wb2

r4 +
ln(r)

(
1
8µ

2w3
b0−

µ4wb0
16

)
r4 +. . . .

φ(r) =µ+
φb1− 1

2µw
2
b0 ln(r)

r2 +φb2
r4 +

ln(r)
(

1
8µ

3w2
b0−

µw4
b0

16

)
r4 +. . . ,

(A.5)
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where

ub2 = α2
(

17
75µ

2wb0wb1 + 1
15µw

2
b0φb1 + 81µ4w2

b0
1000 − 3

200µ
2w4

b0 + 2w2
b1

15 + 2φ2
b1

3

)
,

ub2l = α2
( 2

15µ
2wb0wb1 −

2
3µw

2
b0φb1 + 17

150µ
4w2

b0 −
1
30µ

2w4
b0

)
,

vb2 = α2
(
− 8

75µ
2wb0wb1 −

7
45µw

2
b0φb1 −

271µ4w2
b0

9000 + 61µ2w4
b0

1350 + 2w2
b1

15

)
,

vb2l = α2
( 2

15µ
2wb0wb1 + 1

75(−4)µ4w2
b0 + 7

90µ
2w4

b0

)
,

hb2 = α2
(

26
225µ

2wb0wb1 + 8
45µw

2
b0φb1 + 203µ4w2

b0
6750 − 89µ2w4

b0
1350 − 8w2

b1
15

)
,

hb2l = α2
(
− 8

15µ
2wb0wb1 + 13

225µ
4w2

b0 −
4
45µ

2w4
b0

)
,

wb2 = − 3
64µ

4wb0 + 3
32µ

2w3
b0 −

1
4µwb0φb1 −

1
8µ

2wb1 ,

φb2 = 3
32µ

3w2
b0 −

3µw4
b0

64 + 1
4µwb0wb1 + 1

8w
2
b0φb1 .

(A.6)

In the expansions above, we have taken the normalization of the time coordinate at the
boundary such that u(r → ∞) = 1. Also, wb0 is the source that breaks the rotational
symmetry explicitly. The boundary expansion for the perturbations reads

Ψx = (Ψx)b0+ω2(Ψx)b0
4r2 + (Ψx)b2

r4 +
−8α2µ2wb0(a1

y)b0+8iωα2µwb0(a2
y)b0+ω4(Ψx)b0

16r4 lnr+. . . ,

a1
y = (a1

y)b0+
(a1
y)b1
r2 −

2iωµ(a2
y)b0−(a1

y)b0(µ2+ω2)
2r2 lnr+. . . ,

a2
y = (a2

y)b0+
(a2
y)b1
r2 −

(w2
b0−µ2−ω2)(a2

y)b0−2iωµ(a1
y)b0+iωµwb0(Ψx)b0

2r2 lnr+. . . .
(A.7)

Substituting the expansions (A.5) and (A.7) into (A.2), we obtain

〈Ttt〉 = −9ub1 + 2α2w2
b0µ

2

6κ2
5

,

〈Txx〉 = −ub1 + 8vb1
2κ2

5
,

〈Tyy〉 = 〈Tzz〉 = α2µ2w2
b0 − 6ub1 + 24vb1

12κ2
5

,

〈Jx1 〉 = α2 (4wb1 − µ2wb0
)

2κ2
5

,

〈J t3〉 = −α
2 (µw2

b0 + 4φb1
)

2κ2
5

,

(A.8)
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and4

〈Txy〉 = 〈Tyy〉(Ψx)b0 + 1
12κ2

5

[
3α2µ2wb0(a1

y)b0 − 3iα2µωwb0(a2
y)b0 + 24(Ψx)b2

]
, (A.9)

〈Jy1 〉 = α2

2κ2
5

[
4(a1

y)b1 − µ2(a1
y)b0 + (wb0µ2 − 4wb1)(Ψx)b0 + 2iωµ(a2

y)b0
]
, (A.10)

〈Jy2 〉 = α2

2κ2
5

[
4(a2

y)b1 + (w2
b0 − µ2)(a2

y)b0 − 2iωµ(a1
y)b0 + iωµwb0(Ψx)b0

]
, (A.11)

with all other components vanishing. Importantly, the terms (a1
y)b1 and (a2

y)b1 in the ex-
pressions above correspond to the sources for the fluctuations of the Jy1 and Jy2 current
operators on the boundary, respectively. In order to compute the shear viscosity, we turn
off such terms and obtain5

〈Txy〉 =
[
〈Tyy〉+ 2

κ2
5

(Ψx)b2
(Ψx)b0

]
(Ψx)b0 . (A.12)

In a transversely isotropic fluid, one has

〈Txy〉 = [〈Tyy〉+ iωη] (Ψx)b0 , (A.13)

in the low frequency limit. Then one obtains

η = − 2
κ2

5
lim
ω→0

i

ω

(Ψx)b2
(Ψx)b0

, (A.14)

which is consistent with the well-known Kubo’s formula (3.5).

B Horizon formula for η/s

We relegate to this section some of the details of the derivation of eq. (3.14) which are
not included in the main text. We begin with eq. (3.12) for the redefined shear mode
hxy = v(r)Ψx(r). We expand its solution in a perturbative series with respect to the
frequency ω

Ψx(r) = u(r)−iω/(4πT )
(
1 + ωΨ(1)

x (r) + . . .
)
. (B.1)

where higher order terms are ignored, since irrelevant for the computation of the zero
frequency viscosity, and the solution is forced to obey ingoing boundary conditions at the
horizon r = rh. The leading order solution is given by

Ψ(1)
x (r) =

∫ r

rh

 i

4πT
u′

u
−

2α2a
(1)
y1 w

′

v
− iv2

1√
h1

√
h

uv2

 dr̃ . (B.2)

According to (A.13), in order to compute η, we need to know the leading and subleading
coefficients of the boundary expansion of Ψx in eq. (A.7), i.e. (Ψx)b0 and (Ψx)b2.

4We have omitted the overall factor e−iωt for later convenience.
5Terms proportional to (a1

y)b1 and (a2
y)b1 would contribute to mixed Green’s functions involving the stress

tensor and the currents Jy1 and Jy2 .
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To compute the integral of Ψ(1)
x , we consider the following coordinate transformation

z = 1
r2 and z̃ = 1

r̃2 . Then Ψ(1)
x becomes

Ψ(1)
x =

∫ z

zh

 i

4πT
u′

u
−

2α2a
(1)
y1 w

′

v
+ iv2

1√
h1

√
h

2z̃3/2uv2

 dz̃ , (B.3)

where the prime appearing in the integrand denotes the derivative with respect to z̃, and
zh = 1/r2

h. Note that the AdS boundary now corresponds to z = 0. This integral can be
decomposed into several parts

Ψ(1)
x =

∫ z

zh

 i

4πT

(
u′

u
+ 1
z̃

)
− i

4πT
1
z̃
−

2α2a
(1)
y1 w

′

v
+ iv2

1√
h1

√
h

2z̃3/2uv2

 dz̃ ,
= C −

∫ z

zh

i

4πT z̃ dz̃ +
∫ z

0

i

4πT

(
u′

u
+ 1
z̃

)
dz̃ +

∫ z

0

−2α2a
(1)
y1 w

′

v
+ iv2

1√
h1

√
h

2z̃3/2uv2

 dz̃ ,
(B.4)

where C is a constant given by

C =
∫ 0

zh

 i

4πT

(
u′

u
+ 1
z̃

)
−

2α2a
(1)
y1 w

′

v
+ iv2

1√
h1

√
h

2z̃3/2uv2

 dz̃. (B.5)

We set to zero the source for the gauge field perturbation, since it is not relevant for
the η/s calculation. Then, the UV expansion of a(1)

y1 reads

a
(1)
y1 = (a(1)

y1 )b1 z + . . . (B.6)

in terms of the new radial coordinate z. Substituting the boundary expansion (A.5), we
find

Ψ(1)
x = C − i

4πT ln
(
z

zh

)
+ iv1

2z2

4
√
h1

+ iz2 (6ub1 + α2µ2wb0
2 ln z

)
24πT + . . . (B.7)

near the AdS boundary z = 0. Finally, we obtain the boundary expansion of Ψx:

Ψx = u(r)−iω/(4πT )
(
1 + ωΨ(1)

x

)
= 1 + ω

(
C + i ln zh

4πT

)
+ iω

v2
1z

2

4
√
h1

+ . . . , (B.8)

where we have made use of the approximation

u(r)−iω/(4πT ) ∼ 1− iω

4πT ln u , (B.9)

valid in the small ω/T regime.
Therefore, we find from (B.8) that

(Ψx)b0 = 1 + ω

(
C + i ln zh

4πT

)
, (Ψx)b2 = iω

v2
1

4
√
h1
, (B.10)
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to linear order of frequency. Then, comparing the above equation with linear response
theory, eq. (3.4), or equivalently using (A.13), we obtain the shear viscosity

η = − 2
κ2

5
lim
ω→0

i

ω

(Ψx)b2
(Ψx)b0

= 1
2κ2

5

v2
1√
h1
, (B.11)

which is entirely determined by the horizon data. Finally, using s = 2π
κ2

5

√
h1v1, the ratio of

shear viscosity over entropy density is given by
η

s
= 1

4π
v1
h1
, (B.12)

as reported in the main text.
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