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Introduction

In recent years, we saw two significant proposals for holographic duals of two-dimensional
(2D) gravity models. In one of them [1-3], the holographic dual is the Sachdev-Ye-Kitaev
(SYK) model [4, 5] with a Schwarzian boundary-action as an intermediate step in this



construction. The other proposal [6] posits that the dual theory is a random matrix integral.
Both proposals focus on the Jackiw-Teitelboim (JT) model [7, 8] as bulk theory.

Apart from JT, there is a plethora of dilaton gravity models in 2D. They describe a
metric g,, on a manifold M and a scalar field X, called the dilaton. These models have
no local physical degrees of freedom but can allow boundary excitations. Thus, they are
tailor-made for holography.

The second-order bulk action of a large class of 2D dilaton gravity models,

bt =+ [ @ \ldl(XR - U@ 0,%)0,0) ~2V (X)) (L)

contains the curvature scalar R of the metric g,,, the kinetic potential U, and the dilaton
potential V. The overall factor is the gravitational coupling constant k = 1/(4G), where
G is the 2D Newton constant. The upper (positive) sign in front of the action (1.1)
corresponds to Lorentzian signature, while the lower (negative) sign is used for Euclidean
signature. For the JT model (with unit AdS radius), these potentials are given by

Upn(X) =0 Vir(X) = —X.. (1.2)

For a review of dilaton gravity theories in 2D we refer the reader to [9)].

Dilaton gravities in 2D can be formulated as (in general non-linear) gauge theories [10],
known as Poisson sigma models (PSMs) [11]. In these PSMs, the (three-dimensional) target
space is equipped with a degenerate Poisson structure. PSMs are rigid, in the sense that
the most general consistent deformation of a PSM is another PSM with the same dimension
of the target space [12]. (To be interpretable as a Lorentzian gravity theory, the Poisson
tensor has to be compatible with Lorentz boosts, see e.g. [13].)

The PSM perspective shows that all 2D dilaton gravity models are related to each
other by consistent deformations. The broad goal of the present work is to exploit this
general perspective for holographic applications.

The technical key idea that we employ is straightforward: diffeomorphisms of the target
space map one PSM model to another. In particular, we may relate classes of models to
JT gravity (1.2) in this way. Since diffeomorphisms are changes of variables, at first glance
any two models related by a target space diffeomorphism should be classically equivalent
to each other. However, as we shall elaborate, we keep fixed a map between PSM and
Cartan variables, so that the action of target space diffeomorphisms is non-trivial from the
2D dilaton gravity perspective.

The sharp goal of our paper is to relate Lorentzian and Euclidean JT gravity to other
2D dilaton gravity models by virtue of target space diffeomorphisms, such that we can make
statements about the asymptotic symmetries and the boundary actions for these models.
In this way, known holographic aspects of JT gravity can be applied to new models. So
in simple terms, our procedure provides a shortcut to holography. We follow the approach
suggested in [14] and extend the results of that paper in an essential way.

This paper is organized as follows. In section 2, we review the PSM formulation of
2D dilaton gravity and apply it specifically to JT gravity, where we also recall the analysis
of asymptotic symmetries and boundary charges. In section 3, we discuss target space



diffeomorphisms, first in full generality and then restricted to a useful class that preserves
the Lorentz structure. In section 4, we apply the target space diffeomorphisms to map JT
gravity to other models without kinetic potential, with the conformally transformed CGHS
model [15] as an example. In sections 5, we transit to Euclidean signature, again reviewing
some basic aspects of the JT model, including the Schwarzian action. In section 6, we
map between Lorentzian and Fuclidean models using target space diffeomorphisms and
compare them with Wick rotations. In section 7, we apply target space diffeomorphisms
to the Euclidean case. In section 8 we conclude.

2 2D dilaton gravities and Poisson sigma models

We start our analysis focussing on Lorentzian signature. The dilaton gravity action (1.1)
has an equivalent first-order form obtained by introducing zweibein one-forms e*, with the
metric given by

uv = ezelb/ Nab (21)
where 744 = 0 and 74+ = 1, and a Lorentz connection one-form w, together with two
auxiliary fields X* generating the torsion constraints,

k
Ilst:27/ (Xdw+ XT(d-w)Ae” + X (d+w)Aet +Ve Ae'). (2.2)
™ JM

The quantity V = —U (X)Xt X~ + V(X) contains the kinetic and the dilaton potential.
The EOM descending from the action (2.2),

dX - Xte  + X et =0 (2.3)
dX* £ XFw+ Vet =0
o _
)
+ - + _
(dtw)Ae +8X3F6 NeT = (2.6)

are first order in derivatives.
Dilaton gravities in 2D are invariant under local Lorentz transformations parametrized
by o and under world-sheet diffeomorphisms parametrized by &,

O¢ . owy = £ Opwy + Wy 0,8" — Ouo d¢.o X =E10, X (2.7)
55,(,6;[ = E”@,jeff + et + eia Seo Xt =¢€19,XT + X0 . (2.8)

All of these models are integrable, i.e., they admit solutions in closed form for any choice
of the potentials U and V. First, we identify a Casimir function

C=eQMXTX™ 4w (X) =Ny 4w (X) (2.9)

where Y = XT X~ and

Q0= auw  wm=-[ WOy . @)



The Casimir function is absolutely conserved on-shell,
dC=0. (2.11)

By using C as an integration constant and taking X as one of the coordinates one may
obtain the metric
ds? = —2e9dudX + 2e% [C — w (X)] du>. (2.12)

At the Killing horizons X = X}, the du? part of the metric vanishes, w(X},) = C.
Using the map

x! = (X, X+,X—) A = (w,e_,e+) (2.13)
between PSM and Cartan variables, and the Poisson tensor
PXE = X+ Pt =V (2.14)

one can relate the action (2.2) to the PSM action,

k
Ipsv = Lt — — [ d(XTA 2.15
PSM 1st o /M ( I) ( )
which reads . )
Ipsy = — A ANdXT+ =P A N A . 2.16
PSM or /M( I + 9 I J) ( )

The PSM can be formulated with an arbitrary Poisson manifold P being the target space.
The fields X! are coordinates on P and scalar fields on M, A; are components of one-

1

forms' on P and one-forms on M, and P!’ is a Poisson tensor satisfying the nonlinear

Jacobi identities
Py, p/K 4 plly, pKI L pELy, pl) = . (2.17)

One can easily check that for P!/ defined in (2.14) this identity is indeed satisfied. In this
formalism one can write the EOM (2.3)—(2.6) compactly as

dxT+PlVA;=0 dA; + 0rP7KA; A A =0 (2.18)

The Poisson tensor P!/ defines a Poisson bracket of any two smooth functions F(X) and
G(X) on P as
{F,G} = PY0;F0;G . (2.19)

The Casimir function C has a vanishing Poisson bracket with any function,
{C,F}=0. (2.20)
Another useful equation involving C is

(Ox +Voy)C=0 (2.21)

!To make this manifest in (2.16) we added the boundary term in (2.15).



where we introduced Y := XTX~. In the PSM formulation of dilaton gravity the gauge
transformations (2.7)—(2.8) are encoded in a certain way which will be made precise below.

Our intention is to perform target space diffeomorphisms on the PSM side while keeping
the map (2.13) fixed. To still have a dilaton gravity interpretation available we will need to
take care that in the transformed PSM the Poisson tensor still has the form defined in (2.14),
i.e., the transformed PSM needs to be in the image of the map (2.13). It follows that from
the PSM perspective, a target space diffeomorphism is merely a change of variables whereas
the physical content is changed on the dilaton gravity side. For example, the world-sheet
metric defined by (2.1) is not invariant under target space diffeomorphisms. We will also
explore the possibility to map a part of the target space of one model to (a part of) the
target space in another one. Physically, it is typically justified to restrict the dilaton to
non-negative values, X > 0.

2.1 Structure of PSM gauge transformations

Before describing the PSM symmetries in more detail, let us take a step back and summarize
some important general concepts for gauge theories [16]. Consider a gauge theory with some
field content ¢;. Gauge transformations are given by expressions of the form

Sethi = Ri‘eq (2.22)

with arbitrary spacetime dependent parameters €, and in general field-dependent coeffi-
cients R{'. We use o not necessarily as an element of a finite index set but make it include
a continuous part as well if the gauge transformations depend on derivatives of the gauge
parameters. The theory is described by an action I[¢‘] which is gauge invariant up to
boundary terms, i.e.

ol

—0cp; =0 . 2.23
b (223)
If we use (2.22) and vary I with respect to €, we find the Noether identities
ol
N® = o — 2.24

which are a manifestation of the gauge redundancy present in the theory: they make the
equations of motion (EOM) dependent on each other and thus lead to arbitrary parameters
appearing in the solutions. While the set of all (infinitesimal) gauge transformations always
forms a Lie algebra, one usually works with a minimal subset, just large enough to exhaust
all the possible Noether identities. To illustrate this, consider another gauge transformation
for the same theory,

Sy = R Al (2.25)

with some field-dependent matrix A?. The action is still invariant under these new trans-
formations but it can be checked easily that there are no new Noether identities generated.
So, to exhaust the Noether identities one could either take (2.22) or (2.25) but does not
need both.



This defines a generating set of gauge transformations as a minimal set containing all
the information about the Noether identities. Let us assume that we have such a generating
set R$'. Then any gauge transformation d.¢; can be written as

o 51 e e (4
dcthi = Ri'ea(e) + His 5 pij = (—1)des(@dealo (2.26)
j

for some possibly field dependent €, and p;;. The symmetry of yu;; depends on the form
degree of the respective fields ¢; denoted by deg(¢;). It encodes trivial gauge transfor-
mations, i.e., gauge transformations that vanish on-shell and that are not generated by
any constraints. It can be shown that they form an ideal A in the algebra of all gauge
transformations and one often only works with the reduced algebra, having identified by
elements of NV. If one is just interested in on-shell descriptions of gauge symmetries this is
a convenient step but for our purposes, it is crucial to work with the full algebra. As the
commutator of two elements of the generating set has to be again a gauge transformation
we must have

JOR? SR
R R} 5o | €atls + R0, — Ridye, (2.27)
?; b;
! o ol
= (C 5&, €alg + 0cly — 5,7@) R} + Mgﬁwﬁanﬁ (2.28)
j
g 01
=t Ofe.n)+ i + Mijﬁ(;?jﬁanﬁ (2.29)
where
Mgﬂ _ (_1)deg(¢i)deg(¢j)+1M;§5 (2.30)
with the same sign choice as above and [-,-]* denoting a Lie-bracket on the space of gauge

parameters. Like previously considered in [17], we additionally took into account a possible
field-dependence of the gauge parameters, which is frequently encountered for theories on
manifolds with (asymptotic) boundary. Equations (2.27)—(2.29) then allow an on-shell
interpretation of the space of gauge parameters A as a Lie algebroid A — F over field
space F with the bracket between its sections given by

[67 77]2 = Cﬁ’ya €aMy + 6677()( - 5r]€a (231)

and an anchor € — .. Following [17] we refer to this as the gauge algebroid associated
with the generating set and the given boundary conditions. The functions C’O‘B,Y have been
defined as the part of the prefactor of R} on the right-hand side of (2.27) that does not
depend on variations of the gauge parameters. However, even for field-independent gauge
parameters, C’O‘% can depend on the fields, which spoils the Lie algebra property [18].
The possibility of a trivial gauge transformation on the right-hand side of (2.29) shows
that in general, i.e., for non-zero functions Mgﬁ ,
Whether this is the case depends on the theory at hand as well as on the chosen generating

the generating set does not close off-shell.



set R?. Generating sets are far from unique; one can relate RY to another set R by a field
dependent transformation tg,
_ o pB or _ deg(¢i)deg(j)+1
R =t§ R} + M 55, Mg = (—1)des(@ndes(@) L pra (2.32)
This can have notable effects on the algebraic properties of the generating set. For the
same gauge theory different generating sets can have different structure functions, and it
might even happen that one set does not form a closed algebroid off-shell while another
one does.
Coming back to the PSM, the action (2.16) is invariant under the gauge transformations

HXT =Py, O\Ar = —dX\; — 91 PTE Ak (2.33)
with parameters A;. On-shell, the gauge transformations are equivalent to (2.7)—(2.8) with
Ar = A1 (&) + A1 (o) (2.34)

and
A1 (§) = —Aurg! Ax (o) =0 Ay (0)=0. (2.35)

The transformations (2.33) form a generating set, which for generic P!’ only closes on
solutions of the EOM like in the generic example above. Indeed, one can show that off-
shell

030> 02, ] X = PM[A1, Aoy (2.36)
[0x,s Oxg] A7 = —d([A1, Xa}) — O PRI A [\1, Nol (2.37)
+ (M) k(A2) 010, PRE(AXT + PTM Ayy)

where the bracket [-,-]* is defined by
A1, A2]7 = —8[PKJ()\1)K()\2)J +9x, (A2)1 — Oy (A1)1 - (2.38)

By comparing (2.37) with (2.18), one can see that the closure is spoilt by the term in the
second line proportional to an EOM. One can directly read off the functions

CM g =—oxP" MEF = 9;9,PK" . (2.39)

These functions are field-dependent for a generic Poisson tensor. We stress again that
this is a property of the chosen generating set. Later on, we shall find that target space
diffeomorphisms of PSMs do not preserve generating sets. This is the decisive feature for
finding an off-shell closed generating set for general models.

In some special cases, i.e., if the Poisson tensor is linear in the target space coordinates,
the generating set given here closes off-shell because M I{(,L = 0. Therefore, for field-
independent gauge parameters, the structure functions just reduce to structure constants
and one is back in the realm of Lie algebras. Among the few examples is the JT model.?

2This goes hand in hand with being able to write the JT model as a nonabelian BF-theory [19-21].



2.2 Lorentzian JT gravity

For the JT model U = 0 and V = — X, so that Q (X) =0, w (X) = $X? and the Casimir
function is given by
1 1
C=XtX"+ 5X2 =Y + 5)(2 : (2.40)

Here, we rewrite the most general asymptotic conditions for JT gravity in generalized
Bondi gauge obtained previously in [22] in their first-order form. We start with the line

element
ds? = —2¢°Wdy dr — 2B (u,r) du? (2.41)

where the asymptotic boundary is situated at » — 0o, and u is a coordinate along this
boundary. In comparison to the usual Bondi gauge, the off-diagonal component of the
metric is not constant but depends on an arbitrary function ©(u). In terms of first-order
variables, the metric (2.41) can be described by partially fixing the gauge to

el =0 e, =1 w, =0 (2.42)

T T

and solving the EOM containing derivatives with respect to r up to several arbitrary
functions of u. We obtain

ef = —eOW e; =e ®WBu,r) wy = —e %o, B(u,r) (2.43)
where 1 1
B= 562%2 —ePPr+ T+ 57?2 : (2.44)
Here, P and T are arbitrary functions of w. Thus, we arrive at
+_ e ~_lego —o 155 _ e
er = —e ey =€ Pr+e T—|—2'P wy=—e-r+P. (2.45)

Solutions of the radial EOM for X and X are
1
X = eegolr + ©o Xt = e@gol X = —ieegplrQ — or — 6—9¢_1 (2.46)

and depend on three other arbitrary functions, ¢1(u), po(u), and ¢_1(u).
On-shell the arbitrary functions in time are further constrained by the temporal EOM
following from (2.3) and (2.4),

&= 8u901 + o + (P + @/) p1 =0 (2.47)
1
&0 = Oupo + -1 — 1 (T+ 2772) =0 (2.48)
1
E_1:=0up—1 — o <T+ 27)2) - (P + @I) p_1=0. (2.49)

A complete solution can be specified by providing three functions 7 (u), P(u), ©(u) together
with three initial conditions for the boundary EOM. The Casimir function is given by

1

C= 5@3 — Y11 (2~5O)



and does not depend on u when evaluated on solutions of (2.47)—(2.49), i.e., 9,C = 0. To
set up the variational principle, we choose boundary conditions

X =eP01r+ 0o+ 0> Wy = —Ore, +O(r Y (2.51)
=0, X +0(r?) er = +00r™ (2.52)
X =-X+0rh e; =e OB(u,r)+ 0 (2.53)

with B given by (2.44). The theory is described by the action

1
r—r / (XIdA[ 4P AL A AJ) (2.54)
21 I m 2
k , X+

where C is given by (2.40). The last term renders the action Lorentz-invariant [23, 24].
The boundary one-form df is given in terms of the field variables as

1
df = fldu = —du . (2.55)
©1

In the first variation of the action,

dT = (EOM) — zﬁ / (rx0X + 10X + 76X~ +Codf) (2.56)
™
k X+t

all variations with respect to the gauge field cancel. The variations of the scalar fields come
with coefficients m;, given by

1 Xt
7TX:w—|-de+*d1H’7 (2.58)
—e + X~ ——dX 2.
T4+ e + df 2X+d ( 59)
_=eT+XTMd 7dX. 2.
T et + f+ X (2.60)

To make the variational principle well-defined, the on-shell variation of the action needs
to vanish up to corner terms, see e.g. [25]. Therefore, the second part of (2.56) on-shell
needs to be a total boundary derivative contributing to the corner term in the second line.
Inserting the boundary conditions, the first variation of the action evaluated on the EOM
reads

k

5Fz—27r/(9Md< 5ln‘X ‘+C<5f>+(9( -1 (2.61)

ul

:k< go 5(66901)5900+C($f) +0>r (2.62)

2m \ e®¢q

uo



which indeed vanishes up to corner terms. Turning to the on-shell action, the bulk contri-
bution vanishes for the JT model while the boundary part gives

k ()02 S0/ 3

r:—/ du [ Te1 — (P+0)po — =2 + ¢ — pot | + O(r™? 2.63
o7 Jous U( 1 — ( )0 2oy TRV RO (r—) (2.63)
kC 1

A~ du— + 01 . 2.64
277/8/\/( u901 ) (2:64)

For arriving at the last line all the evolution equations (2.47)—(2.49) were used.

2.3 Residual gauge transformations of Lorentzian JT

Preserving the gauge conditions (2.42) leads to three differential equations restricting the
gauge parameters

A =0 oAy +Ax =0 OAx —A_=0. (2.65)

The general solution to (2.65) contains three arbitrary functions which are denoted by
(e(u),y(u),n(u)). In a convenient parametrization it reads

Ax =ePer +y— P (2.66a)

A =e% (2.66b)
_ LYo o _ e 152

Ay = 5€ v (vy—€eP)r—e (77 +Te+ 273 e) (2.66¢)

and the infinitesimal action on the free functions is

NT =eT' +28T +Py —0'n+1/ o1 =ep) — €1 — & (2.67a)
5>\'P =P’ + eP— n-— ’)/ 5,\@0 = 8906 + ne1 — €& (2.67b)
0O =e0"+& +~ hp_1=¢cp 1 +ep_1+np0—e€_1. (2.67c)

Interpreting the transformations generated by € as holomorphic conformal transformations
we can read off the conformal weights of all quantities in the left equations (2.67): 7 has
weight 2, like a chiral stress tensor (but without anomalous term); P has weight 1, like a
1-form; © has weight 0, like a scalar, and transforms anomalously. On-shell, the quantities
o, acquire conformal weights —n.

The definition (2.55) does not impose further restrictions since the variation

Syt = (5)/ (2.68)

¥1 ®1

is again a total boundary derivative on-shell. As we are working off-shell, the transforma-
tions (2.67), in general, map between off-shell configurations and do not necessarily have
to form a closed algebra. Given a certain reference configuration, we think of them as
infinitesimal spectrum-generating transformations. Once restricted to the solution space,
these transformations are true symmetries, i.e., they map solutions to solutions.

~10 -



As explained in the previous section, the JT model allows for a closed generating set
of gauge transformations off-shell. Computing the brackets (2.38) with (2.66) obtains

*

e vonl, M7, 7]] | = Mleg’ — &</ 69 — &, (en)' — (Em)'], (2.69)

[_

where the functions As[e, v, 7| are defined such that (2.66) is recovered for \[—e, —v, —n)].
We highlight two properties. First, as the PSM parameters A; depend linearly on the gauge
parameters (e,7,n), the functions A; provide a Lie algebra homomorphism A\; : g — I'(A)
from the space of parameters to sections of the gauge algebroid where the bracket on the
space of parameters is given by

[(&:v.m), (&3] = (&' — &, ey — &', (en) — (&n)') - (2.70)

Second, the bracket [-, -]y defines the Lie algebra g of residual gauge transformations. Its
associated group is

G = Diff(R) x (C*(R) x Q'(R)) . (2.71)

This follows from the weights of the parameters under transformations generated by e: € is
a vector field, v is a scalar function, and 7 is a one-form. The relation (2.69) thus implies
that the functions A; form a representation of this algebra. In Laurent modes

T, :=XA(e=u""1,0,0)  P,:=X(0,y=u"0) Qn:=X(0,0,n=0u") (2.72)

this algebra is given by

[Tna Tm]* = (n - m)Tn-i—m [Qn, Qm]* =0 (2.73)
[T, Pr]* = —m Py [Py, Pu* =0 (2.74)
[T, Qm]* = —(m + n)Qmin [Qn, Pn]"=0. (2.75)

The transformations of (7,P,0) in (2.67) can be identified as the infinitesimal coadjoint
action of a certain central extension G. As this property will reappear in the Euclidean case
we refer to section 5.3 for a more detailed discussion. There are several possible restrictions
of these boundary conditions leading to other familiar algebras.

e Fixing © = 0 and defining £ =T + %732 leads to a BMS; algebra like it was recently
studied in the context of flat JT-gravity [26]. The coadjoint action of its central
extension is realized on the fields (£, Q) with P = Q" + ¢. The tower @Q,, is not
present in this case.

o Taking the same definitions and fixing additionally n = ¢’ leads to a warped conformal
algebra realized on (£, P) like it was obtained in [27-31].

e The choice P = 0 = O implies n = —y and v = —&’ such that one is left with a
single Virasoro algebra realized on T [28, 32].

- 11 -



Up to this point, it is still unclear whether these residual transformations are proper gauge
transformations. To answer this question we look at the associated canonical boundary
charges derived in appendix A. Evaluating them yields

_k r_ k o —e —e Lo o
5@)\— ﬁ)qéX —%[—E(P(Sgoo—i-e (5((,0_16 >+6 (T+ Q,P )(5((,016 ))
+ vdpo — ne*@5(<ple@)} ‘EOM e (2.76)
k
= [~ a0 10 (%) + 3 In (ePp1)dipp + —C] (2.77)
2 ©1 u=ug

which is a radially independent expression. Generically, the boundary conditions lead to
field dependence in the A\; which makes the charges non-integrable in field space, as denoted
by #. Despite this non-integrability, one can see that the three residual gauge parameters
are associated to improper gauge symmetries and thus transform between physically dis-
tinct configurations. The non-integrability is usually associated with non-vanishing flux at
the boundary which cannot be present in this theory because of the lack of propagating
modes in the bulk. As explained in [33-37] one rather has to think of the non-integrability
as a consequence of ‘fake’-flux, associated to a choice of phase space slicing. As previously
shown in [22], an integrable slicing always exists in 2D dilaton gravity. It can be reached
directly by defining new fields

q= ¥ p=1In (eggpl) (2.78)

and new field-independent gauge parameters (A, Ap, Ac) by
€
Ay = 0xIn (e®¢p1) Ap = —0r¢0 Ae=—. (2.79)
The charges can then be integrated to

k
Q=5 ()\q g+ App+ )\CC> (2.80)

and represent a Heisenberg loop algebra through their canonical Poisson brackets (see also
appendix A),

k
- nQA ={Q», Qn} = %()\qnp - )‘pnq) . (2.81)

3 Target space diffeomorphisms in the Lorentzian case

Let us take a closer look at Poisson diffeomorphisms on target space and under which
conditions they can be interpreted as mapping two dilaton gravity models to each other. We
need some elementary facts from Poisson geometry [38]. Poisson manifolds admit foliations
by symplectic leaves. The latter ones are defined as submanifolds to which Hamiltonian
vector fields (Hy)? := P7X9x¢(X) span the tangent space at each point. Due to the
property (2.20), the Casimir function C is constant on any symplectic leaf. The symplectic
leaves are symplectic manifolds. Thus, the dimension of a symplectic leaf is even. For any
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OCc>0
O0C=0

OC<o0

Figure 1. Symplectic leaves of the JT model. The leaves with C > 0 contain world-sheet horizons
at the target space loci XX~ = 0, referred to as “horizon points”.

classical solution of a PSM, the coordinates X' (z) have values within a single symplectic
leaf.

The global structure of the symplectic foliation varies considerably from model to
model. For JT gravity, this structure is relatively simple as can be seen in figure 1. For
C > 0 there is a single symplectic leaf, a one-sheet hyperboloid. This leaf includes the points
of the horizon where XX~ = 0. For C < 0 there are two symplectic leaves that, taken
together, form a two-sheet hyperboloid. These leaves do not contain points corresponding
to horizons. For C = 0 there are three symplectic leaves: two cones without the tip, and a
zero-dimensional leaf X = X+ = X~ = 0.

Under the target space diffeomorphisms X! — X7 = X/ (X J ) with

- ox) ko OXT OXY
AI—AJW PY(X)=P (X(X))(?XKW

(3.1)

the PSM action remains invariant, Ipgy = Ipgyv. This implies that the first-order dilaton
gravity action receives a boundary term

flst = st — % /M d (XIA[) + % /M d (XIA[) . (32)

These transformations map one 2D dilaton gravity model to another one.

The target space diffeomorphisms locally respect symplectic foliations. However, the
possibly very different topologies of the latter make it hard to expect general statements
on the diffeomorphisms that map the whole Poisson manifold P to P. More general and
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interesting results may be achieved by mapping a part of P to a part P. In [14], maps
between asymptotic regions were considered. In the present paper, we extend this analysis
further into the bulk.

We are interested only in those Poisson diffeomorphisms that map one dilaton grav-
ity model to another dilaton gravity model. Such diffeomorphisms should preserve the
structure of the Poisson tensor given in (2.14).

Since the Poisson tensor in the coordinates X, X% is requested to have the form (2.14),
the corresponding PSM possesses local Lorentz symmetry with X being a Lorentz scalar
and X* transforming exactly as X in the initial model. To respect the Lorentz symmetry,
the target space diffeomorphism should be of the form

X =X (X,Y) (3.3)
Xt = XTrH(x,v)
X~ =X fO(X,Y)

with some undetermined functions f*) and X. By using (3.3)-(3.5) in (3.1) together
with (2.14), we obtain

PXE = 2 X (9x X +Voy X) (3.6)
PY = (YOx +VYdy + V) f = (0x + Vy) f (3.7)

where we defined f = f(H) (=) and f = Y f. Thus, to maintain the form (2.14) we must
request

(8)( + Vay) X =1
(Ox +Voy) [ =V (X,Y) . (3.9)
Equation (3.8) is linear and quite easy to solve. Taking into account (2.21) we obtain

X=X+g(0) (3.10)

where g1 is an arbitrary function of the Casimir. Since f =Y, (3.9) is non-linear and more
complicated. To solve this equation, we substitute

F(X,Y)=eQX) {fw (X) +G (X, Y)] (3.11)

where G is a new unknown function. Equation (3.9) reduces to

(Ox +Vdy) G (X,Y) =0 (3.12)

so that the general solution is G (X,Y) = g3 (C), where go (C) is another function of the
Casimir. Thus, we have

F(X,Y)=eQF) [_w (X) + g (C)] . (3.13)

Equations (3.10) and (3.13) describe general Poisson diffeomorphisms that map one 2D
dilaton gravity model to another.
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It is convenient to fix the Lorentz gauge by the condition f(*) = 1 to obtain the target
space diffeomorphism

X=X+g(C) (3.14)
Xt =xt (3.15)
X~ = %e*@(ﬁ?) [92(C) — @ (X)] (3.16)

between a model with the coordinates X! and the Casimir function C, and another model
with coordinates X! with dilaton potentials V and U defining @ and @Q through the equa-
tions (2.10). So far, the functions g; and g2 are arbitrary. Equation (3.16) implies

C=g(C) . (3.17)

To avoid a singularity in (3.16) at X = 0, one needs to impose a relation between gy
and go,
g2(w(Xp)) = w(Xp + g1(w(Xp))) (3.18)

where X, is a solution of the equation
w(Xp) =C. (3.19)

3.1 Poisson automorphisms

If there is a Poisson diffeomorphism mapping (a sector of) one PSM to (a sector of) another
PSM then such a diffeomorphism is not unique. We consider now the consequences of this
non-uniqueness. Suppose there are two Poisson diffeomorphisms, ®; and ®5, mapping
PSM; to PSMs. Then, ®; o <I>2_1 is an automorphism of PSMs. It is also clear, that any
Poisson diffeomorphism from PSM; to PSMs is a composition of a fixed diffeomorphism
from PSM; to PSMs and an arbitrary automorphism of any of these models.

The Poisson automorphisms are generated by the vector fields £ on P that leave the
Poisson tensor invariant,

Le PV = PTEgue! + PEIgie!l — (9 PM)es = 0. (3.20)

Such vector fields are called Poisson vector fields. Their structure can be easily understood
in Casimir-Darboux coordinates where the non-zero components of the Poisson tensor are
P12 = — P2l = 1. Equation (3.20) has two types of solutions. Solutions of the first type
are Hamiltonian vector fields

¢ =Po . (3.21)

These vector fields do not change the Casimir function® and map each symplectic leaf to
itself. The other type of solution is given by vectors & = (0,0, £3(X?)) that map the Casimir
C = X3 to an arbitrary function of C. These Poisson vector fields form the first Poisson
cohomology group Hp(P). We call these automorphisms essential automorphisms of a
given PSM. According to (3.17), the transformations (3.14)—(3.16) with U = U and V = V/

3Target space Hamiltonian vector fields can be related to on-shell gauge transformations, see [18, 39—-41].
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under condition (3.18) do exactly what essential automorphisms have to do. Thus, we may
use these transformations as representatives of equivalence classes in H}J(P). Of course,
there may be some global issues that should be resolved separately in each particular model.

Since according to (3.17) the function g, changes the Casimir, one can expect that g;
corresponds to Hamiltonian vector fields (3.21). To see this, let us take go(C) = C and
91(C) = 6¢1(C) being an infinitesimal parameter. Then the corresponding infinitesimal
automorphism reads

_ sq(Q)V
§X =6g1(C) Xt =0 5X zl)(ﬁ).

(3.22)
One can easily check that these transformations are reproduced by § X! = ¢ with &7 given
by (3.21) and

A=—In(X1)dg:1(C) . (3.23)

These transformations are generated by a Hamiltonian vector field having a singularity at
XT = 0. Their role is to compensate the singularity of go transformations at the same
points.

Let us see how the automorphisms work for the JT model. The map C — ¢2(C)
should be invertible and has to preserve the topological structure of the symplectic leaves.
Therefore, g2 has to be a monotonously increasing function with g2(0) = 0. Considering
C > 0 and using wyr = X2, we find horizon points at X, = £v/2C. In this case (3.19)
yields

(V2€ + 1(C))* = (~V2C + 91(C))” (3.24)

which only has the solution g; = 0. As a consequence, (3.18) implies that gy is an iden-
tity function for this range of C. Alternatively, we may discard the parts of symplectic
leaves corresponding to negative (or positive) values of X. In any case, the regularity on
symplectic leaves with C < 0 does not impose any restrictions on gs.

3.2 Mapping the variational principle

Suppose we have a dilaton gravity model in its PSM formulation with some boundary
conditions and the associated variational principle. The space of kinematically allowed
field configurations is then described by a manifold F while the submanifold S C F de-
scribes the classical solutions of the model. Our prototypical example is the JT model
with boundary conditions and variational principle described in section 2.2. Under a tar-
get space diffeomorphism* ® : F — F the asymptotic conditions of JT are mapped to
asymptotic conditions in another model described by a manifold F. Similarly, the solution
space S is mapped to a submanifold S. By applying the target space diffeomorphism to
the PSM variables, the action T' of the new model is given by

, 0X7

T AJ] \XI:XI(XK) (3.25)

LX! A;]:=T [X

4Note the slight abuse of notation: before ® was a target space diffeomorphism while here it denotes
the thereby induced map between the spaces of field configurations.
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which implies that the on-shell value of the barred action is exactly the same as the one of
the unbarred action. Moreover, the covariance of the PSM EOM implies that solutions of
the classical EOM are again mapped to solutions. Using these two facts we infer

(;(_FI Sax + 5, A = gl oxT 4 5‘1 §A; =0 (3.26)
up to corner terms. In the last equality the well-definedness of the variational principle for
JT was used and the field variations are restricted to obey the boundary conditions. This
shows that stationary points are also mapped to stationary points and the submanifold S
indeed describes the classical solution space of the new model.

To give an explicit form, transforming the JT action (2.54) with some target space
diffeomorphism leads to the new action

_ _ 1-.,_ _
T[X! A = ;/M (XIdAI + 5P“AI AAJ> (3.27)

k; I % 1/~ X
E <X A+ g5 (@ df + (len\X D L XW))

where most of the terms take again the same form as in JT because of their covariance.
The last term, however, differs in general.

3.3 The fate of asymptotic symmetries

Let us now look at how asymptotic symmetries transform. In general, boundary condition
preserving gauge transformations are vector fields on F,

) o
Vs e D(TF vz/ a? <5Xf 5y A ) 3.28
» € N(TF) =/, 4 sxT T (3.28)
with their components given by the transformations (2.33) and appropriate gauge param-
eters A\;. A consequence of the discussion in section 2.1 is that they in general are not in
involution, i.e.

o

[V)\,V] V)\,] —|—/ d’z AKnL(?IaJPKL(dXJ+PJMAM))5A
I

(3.29)
only defines a closed generating set if the EOM for the gauge fields are imposed. However,
we have seen that for the JT model this is not necessary as the term spoiling closedness
vanishes by linearity of the Poisson tensor. Let us therefore again pick the JT model as
presented in sections 2.2-2.3 as a starting point and map the asymptotic conditions to
some new model.

The new field configurations F are still given in terms of the old field variables, which
still transform like in (2.67). Therefore, on this level, we trivially already know the new
boundary condition preserving transformations. In the following, we construct the action
of these transformations on the level of the PSM variables of the new model showing that
they are still given by gauge transformations.
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For this, we note that the vector fields (3.28) are pushed forward to the new field space
F, implying that they automatically preserve the boundary conditions obtained for that
model. More explicitly, the basis transforms as

0 _8)2" 0 n oXK 8X'MA 0 0 _8)2] 0 (3.30)
oxT — axTsx7 T\ ox7 ) axK M54, 0A; ~ 0X7 A, '
while the components are related by
_ . ox! - ox’ oxk
5§\XI:W5)\XJ 6)‘AI:(W(S’\AJ+6’\XJ8J<6XI>AK' (3.31)
Writing out the latter expressions yields
_; =1 0XE
o X1 =p/ 557 i (3.32)
- ox’ i - OXM o?xXM =K
55 A =—d <8XIAJ> —OpPR AL e A+ AMm(dX +P AK) . (3.33)

where the A; on the left-hand side are understood to depend implicitly on the A; on
the right-hand side in some yet-to-be-determined way. These transformations leave the
action of the new model invariant up to boundary terms so they are indeed still gauge
transformations. Moreover, because the push-forward is compatible with the Lie-brackets
on F and F,

B[V, Vy] = [0V, ®,V,)] = 3.V e (3.34)

the vector fields are still in involution off-shell and form a representation of the same algebra
as for the JT model. If we define the gauge parameters of the new model as

- 0xX’

Al =—=A 3.35
= ax1 ™ (3.35)
the transformations (3.32), (3.33) read
53X =P\, (3.36)
55\1‘1[ = —dj\[ - aijKA_Jj\K + S\KM[{(] (dXJ + PJLAL) (3.37)

where

o XM XK

1= 5xtox7 oxi — Min - (3.38)

The transformations (3.36)—(3.37) can be identified as just a different generating set
from (2.33). This is the reason why (3.34) does not contradict the closedness proper-
ties of the PSM gauge transformations, as different generating sets can have very different
algebraic properties [16].
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Moreover, the transformation behavior (3.35) implies that the charge variations are
invariant under the target space diffeomorphism,

k

2

k

2

$Qr = —A0X = N\ oX! (3.39)
excluding the possibility that improper gauge transformations are mapped to proper ones.
This means that target space diffeomorphisms can be interpreted as changes of state space

slicings.

4 Maps from Lorentzian JT to models with U = 0

In this section, we study global aspects of target space diffeomorphisms. In particular,
we shall see that the topology of the symplectic leaves does not always allow a globally
well-defined map. For simplicity, we restrict to the case U(X) = 0.

4.1 Conformally transformed CGHS

There is a model that is even simpler than JT. It corresponds to U = 0 and V = —a, where
« is a constant. This model can be obtained from CGHS by a dilaton-dependent rescaling
of the metric. Then,

w(X) =aX C=X"X"+aX (4.1)

so that classical solutions are Rindler spacetimes with the Unruh temperature T' o< o and
the ADM energy oc C (precise coefficients may be found e.g. in [42]).

In this model, the Poisson tensor has always rank 2. The symplectic leaves are
paraboloids of a constant C as can be seen in figure 2.

Let us try to map symplectic leaves of JT with C > 0 to these symplectic leaves. The
transformation (3.14)—(3.16) is nonsingular if

92(C) T aV2C — g1 (C) =0 . (4.2)

(The sign factor F appears in this equation since for a positive C the symplectic leaves of JT
contain two horizon points.) Obviously, this equation cannot be satisfied simultaneously
for both signs in front of the square root. This is an expected result since symplectic leaves
of JT and conformally transformed CGHS have different topologies. On the other hand,
if we restrict ourselves to positive values of X in JT (corresponding to the upper sign
in (4.2)), the equation always has a solution for any choice of go. To perform the most
general (up to a gauge transformation) Poisson diffeomorphism between the selected part
of the JT target space and the target space of the conformally transformed CGHS model
one has two options. One can make an essential Poisson automorphism on the JT side and
compose it with the transformation to CGHS with arbitrary but fixed gs. Alternatively,
one can fix the essential automorphism of JT to the identity but consider any choice of go
in the map to CGHS.
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Figure 2. Symplectic leaves of the conformally rescaled CGHS model with o = % The symplectic
leaves for C > 0 are simply connected as opposed to the leaves with C > 0 of JT.

4.2 Global equivalence to JT

In this subsection, we describe the dilaton gravity models with U = 0 whose target spaces
P are globally Poisson diffeomorphic to the target space Py of JT gravity. Let us start
with symplectic leaves in Pjyr corresponding to C > 0. We have to find two functions, g;
and ga, such that (3.18) holds for a given w and two values of X}, = +4/2C for each positive
C. Thus, similarly to (3.24), we need

w(g1(C) + V2C) = w(g:(C) - V2C) . (4.3)

Since all functions involved in this equation are at least differentiable, we can extend (4.3)
to C = 0. The shifted function wy, (2) := w(z + g1(z?/2)) is an even function on R. If there
is a function g; that solves (4.3), then for non-negative values of C

92(C) = 1wy, (V20) . (4.4)

Since go defines a diffeomorphism, it has to be smooth and invertible. For all this to work,
w needs to be a smooth function on R which takes exactly twice all values in its image
(except for one value which is taken once and corresponds to C = 0). A suitable function
should start with some value w(—o0), monotonously decrease (respectively, increase) till
some point X = X, and afterward monotonously increase (respectively, decrease) reaching
the value w(+00) = w(—o00). The limiting values may be infinite. We call such functions
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admissible.> (We shall add another restriction on w and thus complete this definition
below.)

The admissibility of w is clearly necessary for the existence of a global Poisson diffeo-
morphism between Py and P. Let us check if it is also sufficient. Any admissible function
w defines a set of pairs {()_((+),)_((_))} such that w(X(+)) = QD()_((_)) and )_((+) > X'(_)
(except for a single degenerate pair with X (1) = X(_y = Xo). If we define

V2C = % (X - X)) (4.5)

it is easy to see that one has a one-to-one correspondence between non-negative C and the
set of pairs. Then,

91(C) = % (X(+) + X(_)> (4.6)

defines a unique solution of (4.3). The function g, is uniquely defined by (4.4).

The function w should have an extremum at the point Xo. Let us assume for simplicity
that this point is a minimum Cy. The other case is treated similarly. Let Crnax = w(+00).
Then, g» maps the interval [0, 400) to [Cy,Cmax). The space P contains symplectic leaves
with any values of C € (—o00,+00). Therefore, to really have a global identification, the
function g, has to map the interval (—oo,0) to the rest of the allowed values of C, ie., to
(—00,Cp) U (Cmax, +00). Since gs is continuous and even smooth, this is not possible unless
Cmax = +00. We shall call admissible only those functions @ for which w(+00) = +o0.
Now, one can check that there are no more obstructions to the existence of a Poisson
isomorphism between Pyr and P. Thus, we have the following result:

The target space of the JT model is Poisson isomorphic to the target space of another
dilaton gravity with U = 0 if and only if the function w is admissible.

Example 1: perturbations of the JT model. Recently, various perturbations of the
JT model were considered in the literature [43-47]. In particular, the paper [43] studied
the models with )

V(X)=-X—-pBe X (4.7)

where 8 and « are some constants, a > 0, and 3 is a perturbation parameter. The potential
function reads

B(X) = %XQ - ge—aff (4.8)

and is admissible iff 5 < 0. To find the precise form of g; and g for this example one has
to solve transcendental equations.

Example 2: a map from AdS; to dS2. Let us consider a dilaton potential
V=+4X (4.9)

which is obtained by an inversion of the sign in front of Vjp. All classical solutions for
this model have a constant positive scalar curvature R = 2 and thus locally correspond to

SIf one restricted the target space manifold to X > 0 from the beginning, this condition was relaxed such
that more functions would become admissible. Then, it is sufficient to have a function w that monotonously
increases (decreases) from Xo on.
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dSs. The potential w = —%X 2 is admissible. A Poisson isomorphism between Pjr and the
target space of this model corresponds to

g1=0 92(C) = —C (4.10)

or
X=X Xt =X* X =-X" (4.11)
and e~ = —e ™, so that the sign of the metric is inverted and AdSs is mapped to dSe. The

dSs horizons appear at negative values of C. The transformation (4.11) maps horizons to
horizons.

5 Euclidean dilaton gravities in 2D

Let us describe the structure of 2D dilaton gravity with Euclidean signature. Here, we
mostly follow the conventions of [48] but slightly change the notations. As in Lorentzian
signature, the action (1.1) can be converted to a first-order form

_ k a b 1 ab
Iist = % /_/\/l <de + X (dea + €W A €b) - §V€ €q N\ €b> (51)

where the Latin indices a, b take values 1, 2. They are raised and lowered with the Euclidean
metric d,p = diag (1,1) and €q is the Levi-Civitd tensor, €;2 = 1. The potentials are now
given by V = 21U (X) 6,5 X°X® + V (X). After an integration by parts, the action (5.1)
becomes that of a PSM (2.15) with X! = (X, XL, X2) and A; = (w,e1,e3). The Poisson
tensor is defined by

P = by PXb = xae b (5.2)

It is convenient to introduce complex fields

X = \}5 (xt+ix2) e \}i (et +ic?) (5.3)

that are analogs of the light-cone variables in Lorentzian signature. In terms of these

variables,
k . _
Ly = o /M (de + Xg (deg +iw A eg) (5.4)
+ Xg (def; —iw A ef) + iVeg A eg) )

The complexified target space coordinates are X! = (X , Xér " Xg ) and the one-forms are

grouped as Ay = (w, eq eE). The corresponding Poisson tensor has components
PXE = i X3 Pt =iy (5.5)

We stress that the target space remains real and the complex variables are introduced
just for technical convenience. The EOM are solved more easily if one considers the +
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and — components as independent fields, though at the end one has to impose the reality
conditions

X5 = (Xg) eg = (eE) . (5.6)
The functions w(X) and Q(X) are defined exactly as in the Lorentzian case, see (2.10).

The Casimir function
C=w—e?XE Xy (5.7)

is absolutely conserved on-shell, dC = 0, and the identity
(Ox —Voy)C =0 (5.8)
holds true. By taking X as one of the coordinates, one can write the line element of a

generic solution as [48]

ds? = 29 (w —C) (dF)* + 5 et (dX)? . (5.9)

(w—=C)
This line element corresponds to a positive definite metric as long as
w(X)—-C>0. (5.10)

The points where
w(Xy) =C Xg=Xg; =0 (5.11)

are coordinate singularities of (5.9). They are Euclidean horizons (tips) of the geometries.
To avoid conical singularities at these points, the coordinate 6 has to be periodic with

/
0~ 0 1 ] : 5.12
+ o By o7 lx—x, ( )
5.1 Euclidean JT gravity
Euclidean JT gravity describes spaces with constant negative curvature R = —2 and is
given by the potentials
UX)=0 V(X)=-X. (5.13)
Therefore, one has
X? L (o 1)? 2\2
Q=0 w= " c_2<X-(X)-(X)). (5.14)

Euclidean horizons are located where Xt = X2 = 0 and thus X = X, = +v/2C.

5.2 Boundary conditions and solution space for Euclidean JT

We are ultimately interested in identifying the black hole sectors of two dilaton gravity
theories, so let us look at solutions with temperature 1/8 and compactify Euclidean time
T to a circle with 7 ~ 7 4+ 3. Labeling the radial coordinate on the world-sheet by p we
choose a gauge

6% =0 e% =1 wp, =0 (5.15)
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and define ex = h, e% = j, where h and j are arbitrary functions of (p, 7). In a second-order
formulation, this corresponds to a line element in generalized Fefferman-Graham gauge

ds? = dp? + 2jdrdp + (h2 + j2) ar? (5.16)

like it was previously considered in [32]. Let us briefly recapitulate the solution space as it
is obtained in that paper. In the chosen gauge, the EOM involving the Cartan variables
reduce to

Oph —wr =0 0pj =0 Opwr —h =0 (5.17)

and have the general solution
h=LYer —Le” j=rL° wr =Ll +Le? (5.18)
where L0 = £+9 (7). The radial EOM for the scalar fields are
X +Xxt=0 HXL+X =0 9,X2=0 (5.19)
and are solved analogously by
X =atel +27e” Xl=_—atel fa7e? XZ=4° (5.20)

+£0 — 250 (7). Inspired by these solutions, we choose boundary conditions for the

fields at p — oo,

where

X=aTe’ +a7 e P +0(e?) wr = Dpek + O(e™%) (5.21a)
Xt=-9,X et =Lt —LTe P+ 0(e ) (5.21b)
X2=2"10(e") e2=L0+0( ). (5.21c¢)

On-shell, the fields in (5.18) and (5.20) are further related by the temporal EOM
Orat FatLl F290F =0 Ora’ — 22 Lt + 227 L7 =0 (5.22)

such that a solution can be entirely specified by providing three functions (£*(7), £%(7))
together with three initial conditions for the boundary EOM. In this parametrization, the
Casimir reads
(z°)?

2
and satisfies 0, C = 0 if all three equations (5.22) are imposed.

C=2r"2" — (5.23)

To have a well-defined variational principle, we need to augment the bulk action I
by a boundary term at a p = const. surface. Slightly rewriting the appropriate boundary
terms constructed in [32] yields

1
rE:;/M (XIdAI+§PIJA1/\AJ> (5.24)
k s X2
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where the last term is just the analytic continuation of the corresponding counterterm in
the Lorentzian action (2.54). The field f(7) is related to the other field variables by

d—’d—['+d 5.25
f=r T—FT ( )

and we impose as an additional boundary condition that the zero mode
B
1 1 [LF
—=— [ —d 5.26
i B 0/ 2t (520

remains fixed, i.e., d§ = 0 [28, 32]. This makes the first variation of the action vanish
on-shell. The action then evaluates to

B /
k _ (29)2LF r 2l _
E ~_ + 0,0 & )~ (Vo p
r 2Wo/df (25 w020+ T o) (51)
kTt k3

where the first line is obtained without imposing the temporal EOM and the last line is
the full on-shell result.

5.3 Residual gauge transformations for Euclidean JT

The PSM gauge parameters preserving the conditions (5.15) are

Ax =ctel +e7e? M =ctel —e7e” Mg =& (5.29)

where %0 = %0 (1) are independent functions. They act on the boundary fields via
Snat = Fated 720t OLE = —0.eT F £ + 07 (5.30)
oy’ = =2zt 4 20T LY = —0,e% +2L7 et —2LTe . (5.31)

In this slicing, the canonical boundary charges are integrable and form a representation of
the centerless s[(2) current algebra [32]. Here we choose a different slicing such that we get
the same symmetry group as in the Lorentzian section. This also assures the presence of a
subsector with Schwarzian dynamics.

First, we express the gauge parameters in terms of new field-independent parameters

(e,m,7)

et =—LTe e = —2[% — L7 ¢ 9= —y—L%. (5.32)

We redefine the fields as

Lt =e° T =%yt (5.33a)
1 1

LT =e° (27'—1— 4732) z” =e Oy (5.33b)

L£0=—p 2% = —° (5.33¢)
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which makes the boundary EOM take the form

By =08yt +(P+0:0)y" +4° =0 (5.34)
Ey:= 0y’ +2y —y* <T+ ;7)2) =0 (5.35)
E =y —y @fr + ip?) —(P+0,0)y” =0. (5.36)

The new fields then transform as
NT =T +28T+Py —0n+n o =ey™ -yt —cE, (5.37)
AP=eP +P—n—+ oy’ =y +nyt —e Fy (5.38)
5O =e0"+&' ++ hy =ey  +y + gyo —cE_ . (5.39)

On-shell y* transforms as a boundary vector field, y° as a scalar, and y~ as a one-form.
We again use the brackets (2.38), explicitly taking into account variations of the gauge
parameters. This leads to the relation

[)\[51,71, ml, Alea, 72, 772]][ = Ar|[[e1,e2), €17 — €274, (e1m2)’ — (e2m)’] (5.40)

with the functions A; defined such that (5.29) is obtained for A\;[—e, —n, —7] after us-
ing (5.32)—(5.33). One can see that the free functions have definite weights under the
transformations generated by €. While € itself transforms like a vector field, v transforms
like a scalar function and 7 transforms like a one-form. Very similarly to section 2.3 the
A7 form a representation of a Lie algebra whose associated group is

G = Diff(5") x (C(8") x Q'(s")) . (5.41)
The multiplication between two elements (f1, g1, k1), (f2, g2, h2) € G is given by

(f1,91,21) - (f2, 92, h2) = (fr0 f2,91 + g2 0 f1 L ha + (fi )*ha) . (5.42)

One-forms h(r)dr € Q'(S') are acted upon by pullback, (f*h)(r)dr = h(f(7))f (r)dr,
while diffeomorphisms act on functions g(7) € C°°(S') via composition. Moreover, the
elements need to satisfy the (quasi-)periodicity conditions

fr+B8)=[f(r)+5 9(r+ ) = g(7) W +B) = h(1) . (5.43)

The left side of (5.37)-(5.39) can be identified as the infinitesimal coadjoint action of the
asymptotic symmetry group, which is a certain central extension G of (5.41). Referring to
appendix B for the details, one finds the finite transformations

T(f(r) = (f1)2 (T ~P(go f) +©'f'(hof) (5.44)
~ (o nf) = floo o) - 590 f)’2>

PU@) = 5(P+(ho f + (g2 1Y) (5.45)

O(f(r) =6 —Inf —gof. (5.46)
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Choosing Fourier modes

T, = (e = L% o o) (5.47)
n = AJT\E = 271'6 , U, .

P, :=X(0,y = ei%m,O) (5.48)
Qu = Ar(0,0,9 =7 ) (5.49)

one can express the brackets of the corresponding centrally extended algebra § as

[T, Trn]* = (n—m)Lptm [P, Pr]* = vndpimpo (5.50a)
[Tna Pm]* = —mPpin [Qn, Qm]* =0 (5.50b)
[Tnv Qm]* = _(m + n)Qm+n —An 5n+m,0 [QTM Pm]* = U 5n+m,0 (550C)

where three central terms (A, i, v) are switched on. We can use the finite coadjoint trans-
formations (5.44)—(5.46) to find a rough classification of the gravitational phase space by
observing that each coadjoint orbit of G is identified by a single real number. Indeed, one
can show that for any given coadjoint vector (7, P, O;c) one can always find a group ele-
ment mapping this to a vector (’ﬁ 0,0;c). One is left with residual transformations acting
on T as

~ 1

TUHE) = (T =117} (5.51)
But this is just the coadjoint action of the Virasoro group, the orbits of which are labeled by
constant representatives® T [32, 41, 49]. The choice of constant representative determines
the stabilizer of the given orbit. In order to have a single cover of an AdSs black hole as a
bulk geometry, the zero mode has to be chosen as

o2
B2

in which case the stabilizer is SL(2,R), corresponding to the local isometries of solutions

To = (5.52)

of the JT model. As these boundary conditions are very similar to the ones presented in
the Lorentzian section, we again expect all these transformations to be associated with
non-trivial charges. Indeed, using appendix A we find the variations

k; 13
Qs = o (= 010 S10(e®y) + i n(e%y) oy — -6

(5.53)

T=T0

which again is a non-integrable but finite expression. One can find an integrable slicing
along the same lines as in section 2.3.

5.4 Schwarzian action

Similarly to [32], the gravitational phase space can be described by an effective holographic
action. It is obtained by imposing two boundary EOM (5.34), (5.35) on the action evaluated

SThere are also orbits without such constant representatives which we discard here.
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on allowed configurations (5.27). One arrives at

B '
k (y*)? "
E _ + +
r ‘pEOM = _%/dT (3/ M — oyt +y (5.54)
0
where we introduced a mass function
1
M=T-PO — 5@’2 +(P+0OY (5.55)

and pEOM denotes a partially on-shell evaluation. Using the boundary condition (5.26),
this can be recast in the form

B

kg d g 2
FE|pEOM:_%/ %(M_{fﬂ—}) {fﬂ—}:f/_Q(f’) . (556)

0

If we choose a constant representative (5.52) such that M = %L; and use the cocycle

condition {f o g, 7} = (¢")*{f,7} o g + {g,7} with g = f~1, we arrive at the Schwarzian
action

| -5 kg / 21° e —1
pEOM — sen[fT] = o dr 32 (f)=+{f 7 . (5.57)
0

One can check that its equation of motion for f~! reproduces the last unimposed boundary
equation of motion (5.36).

6 Target space diffeomorphisms and Wick rotations

Target space diffeomorphisms may map the PSMs describing Euclidean dilaton gravities
to those describing Lorentzian dilaton gravities and back. As an example, let us start with
Euclidean JT with target space coordinates (X, X1, X2) and consider the map
1 - 1
= —(X2+X X =—
V# ) V2

The Poisson tensor expressed in new coordinates according to (3.1) reads

X=-x! Xt (X2-X). (6.1)

Pt — _x+ P — x- P ——X (6.2)

where we immediately recognize the Poisson tensor of the JT model in Lorentzian signature.
The transformation A; — A 7

o=—et et = L(ezJr w) e = —(e2 —w) (6.3)

V2

mixes up the zweibein with the spin connection. This transformation is globally defined,
i.e., it maps the whole target space of Euclidean JT to the whole target space of Lorentzian
JT. The sign of the Casimir function is inverted,

C—_c (6.4)

~ 98 —



and the Euclidean horizons are not mapped to Lorentzian horizons.

a b

To avoid confusion, we stress that the Euclidean metric is defined as g, = 5abeuey

while for the Lorentzian model g,,, = €€, +¢,¢,}.

The transformation (6.1), (6.3) is, of course, not the standard Wick rotation, which
is customarily understood as a continuation of one of the coordinates to the imaginary
axis. Since we work with non-static and even non-stationary metrics, such a transfor-
mation would inevitably lead to complex metric components, which is inconvenient and
excludes any interpretation in terms of real Poisson geometry. However, the transforma-
tion (6.1), (6.3) does exactly what we need to globally relate the target spaces. It also maps
all fields in a Euclidean/Lorentzian theory to the fields in its Lorentzian/Euclidean coun-
terpart. Thus, if we know the boundary action, the asymptotic conditions, the asymptotic
symmetries, etc., we also know all these objects in the other theory. As a sanity check, let
us see what happens with the leading term of the dilaton xTe” in the asymptotic condi-
tions (5.21). After (6.1) the leading term in X remains x%e”, so that an asymptotic region
is mapped to an asymptotic region.

The transformation (6.1), (6.3) does not map the asymptotic conditions for Euclidean
JT obtained in section 5.1 to the asymptotic conditions of Lorentzian JT described in
section 2.2 since these sets of conditions were written in different gauges. This is, however,
a feature rather than a bug. With our transformations, one can formulate Euclidean
asymptotics in Bondi gauge and Lorentzian asymptotics in the Fefferman-Graham one.

The simplicity of this non-standard Wick rotation in the JT model is explained by the
linearity of the Poisson tensor in all target space coordinates. The general case is much
more complicated. If one wants to map a Euclidean dilaton gravity to a Lorentzian dilaton
gravity it may be easier to first map both models to Euclidean/Lorentzian JT and then
use the transformation (6.1), (6.3).

7 Target space diffeomorphisms in the Euclidean case

By arguing similarly to the Lorentzian case we conclude that the target space diffeomor-
phism that preserves the Fuclidean dilaton gravity interpretation can be written as

X =X (X,Y) (7.1)
X = X (x,Y) (7.2)
Xy = X [ (X,Y) (7.3)

where Y = X X and f&) are undetermined functions such that X (X,Y) is a real
function, while

FO) = ple (7.4)

The transformed Poisson tensor has the form (5.5) for some dilaton potential V iff the
following differential equations are satisfied

(0x — Voy) X
(Ox —Voy) f

1 (7.5)
-V (X,7) (7.6)
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where f = Y f(5) A general solution for (7.5) depends on an arbitrary function g;
and reads

X=X+4+g(C) . (7.7)

To solve (7.6) we substitute
FX,Y) = e @) (w (X) +G(X, Y)) (7.8)

which reduces (7.6) to the equation

(x — Voy) G (X,Y) =0 (7.9)

solved by

G(X,Y)=-g(C) . (7.10)

Returning to our original notations obtains

% (XD + (X2?) = X X5 = e 9 (@ (X) - 2(0)). (7.11)

This equation is equivalent to the condition
C=g2(C). (7.12)

The formula (7.11) does not restrict the angle between X! and X2, which may be
gauge-fixed to any convenient value. The absolute value |X?| is well defined as long as
w(X) > C. (This region also corresponds to the allowed values of X for classical solutions
with a given value of Casimir function C.) However, to avoid a discontinuity at w(X) = C
one has to impose the condition

g2 (w (Xp)) = @ (Xp + g1 (w (X)) (7.13)

where X}, is a solution of the equation w (X}) = C. This relation can be interpreted as a
shift of the horizon point,
Xh:Xh+gl(w(Xh)) . (7.14)

To write explicit formulas for transformations of all target space coordinates, we need to fix
the freedom of rotations in the (X1, X2) plane. A convenient choice is to take f) = ),
Then

X=X+g(C) X = X“\/;e_é()_{) (@ (X) - 9(0) . (7.15)

The function g has to be invertible, so that C = g, ! (C_) An inverse of the target space
diffeomorphism described above in this section can be written as

K=Xoa(@(©) xR heo (e (@) @

As in the Lorentzian case, when mapping the symplectic leaves containing horizon points,
one has to map a horizon to a horizon.
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OCc>0
0C=0

O0C<o0

Figure 3. Symplectic leaves of the Euclidean JT model. The structure is very similar to the
Lorentzian case (see figure 1), but the leaves describing black holes are now two-sheet hyperboloids.
The family we are interested in are the upper halves of these, i.e. the sector with X > 0 and C > 0.

7.1 Maps between Euclidean JT and other models

The structure of the symplectic foliation of the Euclidean JT target space coincides with
that of its Lorentzian signature counterpart, see section 3. However, there is an important
difference in its physical interpretation. The symplectic leaves corresponding to black hole
configurations, C > 0, are now two-sheet hyperboloids as can be seen in figure 3. One-
sheet hyperboloids correspond to no-black hole configurations. Therefore, most of the
statements made above regarding automorphisms of the JT model and global equivalences
to the JT model can be translated to the Euclidean case with very few changes. However,
in Euclidean signature, a symplectic leaf contains at most one horizon point which makes
constructing the target space diffeomorphisms somewhat easier.

Let us consider a family of symplectic leaves in the target space of the Euclidean JT
model with C > 0 and (to be specific) X1,(C) = ++v/2C. (The family with X,(C) = —v/2C
can be considered along the same lines.) Let us take another Euclidean dilaton gravity
with the potentials U and V which has a similar family of symplectic leaves. Namely,
this has to be a continuous family of symplectic leaves with C in a semi-infinite interval
(Co, +00) or (—o0,Cp) and with all leaves being diffeomorphic to 2-planes. The function
X5,(C) = w™1(C) has to be a smooth monotonous function from this semi-infinite interval
to (Xp,0,00). Also, w has to be a smooth monotonous function from (Xp 9, 00) to (Co, +00)
or (—00,Cp). This is almost all we need. Take any function g; such that (7.14) defines
a smooth invertible map between (0,00) and (X} 0,00). Such a function exists iff every
symplectic leaf extends over the whole interval X € [X'h, o0), and this is the last condition
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which we have to impose. Then, the function go is uniquely determined by (7.13). The
pair of functions g1, go defines a Poisson diffeomorphism between two families of symplectic
leaves which have been described above.

Let us illustrate this procedure with an example of a family of dilaton potentials

U@):-% V@):—giﬂb (7.17)

where a and b are real numbers and B is a scale parameter. For these models,

_ B _ _ B _ -
5(X) = i XPH! C= X" - X2X1 X . 7.18
o) =557 2(b+ 1) ECE (7.18)
It is easy to check that the conditions formulated in the previous paragraph are satisfied
in two regions in the parameter space,

b+1>0 B>0 with C>0, (7.19)

and
b+1<0 B>0 with C<O0. (7.20)

The region (7.19) includes many interesting dilaton gravity models including, for example,
spherically reduced Einstein gravities from d > 4 dimensions with
d—3 1

JT gravity (a =0, b=1) and the matterless CGHS model, also known as Witten black
hole (a =1, b = 0) [15, 50-52] which is a formal limit d — oo of the model (7.21).

Let us write more explicit formulas for the case of CGHS. A convenient choice for
the scale parameter is B = 2. With this choice, w(X) = X and X,(C) = C. Thus, all
conditions on monotonicity, smoothness, domain, and range of w are trivially satisfied.

a

The equation for constant C surfaces reads
XgXp =X(X-0) (7.22)

and has solutions for any X > X} with the corresponding symplectic leaves depicted in
figure 4.

Therefore, the conditions for the existence of Poisson diffeomorphisms between the
selected family of symplectic leaves with C > 0 and X > 0 in JT and the symplectic leaves
in CGHS which contain horizon points at X}, > 0 are satisfied as well. To construct such
maps, we need two functions, g; and go, satisfying the equations (7.13) and (7.14),

Xn=Xn+g1 (%Xﬁ) =02 (%X;%) (7.23)

with a smooth monotonously increasing go. Clearly, there are infinitely many choices for
such functions. One of them,

g1=0 92(C) = V2C (7.24)

gives particularly simple transformation rules.

~32 -



Figure 4. Symplectic leaves of the Euclidean CGHS model. For every value of C there are again
two branches. For C > 0 one of them (X < 0) always contains a curvature singularity while the
other one (X > X}3) describes a Euclidean black hole.

Let us find the asymptotic conditions for CGHS that are obtained from asymptotic
conditions in JT through the action of a target space diffeomorphism with the functions
g1 and g9 as in (7.24). For our purposes, it is enough to restrict ourselves to a subset of
the asymptotic conditions (5.18), (5.20) with the redefinitions (5.33). For this we fix

P=0 ©=0 (7.25)

which reduces the asymptotic symmetries to a subalgebra depending on a single free func-
tion € with
n=c¢" v=-¢". (7.26)

The field T transforms as a chiral half of a CFT4 stress tensor
8T =T +2T +€” (7.27)

thus revealing a Virasoro asymptotic symmetry algebra which is just the Euclidean coun-
terpart of the third restriction mentioned in the item list in section 2.3.

By transforming these asymptotic conditions of JT gravity with a target space diffeo-
morphism defined with the choice (7.24) one obtains the following asymptotic conditions
for CGHS

0 2v/2
@ = _3_+ e P — y_+c e+ 0 (8_3”)] (7.28a)
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H\2 _ ao o — 0Y2
(DT_y:E" [2\/%+T(y )? = 6yTy” +2(y") €p+o<ezp)] (7.28)

y+
_ 10|, 3v2C _ _
elpz—ﬁyTr le p—2y7+e 2p+(9(e 3")] (7.28¢)
) 11 [ = 2@2yTy — @)% _ _
€1r = ﬁyj [2 2C — ( y+ )6 p + O (6 2p> (728d)
_ 1 2C _ _
ezp:ﬁ l1+ 2y+€ erO(e 2’))] (7.28¢)
_ 1y 3v2C _ 9
y=——""|1- P P 281
€2 \/ierl 2y+e +(9(e )] (7.28f)
X=yte’ +y e ?+0(e ) (7.28g)
- V2C _
XL = oyt |—ef + 5,7 1O (e) (7.28h)
- V2C _ _ ,
X2= 2 [1 =57 ¢ "0 (%) (7.28i)
where V2C = /4yty~ — (y)2. This square root is real as long as the fluctuations of

the X' belong asymptotically to the selected class of symplectic leaves of JT with C > 0.
Apart from that, all the functions are allowed to fluctuate freely except for the zero mode
of 1/y™, as a consequence of (5.26). For comparison, we write down the corresponding
metric boundary conditions,

52 = gpp dp2 + 2§Tp dep + grr d7—2 (7'29)

which by construction allow for the Witten black hole as a solution. The different compo-
nents read

1 vee %)

Jop = 5 + 2yt ¢ 2(y™)?

e 2P + O(e™%) (7.30)

0 0 0 0)2 +\2
o = a5 - ﬁi e+ LBEE 3§Zy+)s+ T o) an
8+ (02 V2C(8C— (¥°)?) _
Jrr = 2?;/%2) - (2(y+):§y : )e ’ (7.:32)
4 1607 = 226" = (W) — AT PEC+6") 2y | o2y

Ay+)*
Evaluating this for a static configuration in JT, where the on-shell conditions (5.34)—(5.36)
imply y* =4,y =0,y = % and T = yc—g yields the metric

(7.33)

—2 (1 2Cjer 5 2v2Cge’ \ . 5
‘Stat._(2+2g2e2p+c)dp +(1 )dT ’

d _
° 22¢% 1 C

The geometry has a tip at e = \éiyc and describes a smooth world-sheet with the topology

of a disk for 7 ~ 7 +  with periodicity § = \2/% This coincides with the periodicity fixed
by (5.52) describing a smooth black hole on the JT side.
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The gauge parameters for the CGHS model can be obtained directly from (3.35) and
the restricted form of (5.29) after the change of slicing (5.32)-(5.33). We obtain

T 2v/2C 5 (6C - (yO)Q) - 2y+y06’ n\ —p —2p

Ay =—=2 5+< L ~Te—&") e+ 0(e%) (7.34)

- 2VC  e(2¢—(y°)?) —yTy'e _ 2

A\ = — P+ 0O P 7.35
et S5 e+ 0 () (7.35)
+ 0 1ot 0

-yt tey VC(e'yt — 3ey) p 2

Ao = Nora ¢ TO (%) . (7.36)

It can be checked that they preserve the asymptotic conditions (7.28) under PSM gauge
transformations given by the new generating set (3.36)—(3.37) and lead to the exact same
transformation behavior of the field variables (7, y%, 3, 4°).

It is interesting to compare this to the behavior of the first-order dilaton gravity gauge
transformations given by FEuclidean local Lorentz transformations parametrized by ¢ and
diffeomorphisms &#. On-shell they are related to PSM gauge transformations by (2.34).
One can, however, also directly determine them off-shell by just demanding the boundary
conditions to be preserved. For the restricted JT boundary conditions from above this
leads to

"

& =¢e— %e_Qp + O(e73F) & =—¢ o=—c"e P+ O3 . (7.37)

Doing the same for the CGHS boundary conditions (7.28) on the other hand leads to

=c- %e*m’ +O(e30) (7.38)
B =1

€ = & — %(y*’ +90)e 2 + O(e3) (7.39)
og=—&"e P +0(e?) (7.40)

with another free function £(7). One can see that as opposed to JT there are subleading
orders proportional to the boundary EOM appearing in (7.39) for CGHS. The asymptotic
Killing vectors thus only match on-shell upon imposing (5.34)—(5.36) (assuming ¢ = ¢).
We conclude from this that off-shell there is no relation between first-order dilaton gravity
gauge parameters under target space diffeomorphisms. The off-shell description only works
when sticking to the PSM formulation.

7.2 Schwarzian holographic action for other models than JT

Like in the Lorentzian case the target space diffeomorphism maps the variational principle
of JT to the new model. We do not repeat these expressions here as everything works
very similarly to section 3.2. However, we want to point out one neat feature appearing
in the Euclidean case. As we know how target space diffeomorphisms act on off-shell
configurations and off-shell asymptotic symmetries, we are not constrained to just mapping
the full on-shell action to another model but can perform the map partially off-shell as well.
We, therefore, find that the Schwarzian action (5.57) does not only serve as a holographic
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action for Euclidean JT but also for any other model related to it by a target space
diffeomorphism, i.e.

- 2
Pl pon = —52 [ (o ) = oy - (4D
0

Here, pEOM denotes a partial on-shell evaluation, i.e. using all but one boundary EOM.
From the perspective of the new model, it would be highly non-trivial to choose the right
boundary conditions like (7.28) such that these symmetries are realized. Moreover, the
extraction of the holographic action would not be as straightforward as in the JT case.
This is because the split between boundary and bulk parts of the new PSM action works
differently such that the Schwarzian in general would not appear as just a boundary action
“ready to be read off”. Although the asymptotic symmetry algebra contains an s((2,R)
subalgebra this subalgebra coincides with the local isometries only in the case of JT gravity.
This does not affect the interpretation of asymptotic symmetries as dynamical symmetries
of the boundary action for general dilaton gravities. The SL(2,R) stabilizer has to be seen
as an abstract way of selecting a certain coadjoint orbit that describes the phase space.

We want to emphasize that the periodicity of all the fields featuring in the Schwarzian is
still the one of the JT model, which in turn is associated with the JT Hawking temperature.
From the perspective of the new model, however, it will in general not be true that these
two notions of temperature coincide as the definition of a Hawking temperature T is always
tied to a certain choice of asymptotic frame. But such a choice is not target space covariant
in the same way as asymptotic Killing vectors are not target space covariant, so there is no
reason to expect that the Hawking temperature as it is defined in JT gravity will transform
in any definite way.

The condition (7.13), however, still assures that the geometry in the new model is
smooth which we have seen explicitly in the example of the CGHS model with the solu-
tion (7.33). This smoothness condition can also be understood from a thermodynamical
perspective: for general dilaton gravity models X} defines the entropy of the black hole
while the conserved quantity C is the black hole mass [53]. There is a thermodynamic
relation w(X}p) = C between these two quantities that has to be respected by every model.
As ¢y effectively changes the entropy and go the mass we cannot choose these two functions
freely, we need to satisfy w(Xj) = C.

8 Discussion

Let us summarize the main points of this work. Our setting is the reformulation of 2D
dilaton gravity as a classically equivalent PSM with the main information about the model
encoded in the Poisson structure on a three-dimensional target space manifold. Local
Lorentz transformations and diffeomorphisms of the world-sheet spacetime are then given as
a subset of PSM gauge transformations. Using diffeomorphisms on target space it is possible
to map between different dilaton gravity models. The idea is then to take a comparably
well-understood model like the JT model with one’s favorite boundary conditions and map
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the whole phase space together with its symmetries to a different, possibly less explored
model. This provides a powerful tool to obtain consistent sets of boundary conditions and
holographic descriptions for a rather large class of 2D dilaton gravity theories.

As the global structure of target space differs considerably between the Lorentzian
and Euclidean theories we split this work into three parts, devoting sections 2—4 to maps
between Lorentzian theories and sections 57 to maps between Euclidean theories. Section 6
provides a map between both.

We provide now a more detailed summary of the key steps. We started by summarizing
the main points about PSM gauge transformations in section 2.1, emphasizing that in their
usual form, they constitute a specific generating set [16] of all PSM gauge transformations.
In section 3.3, the non-uniqueness of generating sets helped us to understand how asymp-
totic symmetries behave under target space diffeomorphisms as the latter do not leave
generating sets invariant. The remainder of section 2 described the JT model with general
boundary conditions in the PSM formulation to make the analysis self-contained. Imposing
various restrictions on these boundary conditions led to well-known asymptotic symmetry
algebras like Virasoro [54], warped conformal [29, 30], twisted warped [27, 28, 31, 55] or
BMSs [26, 55].

In section 3, we explicitly constructed target space diffeomorphisms between two dila-
ton gravity models of power-counting renormalizable models. An important restriction
comes from requiring that after the target space diffeomorphism, the Poisson tensor is
still of a form that allows an interpretation as a 2D dilaton gravity theory. Additionally
demanding regularity of the diffeomorphism at horizons fixes the possible maps between
two given models to a subset of all target space diffeomorphisms parametrized by one ar-
bitrary function of the Casimir. This is a new requirement as compared to the previous
work [14] by two of the authors which makes it possible to extend the target space dif-
feomorphism away from the asymptotic region. In section 3.1, we analyzed target space
diffeomorphisms leaving the Poisson tensor invariant and, therefore, mapping back to the
same model. We showed that these can be roughly classified by the first Poisson cohomol-
ogy. Once given the form of the target space diffeomorphism the well-defined variational
principle of JT is mapped to a well-defined variational principle in the new model as shown
in section 3.2. Moreover, the asymptotic symmetries of JT can be translated directly into
asymptotic symmetries of the new model given by the same group. However, as explained
in section 3.3, they are given by a different generating set of PSM gauge transformations.
A powerful result here is that this new generating set (3.36)—(3.37) closes off-shell for any
Poisson tensor. For the standard generating set (2.33) this is only true if the Poisson tensor
is linear in the target space coordinates which coincides with the possibility to write the
model as a BF theory.

Section 4 is concerned with the global aspects of maps between two models. We found
in particular that depending on the topology of the symplectic leaves one can in general
only map diffeomorphically certain regions such as the X > 0 sectors of each leaf. However,
for a special class of U = 0 models given by an admissible potential function w(X), one can
construct a global target space diffeomorphism as shown in section 4.2. As an example,
we describe the classical equivalence between the model studied in [43] and the JT model.
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Compared to that work, this result is complementary in the sense that the model is solved
quantum-mechanically, though perturbatively there while we provide an exact, though
classical description.

In Euclidean signature we did a similar analysis; the JT model can be solved for
general boundary conditions which lead to the same asymptotic symmetry algebra as in
the Lorentzian case for a certain slicing of phase space. The gravitational dynamics can be
described by an effective Schwarzian boundary action which we re-derived in section 5.4.7

In section 7, we constructed target space diffeomorphisms between Euclidean dilaton
gravity models. In this case, there were fewer restrictions on the global properties coming
from the topology of the symplectic leaves as we only restrict to the black hole sector C > 0
in which case one always finds a disk. The results of this section, therefore, hold for a
broad class of models, including U # 0. By explicitly looking at a map between JT and
the CGHS model we showed how the boundary conditions and asymptotic symmetries were
related. The main result was that the effective Schwarzian action even applies to other
models than JT, provided one maps the boundary conditions accordingly.

We conclude with avenues for future work. Using the connection between JT and
CGHS we provide an effective description of 2D asymptotically flat spacetimes, given by
the CGHS solutions. It could be rewarding to further study this from the view of the
holographic principle. In particular, one could ask how many of the existing entries in
the well-known “JT/SYK” dictionary (see, e.g. [59] and references therein) can be directly
recycled into entries of a “CGHS/SYK” dictionary. This question naturally generalizes to
an infinitely larger class of all 2D dilaton gravity models related to JT by a target space
diffeomorphism.

As a generalization, one could investigate Poisson diffeomorphisms for larger target
space manifolds such as for the Cangemi-Jackiw or CGHS model [55, 60]. In this case, the
target space is four-dimensional with the fourth dimension corresponding to an additional
(topological) Maxwell field. A concrete question would be if there are additional restrictions
on the form of the target space diffeomorphism coming from regularity conditions or if there
are just more free functions available.

It could also be interesting to study the quantum group symmetries recently discovered
in Liouville gravity [61] under Poisson diffeomorphisms.

An important problem that remains to be addressed is the transformation properties
of the quantum gravity partition function under target space diffeomorphisms. On the one
hand, we know how off-shell configurations and the variational principle transform so the
transformation property of the integrand of the path integral is determined. On the other
hand, the transformation of the path integral measure is a more subtle issue and it might
not be possible to simply take the exact partition function of JT [62] and use it for other
models related by a target space diffeomorphism.

"In the language of [56], we used the approach where metric and dilaton vary at the boundary [32, 57]
rather than the “wiggly boundary”-approach [2, 58].
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A PSM Hamiltonian analysis

In this appendix, we summarize an analysis of the gauge structure of PSMs using the
Hamiltonian framework. For a start we are just interested in the bulk theory, i.e., we assume
that the boundary conditions of the fields are chosen such that no boundary contributions
have to be taken into account. Starting from the PSM action

k 1
Ipsm = / (AJ ANdXT 4+ -PTEA; A AK> (A1)
21 I m 2

we restrict to a topology M = I x S' with coordinates chosen as (p, 7). The action can
then be rewritten in Hamiltonian form

_ k J J JK
Ipsv = % . dp dr (AJ,,&X — Ay, (@pX + P AKp)) (AQ)

This form induces the standard Poisson bracket of a symplectic pair on an equal time slice

{(X7(2), Ak (2)} = 6%:8(p — p') (A.4)
where x = (p,7) and 2’ = (p/, 7). Using this bracket, one can identify a system of first-class
constraints

G) =-0,X" — P"F A, (A.5)
satisfying
(G.GEY = 7KL GEs(p— 1) (A6)
where the structure functions C/% 1 are given by

c/E, =g PIE . (A7)

One can see that the components Ay, are Lagrange multipliers and carry no dynamical
information in this setup. Associating canonical gauge generators to the constraints (A.5),

k
G\ = %/Idp)g G (A.8)
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one can determine the transformation behavior of A, by demanding gauge invariance of
the action. This leads to

OZAsr = {G[N, Ay} = =0 N; — Oy PEE A N\ . (A.9)
Gauge transformations generate Hamiltonian vector fields V) on field space
iv, 2 = —0G[\j] . (A.10)

On fields ¢ = (X7, Aj) these vector fields act like 1v,0¢ = dx¢. For non-constant Cc/K .
these vector fields are only in involution when restricted to the constraint surface which
can be seen in the strong equalities (2.36)—(2.37).

If we introduce a boundary and pick boundary conditions like in the main text, some
of the gauge transformations become physical. They are generated by charges which do
not vanish on the constraint surface due to boundary terms. A simple way to arrive at
the relevant expressions is by using the covariant phase space formalism, see e.g. [63] for a
pedagogical introduction. It tells us that on-shell there is a relation between the symplectic
current w(d¢, 0¢) and the variation of codimension-2 charges,

w(0r0,00) = %(5,\AJ6XJ —3A;6,X7) = ~dfQx[g,09] (A.11)

with a boundary condition preserving gauge transformation A;. Direct computation leads
to

§Qa10,00] = 2, X (A12)

which only holds up to the addition of codimension-3 terms. However, as we are in two
spacetime dimensions this ambiguity is not present.

B Coadjoint representation of G

This appendix discusses the asymptotic symmetry group for the general JT boundary con-
ditions presented in section 5.1. Analyzing the bracket relations between the modes (5.47)
yields at maximum six non-trivial cocycles,

[T, T]* = (1 — m) T + 132(753 om0 [P Pml" = vndpimoe  (B.la)
(T, Pn]" = =m Py + “(nQ - n)5n+m,0 [Qn, Qm]" =0 (B.1b)
[Tna Qm]* = _(m + n)Qm—i—n - (An + a)6n+m70 [Qn’ Pm]* =H 5n+m,0 . (BlC)

Comparing this with the transformation of the gravitational variables

WT =T +2T +Py —O0'n+1 (B.2a)
WP=eP +eP—n—+ (B.2b)
5O =e0"+& +~ (B.2c)
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we anticipate that ¢ = x = a = 0. This follows from the relations 7 < T,,, P + P,
and © < @, between the gravitational fields and the symmetry generators based on a
comparison of conformal weights.® One can compare this to ref. [26] where the equivalent
to the cocycle a crucially was non-zero. The only difference to those boundary conditions
is that we allow © # 0 which makes a new tower of generators @),, appear and sets a = 0.

Let us focus on the algebra cocycles which are non-zero, i.e., A, u, and v. Denoting the
algebra of the group G by g, the centrally extended algebra is given by § = g ®R3. Writing
a generic element as (e, p, (;z) with z = 21 a1 + 22 a3 + z3a3 € R3 for properly normalized
basis vectors a; the commutation relations are of the form

(€1, p1,C1521), (€2, p2, C2; 22)] = ([€1, €2], €19 — e2p1, (€1G2) — (€21)'5 212) (B.3)

where the three algebra cocycles are given by

B B
Z12 =a1; O/dT (e1¢y — €2(7) +32; O/dT (C1p2 — C2p1) (B.4)
1 B
+a3BO/dT (P15 — p2py) - (B.5)

It is possible to integrate these to the corresponding group cocycles (assuming a suffi-
ciently connected group, see [49]). For two group elements (z,y) = (e'*,e*)| ,_  with
corresponding algebra elements (X,Y') one can relate a Lie algebra cocycle ¢(X,Y") to the

Lie group cocycle C(x,y) by

— d2 tX _sYy\ sY _tX
(XY) =~ (Ce™,e) = C(e e Y)) e (B.6)
Applying this to the three cocycles from before yields
1 B
Ca(fisha) = 5 [ A7 log(fi(7) ha(r) (B.7)
0
1 B
Cu(fr, 91, he) = 5/ dr gi(r)(h2 o f7 ) () (B.8)
0
1 B
Cullfrgno0) = 5 0/ drgi(m)(g20 i) - (B.9)

The first and third are known from the literature [26, 27] and the second one is new.
From the non-triviality of the algebra cocycles, it then follows that these group cocycles
are non-trivial as well. The centrally extended group G = G x R3 has the modified group

8The modes of a chiral primary ¢(z) of weight h fulfill [Ty, ¢m] = ((h — 1)1 — M) drtm.
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product

(f]_,gl,hl;V]_,V27V3) : (f25927h’2;5151727ﬂ3) = (BlO)
= (fio fayg1+g20 fi b+ (fi D)*ho (B.11)
svi +01+ O\, vo + 00+ Cy 3+ 13+ C)

that is used to arrive at the adjoint representation

d
Adiggm(ep.Gia) = Z[(Fg.h) - (€ tptCita) - (frg, W7o (B2)

We use the symbols € and ¢ for both the components and the tensors themselves from now
on as the distinction is clear in each case. Also, the central terms in (f, g, h; 11, 2, v3) have
been left out here because they only play a passive role. Explicitly we get

Ad( gy (€.0:G2) = (a6, 0 F 71+ Lpcg (F7)C+ Lych (B.13)

;z+(~3(f,g,h,67p,é))

where
_ 1 g
Ci= O/dT(C log(f) + ef'(ho £Y) (B.14)
_ 1 y
Ca= 0/ ar(Cgo f) — plho N)f —elgo 1) (ho )F) (B.15)
3 1 g 2
C3 = ﬁ0/d72p(gof) —|—e[(gof)’} i (B.16)

As a crosscheck, we compute the differential of the adjoint action at the identity which
reproduces the bracket relations of the centrally extended algebra,

d
[(e1,p1,C1321), (€2, p2, (23 22)] = _gAd(e“l,spl,scl;szl)(627p27c2;22)‘s . (B.17)

= ad(el,p17C1;z1)(€2ap27C2;Z2) (B'18>

indeed matching with (B.1) for ¢ = kK = a = 0 upon expanding in Fourier modes. Let us
now define a pairing between this algebra and its dual by

B
(T, P,65¢), (€,p,¢:2)) = /dT(Te—FPp—i- O¢) + ¢z - (B.19)
0

™| =

The quantities (7, P, ©) are the components of appropriate densities with weights (2, 1,0),
respectively. The dual vector ¢ contains the central charges. The coadjoint action of the
group is defined by

<Ad>(kf7g7h)(7',73,@;c), (e,p,¢;2)) = (T, P, @;c),Ad(f7g7h)_1(e,p,§;z)> (B.20)
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such that it leaves the central terms invariant. The coadjoint action is then determined as

=(f~ 1)’2(Tof1 (Pof ™) gof)of t+(6f)of'h)

o /> —cag'h + c3(g')?
(f~ 1)’770f + coh — 2¢c3g
(T):@of +c1log(f™ 1) —Cag .

ol ‘@:
\]
Il

It is sometimes convenient to rewrite this evaluated on f(7),

T = oz (T=Plae 1Y + €7 (o

(o NFY —eaflgo £ (o 1)+ eslg o )?)

P =4 —(P+ealho N = 2es(g 0 £Y)
O(f(r) =0 —cilnf —cago f .
Infinitesimally this is

aud’(k

)T = €T +26T +Pp' —0'C+er(

Ml piagP = P+ P o+ 203
a‘dz;:p:C;Z)@ = 6@, + 616, + CQp

which matches with the gravitational transformations (5.37)—(5.39) if

01=1 0221 C3 = ——

5 -

(B.21)

(B.24)

(B.25)

(B.26)

(B.27)
(B.28)
(B.29)

(B.30)
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