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Introduction

The study of self-interacting massive spin-1 fields has received considerable interest in

potential connection with dark energy, inflation and other cosmological and particle physics

applications. The generic ghost-free effective field theory (EFT) of a self-interacting massive

spin-1 field includes the Generalized Proca (GP) interactions proposed in [1, 2] (see [3-6]

for related works). The key feature of GP is ensuring that the equations of motion of all

degrees of freedom remain second order in derivative in the decoupling limit (DL), where the

helicity-0 and -1 modes can be decoupled, ensuring the theory absence of Ostrogradsky-type

ghosts in that limit. While the equations of motion generically include higher derivatives



away from that limit, the presence of a non-trivial constraint ensures that the theory
propagates the correct D — 1 number of degrees of freedom in D dimensions. These
derivative self-interactions were shown to be responsible for genuinely new properties in
relation to the screening mechanisms and the coupling to alternative theories of gravity [7-9],
although the main motivation for the development of the theory was aimed at applications
to astrophysical systems [10-25] and cosmology [26-42].

As indicated in [43, 44], (see also [45]), when considering theories with multiple
fields and particularly those involving gravity, the relation between higher derivatives
and Ostrogradsky-like instabilities is more subtle and more general classes of beyond-second
order GP theories were soon proposed in [46-50]. Those involve higher derivative equations
of motion when coupled to gravity while maintaining the presence of a constraint that
projects out the unwanted ghost. The generalization to models with multiple spin-1 fields
was considered in [51-61]. Some of these non-linear Proca models have also been studied
at the quantum level where they have been shown to describe consistent quantum field
theories [62-68]. See also [69] for a review.

As explained already, the correct number of degrees of freedom in GP is related to
the fact that the equations of motion for the massless spin-0 and spin-1 modes of its DL
are second-order in time derivatives and that the Ay is constrained to be non-dynamical.
However, there is no reason for this to be true in all non-linear completions of the free Proca
theory. Indeed, one could remove the additional ghostly degree of freedom by realising
the constraint in a more complicated way, while the equations of motion need not be
second-order if they are degenerate [45].

In this vein, a genuinely new class of interactions was proposed recently in [70] under
the name of Proca-Nuevo (PN). This class of theories was inspired by the vector sector of
the DL of massive gravity [43, 71-73], a theory that has been shown to be ghost-free [74-78].
The analysis performed in [70] proceeded to prove that, even though the equations of motion
in the DL of PN were higher-order, the Hessian matrix of field velocities admitted a null
eigenvector (NEV) which ensured the absence of any ghostly degree of freedom. It was
subsequently noted that a subclass of GP interactions could safely be added to PN theories
without spoiling the Hessian constraint, resulting in the Extended Proca-Nuevo (EPN)
theory introduced in [79].! Importantly, it was also shown that GP and (E)PN theories
are dynamically inequivalent by computing scattering amplitudes [70] and by providing
different phenomenological predictions related to dark energy [79]. It was consequently
shown that if one models dark energy with a time-dependent (E)PN vector condensate, the
theory predicts a technically natural vector mass and dark energy scale [81, 82]. Constraints

!'We remark that this construction was carried out in flat spacetime and may be also generalized to an
arbitrary fixed curved background. Without dynamical gravity, this means that the “beyond” type models
proposed in [46, 48, 50] do not give rise to new interactions, since they are precisely built to take advantage
of the multi-field content (in this case the Proca field and the metric tensor) in order to generate additional
constraints. Minimal coupling to gravity leads to a loss of constraints in (E)PN theory, even though the
model is still sensible as an effective field theory [79]. Let us emphasize however that the coupling to gravity
in a Lorentz and parity invariant theory can only produce the loss of pairs of constraints (see e.g. [45, 80]
for explicit examples) so that, according to the arguments given in section 2, half degrees of freedom still
cannot arise.



on these theories by demanding that they should be embeddable within a standard high
energy completion were explored in [65, 83, 84].

Let us turn now to the issue of the constraint algebra of vector field theories. Consider
first electrodynamics. In this case, the U(1) gauge symmetry ensures the existence of a
first class constraint associated with the local symmetry, removing a pair of conjugate
variables in phase space, equivalently two degrees of freedom in field space, leading to
D — 2 propagating degrees of freedom in D dimensions. The addition of a mass term (and
more generally of non-U/(1)-invariant self-interactions?) breaks this symmetry and the first
class constraint is downgraded to a pair of second class constraints, each removing half a
degree of freedom (see [2, 85, 86| for constraint analyses of GP). The resulting theories then
propagate D — 1 physical degrees of freedom in D dimensions. The claim of the absence
of ghosts in (E)PN is based on the existence of a second class constraint realised in the
form of a null equation for the Hessian matrix. The existence of a second class constraint
removes one degree of freedom in the 2D-dimensional Hamiltonian phase space, potentially
leaving D — 1/2 degrees of freedom in field space and not fully exorcising the Ostrogradsky
ghost. It was then argued in [70, 79], that there should exist a secondary constraint based
on the fact that the existence of half degrees of freedom should not arise in Lorentz and
parity invariant theories (see section 2). Contrariwise, it was claimed in [87] that (E)PN
might be the first counterexample to this expectation.? Motivated by this, we present in
this work a complete analysis of the constraint algebra of EPN, proving that (as expected),
the primary second class constraint is followed by a secondary constraint which fully takes
care of eradicating the whole would-be ghostly degree of freedom.

The rest of the paper is organized as follows: we start with a short discussion on the
absence of half degrees of freedom in Lorentz and parity invariant theories in section 2,
followed by a review of (E)PN in section 3, where we take particular care to explicitly
derive the analytical form of the (E)PN Lagrangian, Hessian, NEV and Hessian constraint,
focusing on the two-dimensional case. The constraint analysis is performed in section 4
in the Lagrangian picture and in section 5 in the Hamiltonian picture. The extension to
arbitrary spacetime dimensions is presented in section 6, although here we limit our analysis
to a minimal sub-class of (E)PN. In all cases, we establish the absence of propagating half
degrees of freedom and thus the consistency of EPN theory.

2 Half-Being

Before diving into the subtleties related to interacting Proca theories and how the secondary
constraint is realized, it is worth asking ourselves if and when half a number of dynamical
field space degrees of freedom can propagate in a generic local field theory. We also refer
to [89] for a useful review of the role played by constraints and degrees of freedom.

2The breaking of /(1) invariance has to occur at the linear level about the vacuum to avoid infinitely
strong coupling issues.

3 A similar claim was made in [88] that ghost-free massive gravity failed to have a secondary constraint.
This constraint was later explicitly derived in [76]. In the words of [76], “an odd dimensional phase space —
an odd situation indeed”.



As explained in [90],* half a field space degree of freedom or an odd number of degrees
of freedom in phase space corresponds to a system of first order differential equations that
cannot be recombined into a fully second order system. This implies the existence of a field
space degree of freedom (say x) whose dynamics (upon appropriate diagonalization) would
be governed by a first order time derivative equation, 8,y = O(8;)x + - - - , where ellipses
involve other fields with no time derivatives acting on them and O is an operator that
only involves functions of spacetime and spatial derivatives of any order but no additional
time derivatives.

If the theory is fundamentally Lorentz invariant (even if considering a solution that
spontaneously breaks Lorentz invariance), then this differential equation can necessarily
be recast as L0, x = f(x*)x + - -, for a Lorentz vector L* meaning that the evolution
equations should contain terms that are linear in space derivatives, L'9;x. Under a parity
transformation ! — —2*, these terms are odd and the theory as a whole would therefore
break parity. Alternatively, an odd number of dynamical phase variables can be propagating
in theories that preserve parity at the price of breaking Lorentz invariance. Phrased in
terms of the last odd phase space variable, locality joined together with Lorentz and parity
invariance impose L* = (0 meaning that the equation for y is none other than the additional
constraint responsible for ensuring an even-dimensional phase space.

As a result, in complete generality, we can infer that a local, Lorentz and parity
invariant field theory can never propagate an odd number of phase space degrees of freedom
or equivalently half a number of field space degrees of freedom.’? An exception to this rule
was suggested recently in [87], which if correct would hint towards a potential undiagnosed
loophole to the previous argument. However, as we shall see below, those conclusions were
premature and upon appropriately identifying the constraint algebra the example suggested
in [87] follows precisely the logic highlighted above. Rather than being a dynamical equation
for half a field space degrees of freedom, the remaining equation is nothing other than a
secondary second class constraint that projects out the other half field space variable, as
expected from Lorentz and parity invariance. We shall see this more precisely in what follows.

3 Review of (Extended) Proca-Nuevo

PN interactions for a massive vector field were first introduced in [70] and further developed
in its extended version (EPN) in [79] where Generalized Proca interactions were added to
PN. (E)PN itself was inspired by the theory of massive gravity proposed in [44, 71, 90, 92],
where its decoupling limit was shown to involve non-trivial vector interactions [73, 93, 94]
with a non-linearly realized constraint. The theory can be defined on any background
geometry g, so long as the mixing with the gravitational degrees of freedom remains
under control; see [79] for details. In this work however, we consider for simplicity a flat
D-dimensional flat background metric. The vector field is denoted by A, and its interaction
energy scale A. The formulation of the theory relies on the Lorentz tensor

a 0, Ay 9,AP9,A
Sl Al = 0,6 0,6"ny = My + 2= + PG (3.1)

4See specifically the explanations below eq. (7.30) of Living Rev. Rel. 17 (2014) 7.
®A constraint-based proof of this fact was given in [91] in the context of degenerate scalar field theories.
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where

¢ = 2%+ —— A% (3.2)

AD/2
Even though ¢* is not a Lorentz vector, the object f,, is a Lorentz tensor. The (E)PN
operators are built in terms of the symmetric polynomials of the tensor K, defined as [71],

KH, = X1 — 5t (3.3)

with " [A] :( o f[A])” e XX —prep (Al (3.4)

Mathematically there exists multiple branches of solutions satisfying the relation XX =
n~1f [95], but only solutions which are continuously connected to the trivial one for which
X* 0] = §*, should be considered.

With this choice in mind, the EPN theory for a massive vector field A, in arbitrary
spacetime dimension D is defined by the Lagrangian [70, 79]%

D D—-1
ﬁEpN[A] = AP Z an(X)ﬁn[lC] + AP Z dn(X)i’r;[gg] , (3.5)
n=0 n=1

where the first sum contains the pure PN terms and the second involves the GP interactions
introduced in [1, 2]. The dimensionless generic functions o, and d,, depend on the Lorentz

scalar X defined as 1

X = WA"AH, (3.6)
while £,,[Q] stands for the n-th elementary symmetric polynomial of the eigenvalues of the
matrix Q,

1 v v
alel=- (D — n)!5u1 b i ey v 1opp @ lm e Q i - (3.7)

For instance, in any dimension, we have £1[Q] = [Q] and £L3[Q] = [Q]?—[Q?] (the Fierz-Pauli
structure), where square brackets represent the trace of a matrix.

3.1 Trivial vacuum

We are only interested in theories for which we recover the standard free Proca theory
perturbatively about the vacuum (A,) = 0, so to quadratic order in the vector field, it is
understood that the Lagrangian (3.5) must reduce to

L= tp2 Lloogrig (

OA3, A4

A(D—4)/2

In particular, as emphasized in [70], the theory only makes sense if the helicity-0 mode of the
vector field carries a kinetic term on the trivial standard Lorentz invariant vacuum (A,) =0,
which implies that the potential should always include a mass term. The functions a;,(X)

SNote that on flat spacetime, the dp term is a total derivative independently of the form of the arbitrary
function of X [85].



and d,,(X) should therefore be analytic functions of their argument about X = 0, so we
can express them in terms of their Taylor expansion

an(X) = —a,,X®,  and  dp(X) =Y —dp X", (3.9)

with the convention ago = 0, and

1 m?

_ _ 1_
Qg1 = —§F , and Qoo = 1+ -Q10- (3.10)

2

If instead one had for instance a theory where «g is constant and does not carry the mass
term linear in X, i.e. setting a1 = 0 unlike what is indicated in (3.10), would result in an
infinitely strongly coupled vacuum solution (A,) = 0 which would be against the logic of
the model presented here.

3.2 Null eigenvector

There exist multiple ways to show that PN and GP are genuinely different theories (not
even related by vector dualities [96]). It was first proven in [70] that their scattering
amplitudes differ, hence establishing their inequivalent nature. It was then shown in [79]
that the class of cosmological predictions of PN could differ from the GP ones. However,
the most immediate and natural hint at the fact that these theories are truly different
is to envisage how the constraint is realized. This can be identified by considering the
null eigenvector (NEV) of their respective Hessian matrices of field velocities. One of the
underlying hypotheses of GP is that all modes in the decoupling limit should have at most
second-order equations of motion, which is related to the fact that the component Agy of
the massive vector field remains non-dynamical when adding the GP interactions to the
standard Proca theory. This corresponds to a NEV in the field-space direction (1, 0 ). On
the other hand, the very construction of the pure PN interactions inhibits such a clean
identification of the non-propagating degree of freedom. Yet it was proven in [70] that their
Hessian was still degenerate as it enjoys a null eigenvector. Since we shall be interested
in the presence of a secondary constraint, it is beneficial to first identify the degenerate
direction of (E)PN and hence review how the NEV can be identified.
To this end we first introduce the tensor

Z=x"ty7 1, (3.11)

which can be shown to be symmetric, Z = Z7', and to satisfy the properties

2P f, = X, (3.12)
ZH f, 28 = B (3.13)

We further define a tensor W#, via
WHV = Zlﬂlaad)u , (3.14)

which can be seen to belong to the Lorentz group,

W PWY 5 = n (3.15)



The generalized Hessian matrix is given by

yiof _ O*Lepn

_ __PEEPN e 1
00, Aadd, Ay T (3.16)

and H* = HO0# plays the role of the kernel of the kinetic term of the Lagrangian, hence
encoding information about the propagating degrees of freedom of the theory. One can
verify that the vector

V,=wo, (3.17)

is the normalized time-like NEV of the Hessian matrix of PN [70],
HHV, =0, ViV, = —1. (3.18)

In addition, as proven in [79], the inclusion of the GP operators £,,[0A] leaves the Hessian
matrix H**? invariant and can therefore be safely added to the PN Lagrangian without
affecting the constraint structure, resulting in the EPN model.

3.3 Pair of second class constraints

The existence of a NEV in (E)PN theory implies the existence of a constraint, which
must be second class as the theory does not have any gauge symmetries. The constraint,
therefore, removes one phase-space variable corresponding to half a Lagrangian degree of
freedom. The removal of the other half then necessitates the existence of another second
class constraint. While the analyses of [70, 79] did not derive the latter, it was however
argued that the Hessian constraint was enough to prove the absence of the full Ostrogradsky
ghost in (E)PN. This follows for multiple physically motivated reasons:

1. First of all, since PN is a DL of generalized massive gravity (see [93, 97]) for which the
secondary constraint was already derived in the literature (proven fully non-linearly
in [74, 98-100]), it directly follows that the secondary constraint has to be realized in
PN (see [90] on what it means physically to take a DL).

2. About the trivial vacuum (A,) = 0, we recover a standard Proca theory at the linear
level, which as is well known propagates D — 1 degrees of freedom, implying that PN
has to propagate at least D — 1 degrees of freedom. Since it is expressed in terms of
D vector field components with only first derivatives acting on them at the level of
the action, it can at most propagate D modes. However, the presence of a NEV for
the Hessian matrix implies that the system is degenerate and must in fact propagate
strictly fewer than D field space degrees of freedom. Moreover, as explained in [90]
and reviewed already in section 2, a local, Lorentz and parity preserving field theory
cannot propagate an odd number of physical field space degrees of freedom. Together,
these arguments imply that about any solution analytically connected to the standard
Lorentz invariant vacuum (A4,,) = 0, there should be precisely D —1 field space degrees
of freedom. This result is consistent with previous arguments reminiscent of massive
gravity [74, 99].



The above points are also consistent with further analyses:

3. Perturbations of (E)PN on cosmological backgrounds were analysed in [79], where
they were shown to exhibit the expected number of physical degrees of freedom, all of
which were identified as being stable (even though following the logic of the analysis
presented in [87] a mismatch would already have been identified at that level).

4. Positivity bounds, which rely on unitarity (which would be broken if half a ghost
degree of freedom was propagating) together with Lorentz invariance and crossing
symmetry were shown to be satisfied for generic (E)PN parameters in [84].

These points suggest (if not prove) that the Hessian constraint in (E)PN is actually part of
a pair of second class constraints fully removing the unwanted ghostly degree of freedom.
Nevertheless, it remains an interesting open question to establish how the constraint
structure manifests itself more precisely. In the rest of this work, we turn our attention to
this question.

3.4 Extended Proca-Nuevo in two dimensions

In this section, we will focus on the example analysed in [87] corresponding to the EPN model
in D = 2 dimensions. This model is interesting because the structure of the Lagrangian can
be made very explicit and allows for a tractable analytical treatment.

The most general two-dimensional EPN Lagrangian is given by [70]

£6% = 22 (o) + ar (K] + a(X) (1K - K2) + L) . g

where the analytic functions g 1 2(X) and d;(X) satisfy the expansion given in (3.9) with
the convention (3.10). Note however that even though L£2[0A] is multiplied by an arbitrary
function of A%, namely da, the whole term dg(X)([0A]? — [(0A)?]) is a total derivative and
hence can be discarded [85].

As discussed in [70], in D = 2 dimensions, the Lagrangian can be expressed in closed
form in terms of the following variables:

A/1:FA0 Al:FA6 2 2
pe=1dl4 S0y = S0 N = e gk (3.20)

where a dot (prime) stands for time (space) derivative. We also define their reduced versions

_ T+ _ Y+
- — 7= 3.21
T+ Ni ) Y+ Ni ) ( )
allowing us to rewrite the Lagrangian in the form
o
£ = A2 |ag + G Ny + dizs + - (N2 - NE)] : (3.22)

with &y = ag — 2(0&1 + dl) + 209 and &1 = a1 — 2a.
In principle, there is another branch of solutions to the defining matrix square root
equation, although as already discussed below eq. (3.4) we only commit to theories which



are continuously related to the standard Proca one at linear order and so implicit in the
expression for X, = (v/n~1f)*, is the choice of solution satisfying X*,[0] = §*,. On the
other hand, the theory corresponding to the other branch does not reduce to the standard
Proca one on the trivial vacuum, and in fact, is not even properly formulated about the
(Au) = 0 vacuum and we do not consider it any further. Explicitly, the physical branch has
the following perturbative expansion:

LER === 5m? A2+ MOA ((@11+du ) A2+ F?)

8A2
+A;64072A4+% (a1, —269,1) F2A2 4+ oo (F2)2 - s FR(0A) 24020 (Aﬁ, 37‘15 :
(3.23)
where we use the notation F?2 = F*E,, and A? = AFA,.
The Hessian matrix is given fully non-linearly by
g = 0L ( v f+37+> (3.24)
0A,04, Ny \zyyy 22 )7

whose determinant vanishes and thus admits a NEV. The latter can easily be inferred by
inspection but can also be derived from the tensor W*,, which here takes the form

WH = (””f __y+> : (3.25)
—Y+ T4
The NEV is then
V=W, = (z4,—4) , so that  V,n"'V, = —1, (3.26)

and it is easy to check that it indeed annihilates the Hessian matrix,

H'V, =0. (3.27)
For later use we also introduce the vector V- normal to the NEV,
Vii=W'y=(-ps,24), sothat  VpVE=1 and  Vup*V;m=0.
(3.28)

The Euler-Lagrange equations for EPN in D = 2 have the form
EH=HMA, +ut =0, (3.29)

where the explicit expression for the acceleration-free part u* is provided in appendix A.
One can now contract the equation £# with the vector V), and make use of the fact that
the latter is the NEV of the Hessian matrix to find a constraint

CVl = Vugu = Vuu“ ~0. (330)

Here and in what follows, the symbol “~” is used to designate “on the constraint surface”.
It is also possible to show that the constraint takes the following compact form

- . - 1
C‘(/Ele) = A% | D101 + do(Go x + dix) + d1d1 x + P2 <a2,X + 2d1,X>} ~0, (3.31)

and we refer the reader to appendix A for the definitions of the functions ¢; and ®;.



This establishes the existence of a primary constraint, as was already proven to be true
in two and four dimensions in [70, 79]. The extension of the proof to arbitrary dimensions
is straightforward. The following sections are devoted to the proof that the model also
has a secondary constraint, leaving precisely one dynamical degree of freedom in D = 2
dimensions (or D — 1 degrees of freedom in D dimensions), thus avoiding the existence of
any half degree of freedom in this local, Lorentz and parity invariant theory.

4 Constraint analysis in the Lagrangian picture

In this section, we demonstrate the existence of a secondary second class constraint using
the Lagrangian formalism, before turning to the formal computation of the constraint
algebra of the system using the Hamilton-Dirac formalism in section 5. In each case, we
begin with the analysis of linear Proca theory for the sake of pedagogy and to fix notation,
followed by a warm-up treatment of GP theory, before turning our attention onto the EPN
model of interest.

4.1 Linear Proca

The linear Proca theory in two dimensions has the Lagrangian,

ﬁgr%)ca - _%FQ o %m2A2 - %(Al B A6)2 a %mQ(_A(Q) + A%) ) (41)

The Lagrangian is independent of Ay, hence Ay is non-propagating and we immediately
obtain the following expressions for the Hessian matrix and NEV:

HM = (8 ?) , Vu=(L0), V5 =(01). (4.2)

The Euler-Lagrange equations read

EF=HMA, +ut =0, (4.3)
with
A”—mQA _A/
p— 70 0 4.4
u (mQAl_%), (4.4

and the primary constraint is given by
Cy1 = V' = Aj —m2Ay — Aj. (4.5)
Consistency of the primary constraint under time evolution yields a secondary constraint”

. / .
Cvi = — (Vier) 4+ m?(4] - do) ~ 0, (4.6)

"The constraints presented here agree with the well-known textbook results; see for instance [101] for
electromagnetism (the massive case is given as an exercise) and [102]. These however differ from those given
in [86].

~10 -



which, on-shell and for m? # 0, gives
Cvo= Al —Ag=0, (4.7)

the familiar Lorenz condition which is now not a gauge choice but a constraint. We see that,
once initial conditions are specified for A; and its time derivative, the variable Ag is then
completely determined (modulo spatial boundary conditions) and is therefore non-dynamical.
This leaves us with a single Lagrangian degree of freedom in two dimensions.

We can now only make use of integrations by part to show that our Lagrangian can be
recast in a way that explicitly shows that the associated phase space will simply be {A7,p'}
where p' is the conjugate momentum to A;.

£2)

1 . 1
Proca — 5(146 - A1)2 + §m2(A(2) - A%)

= % A2 — %(A'l)2 — %mQA% - %AOC‘(,leca) + %A'lc‘%mca) + (total derivatives) .

(4.8)
Note that the Lagrangian includes two linear Lagrange multipliers Ay and A} and hence
simply reduces to %A% — 2(A})? — m?A? on the constraint surface. It is now independent
of both Ag and Ag and hence the dynamics will be fully fixed by only specifying 2 initial
conditions for A; and A; (or its conjugate momentum p' equivalently in the Hamiltonian
formalism). This shows that there is only one propagating physical degree of freedom in
the standard Proca model in D = 2 dimensions.

4.2 Generalized Proca

Next, we review the constraint analysis of GP [2]. In D = 2 the Lagrangian reads

1 1
L8 = — P = P A” £ N2 dg(X) + Adi(X)0a A" (4.9)
For a generic functions d;, the Lagrangian is no longer independent of Ay, yet it is still
true that the equations of motion are independent of Ag, hence Ay is non-propagating. The
resulting Hessian matrix, associated NEV and normal vector take again the exact same
form as for the free Proca theory

y 00
HM = (0 1> ) VM = (170)7 VMJ_ = (07 1) (410)
The Euler-Lagrange equations are given as in (4.3)
EF =HMA, +u =0, (4.11)

with now

., (Ag —m2Ag — A} + 2A%dy x Ag + 2Ady x (AOAll - AlAl))
u- = ’

. . (4.12)
m2 Ay — Af — 202dy x A1 — 2Ady x (Ao A} — A1)

and the constraint spells

Cv1 = V' = Af —m?Ag — A} + 20%do x Ao + 20 x (Ao A — A1Ar) = 0. (4.13)

- 11 -



Taking the time derivative of this constraint, it is straightforward to show that all second
time derivatives of the fields can be eliminated using combinations of the equations of
motion, so that

Cv1+ V- (EM) + 20 Aydy x V" €M = Cya = 0, (4.14)

where Cy is free of any higher-order time derivatives (or accelerations) and does not vanish
on the primary constraint surface. Hence it is a genuinely new second class constraint. Its
explicit expression reads

Cyz = (m? — 2A%dg x ) (0, A" + 2Ady x A7) — 4A*A1d] x (AgAf — A1 Ag)
— 2Ady x |(9,AM)* — 9,A,0"A” + Ay (Ag - Al)'} — 4N%dy xx A A" AV (4.15)
—4Ady xx AL A, [OF AV D, AT — 0, AFO7 AV |

This is sufficient to establish the consistency of GP theory from the point of view of the
constraint structure.

4.3 Extended Proca-Nuevo

We finally turn to the analysis of EPN in D = 2 dimensions. The primary constraint,
Hessian matrix, NEV and normal vector are given above in section 3.4, see egs. (3.24)—(3.28).
Following the previous warm-up examples, the strategy is now clear: take the time derivative
of the primary constraint and add combinations of the equations of motion so as to remove
all field accelerations (and derivatives thereof). The result is the secondary constraint.

Secondary Constraint for General EPN: carrying out this procedure we obtain
Cy1+ VH(EM + 2£5 (Vlgﬂ) =Cyy~0 (4.16)
Iz &y Iz )

where B
B = (yrAo+ 74 A1) (&O,X + d1,X) — (A4 — (1 - X)A1)arx
—[(T+A =y 8) Ao + (43 — 4+ A) A4 (2072,)( + JI,X) :

The exact expression for the secondary constraint Cys is given in the minimal model

(4.17)

below. For the generic EPN, while straightforward to derive, its exact expression is rather
formidable and not particularly illuminating, we thus refer the reader to appendix B for its
full expression. We emphasize however that it is a true independent constraint: it does not
involve any accelerations and does not vanish on the primary constraint surface.

We conclude that EPN theory possesses a pair of constraints that together remove a
full Lagrangian degree of freedom, since there are no gauge symmetries, thus defining a
consistent massive spin-1 model. While this proof applies only in D = 2 dimensions, a
partial proof in generic dimension will be given in section 6.

Minimal Model: as a special example, we can consider the minimal model which will
also be studied in generic dimensions in section 6. Focusing for now in D = 2 dimensions,
the minimal model corresponds to setting d;(X) = a2(X) =0 and a;(X) = 2 in the EPN
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Lagrangian (3.19), while keeping the potential arbitrary ag(X) = —2m2X + V(X). Note
that it would not make sense to set g to a constant as it would set m = 0 and the field
would lose its mass term on the trivial vacuum, leading to an infinitely strong coupling.
The minimal model in two dimensions is then given by

£2Y A2 (a(X) — 2[K]) = A2 (ap(X) — 2[X] +4) . (4.18)

Minimal

As in the previous cases, the Euler-Lagrange equations are given by £# = HM A, + ut = 0
with the vector u now given by (see appendix A)

w2 (w240 — A7) -2 AL+ (02 +92) A4
uMinimal__Ni

iy (247 - AY) — 2 A7 + (22 + 92) Ay

. ) —2A%ag x A*. (4.19)
+

In this case, the primary constraint is given by
ey = 9N (740154 — G017+ ) + 200 xA? (T4 A + G A1) 2 0, (4.20)
and the secondary constraint Cyo takes the form (see (4.16)),

_ inima, 2 = = 7 T
A 36‘(/1\21 D = — p (:L'+81y+ - y+31$+)2

+ 20&07)( (2@4_ — N+) + 20(%7)((:[;4_140 + i’+A1)2
2 L _ _ _
+ 4 0xxX (X (T4 Ao+ J+A1) — 2(J4Ao + T4+ A1) (—AoAp + AIA/1)> :
(4.21)
Even in the case where the potential reduces to a quadratic mass term, ag = —%m@li

and ag xx = 0, we see that both constraints are independent. Once again, the minimal
massless case o, x = 0 is infinitely strongly coupled and meaningless.

5 Constraint analysis in the Hamiltonian picture

In this section, we carry out the Hamilton-Dirac analysis of the two-dimensional EPN theory.
We will demonstrate that the model enjoys a pair of second class constraints, leaving a
two-dimensional reduced phase space, or equivalently a single Lagrangian degree of freedom.
We warm up again with the examples of linear Proca and GP.

5.1 Linear Proca

We perform a 1+1 decomposition of the linear Proca Lagrangian density,

80, =L (- ) (- a3) (5.1)

Proca

so the canonical momenta read
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The canonical or base Hamiltonian density reads

Hbase = p'uA,u - L
(5.4)

1 m?
= S0 Ay - T (A4 A7)

and the “augmented” or “primary” Hamiltonian is obtained by adding the primary con-
straints with arbitrary Lagrange multipliers. In this case, Haug = Hpase + A 1C1.
Consistency of the constraint C; under time evolution, C; ~ 0, may either fix the
Lagrange multiplier A\; or else produce a secondary constraint.® The latter happens when
the Poisson bracket {Cy(z),C1(y)} vanishes weakly, as is obviously the case for linear Proca.’

Thus we obtain a secondary constraint:

Cl — {ClaHaug} (5 5)
= (p") +m*4 = Co = (p') +m*4p =~ 0. '

We observe that C; and Cs are second class as they do not commute with each other,
{Ci(2). Ca(y)} = —m®d(z —y). (5.6)
Preservation in time of Cy = 0 thus fixes the multiplier Aq,
Co=—m2Ay +m* =0 = X\ =A4]. (5.7)

Finally, the total Hamiltonian from which the equations of motion are derived (which must
be supplemented with initial conditions consistent with all the constraints) is obtained by
substituting the solutions for the Lagrange multipliers into the augmented Hamiltonian
density,

Htot = Hbase + poAll . (58)

Since each second class constraint reduces the dimensionality of the physical phase by unity,
we are left in the end with a two-dimensional phase space or a single degree of freedom in
field space.

5.2 Generalized Proca

We refer the interested reader to [2, 85] for a more complete constraint analysis of GP, while
here we content ourselves with the derivation of the primary and secondary constraints,
in addition to the proof that they are second class. The 14+1-decomposed GP Lagrangian
density is

£s) = % (Ar—4p)" + ”;2 (43 — A3) + A2do(X) + Adi(X) (= Ao + A7) . (5.9)

8There is a possibility that the secondary constraint is simply inconsistent with the primary one, signaling
a fundamentally pathological theory. To our knowledge, examples of this kind are all contrived or trivial
and the theory can be seen to be inconsistent without performing a constraint analysis. In any case, this
outcome will not occur for the models we investigate here.

Tt is worth emphasizing that the vanishing of the Poisson bracket of a constraint with itself is not
automatic. An example of a “self-second class” constraint arises in Lorentz-breaking Horava-Lifshitz
gravity [103].
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From the canonical momenta,
P =—Adi(X), pl=A A, (5.10)

we infer the primary constraint C; = p° + Ad;(X) ~ 0 as well as the base and augmented
Hamiltonian densities,

1 m?
Hise = 5 (1) + 4 — - (A5 — AT) — Ado(X) — Adh (X) 47,

Haug = Hbase + Alcl .

(5.11)

Although less obvious in this case, it can again be easily checked that C; commutes with
itself, so its consistency under time evolution generates a secondary constraint:

Cy = Cl = {ClyHaug}

1y/ 2 2 / / 1 (5'12)
= (p ) +m~Ag — 2A d()J(AO + 2Ad17X (—A()Al + Ale +p Al) ~0.

It is clear that C; and Cy do not Poisson-commute (since they do not in the case of
linear Proca, and the GP functions dy; are generic), although we will not derive the explicit
result. It follows that they are independent, second class constraints, implying the absence
of further constraints and the determination of the Lagrange multiplier A; in terms of the
phase space variables, and hence of the total Hamiltonian.

5.3 Extended Proca-Nuevo

The 1+1-decomposed EPN Lagrangian was already given above in (3.22). Working out the
canonical momenta, we find

P’ =—A [G1Ty + 200X + d4]

1 - (5.13)
p = —A[ay+ + 2a24]
with ¥ =1+ A /A and A = —Aj/A. We infer the following primary constraint:
0 2 1 2
_|P p -2
Cl = X + 2a22 + d1 — [A + 20[2A‘| -] = 0. (514)

This is an interesting novelty of (E)PN theory relative to GP: the primary constraint is

non-linear in the momenta.'® The resulting base and augmented Hamiltonians are therefore
0 1

p p

H =A2|-(1+2) - =

base [A ( + ) A

Haug = Hpase + )\101 .

A — G + 209(%? — AQ)] , (515)

100f course any function of a constraint is also a constraint, defining the same hypersurface in phase space.
However, some caution is needed when dealing with a constraint which is non-linear in all variables. Namely,
one must check the so-called regularity condition, i.e. the requirement that the Jacobian of the constraints
must have constant rank throughout phase space [101]. It can be easily checked that the regularity condition
is satisfied by the constraint C;.

~15 —



The next question is whether C; commutes with itself. Since the consistency of the theory
hinges on this question, we shall provide explicit details. Observe first that terms arising
from derivatives of &1, as and d; yield zero. Indeed, such terms do not involve spatial
derivatives of the field and hence give a contribution of the form

(@) > [ dz [Py - )6 - 2) ~ (@ < )] = [Flay) - Flg.o)] 6 - ),
(5.16)
which vanishes, as can be seen more explicitly by integrating with an arbitrary test function.
Contributions from the remaining terms give

0

{Ci(x),Ci(y)} = /dz{8 lag (111 + 20[2A>] (i + 200% + d1> §(z—2)0(y — 2)
-8 lag (133 + 20003 + d1>] (211 + 2a2A> (x—2)0(y — 2)
x y

—(xHy)}

_86/( pl po
= x—y) |ae X+2Q2A K—i—QagE—i—dl
T Yy
P° p'
—lag | == 4+ 200X + dy — + 2a0A }(x(—)y)
A . A y

=8'(z —y) [F(z,y) + F(y,z)] , (5.17)

where now
F(z,y) = ag(z) P (z) P’(y) — ag(x) PO(z) P'(y), (5.18)
P’ = i) + 2009 + dy Pl = ];\1 + 200\ . (5.19)

Integrating with a test function, we get
[ @iC@).ew)} =8/ [FO@,2) + FO,a)] (5.20)

where F(™ denotes differentiation w.r.t. to the n-th argument of the function F. It is now
easy to see that F®(z, z) = —F(1)(z,z), establishing the consistency of the constraint
C1 ~ 0 under time evolution. Thus we obtain the secondary constraint

¢ 1 1
G = A - K{ClaHaug} - K{Clvaase} (5.21)
0 0 H ase A/
—9 (I/)x + 2003 + d1> l{pA;} =2 (202, x¥ +di x) (Ao(1 +2) + A1A) — 20421\]
1 1 !
—2 (i + 2a2A> [‘U)I{Q’} — dag x A (Ag(1+3) + A41A) — 2042?] (5.22)

+ 4@15[1,)( (Ao(l + E) + AlA) ,
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and

{8°, Hinse} = A2 [~230,x Ao + dan x Ao (52— A%)] + (p' + 404’
) (5.23)
{p', Hyase} = A? [2070,)(141 —4dag x Ay (Ez — AQ)} + (po + 4Aa22) )

To complete the analysis of the constraint algebra it remains to verify the absence of
tertiary constraint and the second class nature of C; and Co. This is a straightforward!! but
cumbersome task, so for brevity let us consider a minimal PN model with &g, ag,d; =0
and &1 o< X. In this case, we find

{Ci(2),Ca(y)} =

SOUX o1, x (Ao(1+ ) + A12) (5740 + P A1) — én (3°(1 + ) +p'2)] 3 — )
85‘2# () AL+ () Ao) 8(z — ) +2 (10 A1 + 9" A0) (2 - v)] (5.24)

which is not weakly zero. The final tally of degrees of freedom is now the familiar one: in
two dimensions we have four phase space variables, reduced by two due to the presence of
two second class constraints, hence a single Lagrangian degree of freedom.

6 Minimal PN model in arbitrary dimensions

In arbitrary spacetime dimension, it is unfortunately not possible to avoid the matrix square
root structures that define (E)PN theory, making the problem of its constraint analysis
technically more challenging. The derivation of the primary and secondary constraint in
massive gravity was derived in generality in arbitrary dimensions in [74, 76] and since PN
follows the same structure as massive gravity, the same logic will apply. In what follows we
restrict our attention to the minimal D-dimensional PN model given by the Lagrangian

L= AP (ap(X) - 2[K]) = AP (ap(X) — 2[X] +2D) , (6.1)
where we chose avy = —2 to recover the canonical kinetic term —%F MY F,, at quadratic order
in perturbation and the pure potential term «(X) should at the very least include the
mass term, APag(X) = —%mZA2 + .-+ and hence o x # 0, (in fact if the theory admits a

solution where ap x = 0 at some point in spacetime, then the theory is infinitely strongly
coupled at that point and the classical solution cannot be trusted in the vicinity of that
point). In the following we present the constraint analysis of this minimal model both
in the Lagrangian and Hamiltonian pictures, finding in both cases the presence of a pair
of constraints.

"1et us remind the reader of the argument given in section 3 that the theory must propagate at least
D — 1 degrees of freedom in view of the fact that (E)PN reduces to linear Proca theory upon linearization
about the trivial vacuum. We therefore should not expect the presence of tertiary constraints, and given the
absence of gauge symmetries, C1 and C2 must be second class and have non-zero Poisson bracket among
each other.
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6.1 Lagrangian picture

Let us first collect some preliminary results. Given the definition of W*#, in eq. (3.14), it is
possible to show that
o[xm] n

n—1\o
50, Ay) — Ao, (62

which will be useful for n = 1 here. From the definition of the generalized Hessian, applied
to the Lagrangian (6.1), we infer the relations

1
2AD/2

0uW = L H9,0,A,, MW = el =0, (6.3)

where in the last expression the indices i and P have a fixed value and are not summed
over. In particular this implies that the vector Vg = wo 5 is a NEV for all HHOB (ie. for

any p, a),
HHOPY, =0 Y p,a. (6.4)

To proceed further, it will prove useful to write the equation of motion in two ways as

EF =HMW A, +ut = —2AP2VR 4 gt (6.5)

where
ut = ;A HYH — 2AP2o, I — 2A%aq x A (6.6)
" = —20P 2o, Wit — 2020 x A (6.7)

Given the NEV V,,, we infer the constraint
Cvi1 = V.M =Vt = V,at. (6.8)

The next step is to calculate the time derivative of Cy/; and attempt to eliminate all instances
of the field acceleration using combinations of the equations of motion. Inspired by the
two-dimensional case, we first consider

Cut + WEOE = DA [VHOP 4 WEH| 4 Ay [V OHOH 4+ W 030
+ VM&' (?—Lij’“a@j/la) + WZ“@Z (HOj’“aﬁjAa + ’&'u) (6.9)

.
— 2A2at (OéO’XA“) VN’ —|— WU'MUM 5

and observe that the last two lines do not involve second time derivatives, while the
coefficient of 9;A,, is in fact zero since

) 0" _ 00T,

. 8V“
V. LW
oA, 0A. wt

HOA,

(aww

A ) = V,HOR LW HE =0, (6.10)

using the above identities.
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It remains to eliminate the terms proportional to A,, which can in principle be achieved
by adding a linear combination T ,E# of the undifferentiated equation of motion. It simplifies
the calculation to separate the term 8iWiu5“ from the unknown vector T, i.e.

Cvi+ 0 (Wiﬂé’“) +Y,EF = A, [Tuy.[#a _ (aiVM)HiO,Ma]
+ V,0; (Hij,uaajAa) +0; (W"Mu“) (6.11)

1
— 2A28t (a(),)(AM) V# + W@uﬂu + T#u" .

From this last result, we see that a second constraint exists provided the equation
Y HPY = (0 V) HOHe (6.12)
admits a solution for T,.

Two-dimensions: note that in D = 2 dimensions, we have the simple relation 01V, =
—A®,W,. Since from (6.3), we have H'%#*W!, =0, the r.h.s. of (6.12) cancels exactly
and there is no need for a vector YT in two dimensions. This agrees with the explicit
two-dimensional derivation performed previously.

Higher Dimensions: more generically, i.e. in arbitrary dimensions, since the Hessian
HH is non-invertible, it is clear that the solution of the previous equation is degenerate
and indeed, T, is not unique. Naturally, for any Y, that solves (6.12), the vector T, + fV,
is also a solution for any function f. This is perfectly consistent as it simply encodes the
fact that the constraint Cyo can be shifted by fV,u* = fCy1 =~ 0.

With this in mind, it will be useful to separate our Hilbert space into the NEV direction
and its (D —1)-normal plane to derive the generic solution of (6.12). We use the eigenvectors
of the Hessian H*" to span over our full D-dimensional Hilbert space and choose the set of D
eigenvectors {V#(U)}a:o,.. -1 =1V, V,j‘ (a)}azl,... .D—1 which forms a complete orthonormal
basis, satisfying the following properties

/Huaf/OEO) _ HiO,;chOgO) =0,

Hry) = \Dy@r Lo Vg=1,---,D—1, (6.13)
and normalized as ‘N/PEU)V(G/)“ =7, Voo =0---,D—1.
Expanded in this basis, we have T, = voV,, + UCLV,}(G), with the component vy being

arbitrary as discussed earlier, and the coefficients v, given by

1

NG BV, )HOrey L@y g =1,... D-1. (6.14)

Vg
Since MA@ =£ 0 for any situation continuously related to the trivial vacuum, there is no
ambiguity in uniquely identifying each coefficient v,. See appendix C for the explicit proof
that the vector T, = vaV:‘(a) satisfies the relation (6.12). This proves the existence of the
required vector T, and hence the existence of a secondary constraint in arbitrary dimensions.
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Perturbatively, T, is given by (up to vgV,),

1 .. .
T, = 535 04(0Y Ao+ A7) (9:Fjo— 9, Fo)
1 i . . . .
+ 53535730k [2 (240 A7 + A" FI, — 0" Ao B, ) (8: Fjo—; Fio)
+2(9;A" By~ 04 BY, ) (9 Fio — 0k Fio) (6.15)
+Bj0 (28iA0Fj0728]‘140}71'0+Bjk8iFOk+2ij8iAk+BkoajFik+Bikaij0+2FikajAk>:|
(00A)(0A)?
+O <[X2D .

Note that this expression trivially cancels in D = 2 dimensions, as previously highlighted.
To summarize this analysis, we have therefore proven the presence of a second Lagrangian
constraint in arbitrary dimensions,

'+ T ut =0,
(6.16)
and related eigenvalues A(@ £ 0

y , , 1
Cve = V,.0; (H”’W(?jAa) +0; (WLU“) — 20%0; (a0 x A") V, + oD

with T, u* given in terms of the non-null eigenvectors V,f(a)

of the Hessian by
D
1 ,
T = 37 o VRO VOV, (6.17)

a=1
6.2 Hamiltonian picture

Establishing the existence of a pair of constraints in the Hamilton-Dirac analysis is very
simple for the minimal model (6.1) and in fact, proceeds very analogously to the two-
dimensional case studied above. Using the identity (6.2) with n = 1 we derive the
canonical momenta,

pt = —2AP 2y (6.18)

in terms of the NEV V#. The normalization of the latter then immediately allows us to
infer the primary constraint
C1 = p'p, +4AP = 0. (6.19)

This constraint trivially commutes with itself (recall that we take «; constant for simplicity,
but the conclusion also easily follows if «; is a generic function), thus proving the existence
of a secondary constraint, since C; cannot be first class (since it is already not first class at
the linear level). Deriving the full expression of the canonical Hamiltonian in closed form
is technically more challenging but not required to ascertain the existence of a secondary
constraint. To close the algebra, one should then in principle check whether a tertiary or
further constraints could exist (which would occur if C; and C2 commute), however the
arguments given in section 3 are proof enough that, at least for generic parameters, the
theory cannot have fewer than D — 1 degrees of freedom (and if did at some point for some
solutions and choices of parameters, these would not be trustable as the theory would then
be infinitely strongly coupled at those points). We therefore conclude that there must be
precisely D — 1 degrees of freedom given the two constraints we have inferred.
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7 Discussion and conclusions

We have performed a constraint analysis of the recently proposed (Extended) Proca-Nuevo
theory, with the particular aim of establishing the existence of a pair of constraints responsible
for removing the Ostrogradsky ghost mode and thus rendering the model consistent from
the point of view of the degree of freedom count, i.e. that a massive spin-1 system must
describe D — 1 dynamical modes in D spacetime dimensions.

We devoted the first part of the paper to explaining why this outcome had to be
expected. We showed through several formal and physical arguments why local, Lorentz
and parity invariant field theories cannot hold a half number of Lagrangian degrees of
freedom, equivalently an odd-dimensional physical phase space. Although these arguments
are not new, they are certainly worth being recollected and emphasized in view of the fact
that opposing claims have been made in the literature.

Summarizing our results concerning the analysis of EPN theory, we proved in full
detail the existence of two, and only two, constraints in the general two-dimensional model,
using both Lagrangian and Hamiltonian approaches. In the latter case, by deriving the full
constraint algebra we moreover established the second class nature of the constraints and
the absence of tertiary and further constraints. The generalization to arbitrary dimensions
proved to be technically challenging, but we successfully analyzed a minimal version of the
theory, concluding again the existence of a pair of constraints.

In addition to the main result regarding the counting of degrees of freedom, we find
it worthwhile to remark on the interesting structure of the constraints we found in the
canonical formalism. In particular, for the models we studied, the constraints are non-linear
in all phase space variables and thus do not appear to smoothly deform the structures found
in GP theory or linear Proca. We think this motivates a revisiting of the Hamiltonian
analysis of EPN in arbitrary dimensions, where it may shed light on the issues related to
the coupling to gravity of the theory.
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A EPN constraints in the Lagrangian formalism

The analytic form of the acceleration-free part u’(‘EPN) of the equations of motion eq. (3.29)
for the massive vector field A, in the two-dimensional EPN theory is given by

uppN) = N3 ($+y+ (2A6 - A/I/) — 2} A7 + (551 + yi) Aﬂ)

+2A (me +oox (Y4 +y- ) (A1 A} — AgAp)
Jr
—2A (Oél X* + ag x J}Jr + x_ ) A1A1 Avo) <A1)
Ny
—|—2A2 (Ozox+alxN++ Oégx(N E))AO
+ Adyx (214 %) A0 — (y4 +y-)A1)
and
UlEpN) = N3 (a:+y+ (214/1 - Ag) —y A + (xi + yi) A6>
+ 2A <a1 XN7+ + ag x (x4 — 2 )) (AlA/1 — A0A6)
—2A <Oé1 XNi + a2 x (Y4 — )) (A14; — ApAy) (A-2)
+
1
— 2A2 (5507)( + 0~51ij+ + 50427)( (N_%_ — NE)) Ay
+ A2%dy x (20Ag — (2 + x4 —2_)A) .
Furthermore, we defined the following functions entering the constraint eq. (3.31),
¢o =2 (T+ Ao+ y+ A1)
(]51 =2 ((1 + E) AO + AAl) R
b =4 (243 — G4 A) Ag — (T4 + 74 %) Ay) | (4-3)
1, _ _ _ _
Oy =7 (T4+01y4 — y+0124) ,
where we have introduced the following notation
1 Aj 1 ‘
=2 =141 A= (yp —y )=--L. A4
5@+ +z-) +A 5 W+ —y-) A (A.4)

B EPN secondary constraint in the Lagrangian picture

The secondary second-class constraint for the EPN theory is obtained by imposing the time
derivative of the primary constraint Cy presented in eq. (3.31) to vanish. Its expression
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reads,

Cva

A3 =9 xX (i\(QSQ +4(AOA—A1(1—E)) (2A0’}/1—|—2A1 (72—N+))> (Bl)

«
+2az x {(N2Ni) Ty 4+240N @1 +2N; —2 (1 —1bo) 2— A2N2) ;X
1

alX

+ (ALNZ o +2 (2 —1h1) ¢3)
+2[—4A5m (m—74) 241 4 (2’71 (2v2—Ny)+y-)

B d
+AT (224 (272 —Ny) =472 (12— Ny))] ;f}

+2¢2 (24071 +41 (272*N+))

Qg

A

X
+a1 xx <A¢1—4A A AZ+2A1 A0 ((2—2— )y_—x+y+)+2A§(1—z)(—x_+x++2)>

di,x

+an, x {N+‘I>1¢0+NE—N.2++4 (21/117#3—141]\7.%%) —2¢2¢3

+2 (AFA (y—+y4)— A1 Ao (2—z_)y— —x+y+)—A§(1_z) (_m_+x++2>) a(ilx }
+ & +d, x x (f%—?% (AOA—Al(l—E))>

di,x ¢2a0X)
0]

+ag,x (2(23_5+ )= 2¢1¢2

_ i x
+dy x ((N2—Ni+4) T +2N, 5! (Y1—A1Ny) (A1N++z/zl)>
1

i xx ( <¢0+¢2> 2(A0AA1(12>><A1N++¢1>> ,

where we defined

Y1 =(y-74 + 2+ z2-)y+) A0 + ((2 —2-)T4+ — y-y4) A1,
Y2 =2(y+ Ao + T4+ A1), (B.2)
Y3 =y-Ao+ (2 —z-)A1,
and
N =T4+A -y X, (B.3)
Y2 =T4E — YA

It is now easy to see that, as claimed in the main text, the secondary constraint Cy2 does
not involve any acceleration term.

C Secondary constraint in arbitrary dimensions
To complete the proof of the existence of a secondary constraint for the minimal model in
arbitrary dimensions, we explicitly show that the vector T, defined as in (6.14) by

D-1
1
Ty =vaVil =3 Sy OV MOV OV, (C.1)

a=1
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satisfies the relation (6.12). First, by construction, we clearly have

D—
T HI = 0 ViH O = Z v A@ V@ Z (O V) HOHO YDy t@a (g
a=1 a=1

Now recalling that as argued below eq. (6.12), the D eigenvectors {V,A(U)}g:07..,7D_1 =
Vi, V:‘ (a)}azly...y p—1 form a complete orthonormal basis, satisfying various properties,
notably (see (6.4) and (6.13)),

HOPYs =0 and V,F@VEOr =50 e b=1,... D-1, (C.3)
we can hence expand any vector in that complete basis. In particular we can write the vector
= (O V) HO 1P = VP 4 v+ O (C.4)

where 79 = 0 since V3 is also a NEV of H9+B and hence TP Vs = 0 = 79. With this in mind,
we can therefore expand the r.h.s. of (C.2) as follows

D-1 L
« a)ysLl(a)a
T He =Y Py v

a=1
D—1D-1

_ TbVJ_( )5VJ—(G)VJ_(a)a
a=1 b=1
D-1 A

=Y VO = 7o = (9,V, ) HIOHe (C.5)

1

2
I

This concludes the proof that the vector Y, given in (C.1) does indeed satisfy the rela-
tion (6.14). Interestingly, this relies non-trivially on the fact that V,, is a null eigenvector of
both HO# and HOOHV,
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