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ABSTRACT: Since the work of Ryu and Takayanagi, deep connections between quantum
entanglement and spacetime geometry have been revealed. The negative eigenvalues of
the partial transpose of a bipartite density operator is a useful diagnostic of entanglement.
In this paper, we discuss the properties of the associated entanglement negativity and its
Rényi generalizations in holographic duality. We first review the definition of the Rényi
negativities, which contain the familiar logarithmic negativity as a special case. We then
study these quantities in the random tensor network model and rigorously derive their large
bond dimension asymptotics. Finally, we study entanglement negativity in holographic the-
ories with a gravity dual, where we find that Rényi negativities are often dominated by
bulk solutions that break the replica symmetry. From these replica symmetry breaking
solutions, we derive general expressions for Rényi negativities and their special limits in-
cluding the logarithmic negativity. In fixed-area states, these general expressions simplify
dramatically and agree precisely with our results in the random tensor network model.
This provides a concrete setting for further studying the implications of replica symmetry
breaking in holography.
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1 Introduction

Holographic duality [1-3] is a duality between d-dimensional field theory and (d+1)-dimen-
sional gravitational theories in asymptotically anti-de Sitter (AdS) space. In 2006, the dis-
covery of the Ryu-Takayanagi (RT) formula [4] introduced quantum entanglement as a key
ingredient in the holographic dictionary. The RT formula and its generalizations [5, 6] relate
the entanglement entropy of a boundary region to the area of the extremal surface in the
bulk that is homologous to the same region. A natural question is whether other quantum
information measures also have geometrical counterparts in the holographic dual theory.



Various quantities have been studied in the literature such as Rényi entropies [7, 8], relative
entropy [9, 10], the entanglement of purification [11, 12], and the reflected entropy [13-15],
just to name a few.

In this paper, we study entanglement negativity and its Rényi generalization in the
holographic duality and its random tensor network toy model. The negativity is a measure
of quantum entanglement in mixed states. We begin by reviewing its definition. Given a
density operator pap with a bipartition into A and B, we choose an orthonormal basis |a)
for A and an orthonormal basis |b) for B. Define the partial transpose pﬁ% as the operator
obtained by taking a transpose on the B-system, as follows:!

(a,blpligla’, V') = (a,¥|papla’,b).

The resulting operator p % is still Hermitian with trace one, so has real eigenvalues {\; }DAB

summing to one. While the eigenvalues of a density matrix are all non-negative, this is not
necessarily true for the partial transpose. For example, if p4p is an EPR pair of two qubits,
the eigenvalues of pﬁ% are {%, %, %, —%} If pap is unentangled (separable), however, it is
easy to see that pi% remains a positive semidefinite operator. Thus, negative eigenvalues
in the partial transpose serve as a diagnostic of entanglement [16]. This motivates the

negativity [17] and the logarithmic negativity [18], which are defined by

Dyp I\ ‘ Dap
N(pap)= Y, == > |\il, Enx(pap)=log > |\i|=10g(2N(pap)+1), (1.1)
=1 i:X; <0 =1

respectively.? Both quantities are entanglement monotones, and the logarithmic negativity
is an upper bound on the distillable entanglement [17-19]. If either quantity is positive then
paB is necessarily entangled.? The logarithmic negativity and related negativity measures
have been discussed in a number of interesting prior works [20-38].

We begin in section 2 with a review of the Rényi generalizations of negativity measures.
We then study these quantities in the random tensor network model and rigorously derive
their large bond dimension asymptotics in section 3. We study entanglement negativity in
holographic theories with a gravity dual in section 4. We close in section 5 with a summary
and discussion of the relation between results in prior works and our findings.

2 Rényi negativities

Just like one can generalize the von Neumann entropy to the Rényi entropies, S*) (p) =
#k log tr[p¥], one can also define Rényi generalizations of negativity measures:

Ni(pas) = tr ((05%)") (2.1)

'The definition of pﬁ% depends on a choice of basis, but the eigenvalues of pz% are invariant under basis

change, and are thus intrinsic properties of pag.

2The logarithmic negativity is often defined with logarithm to base two. Here we use the natural
logarithm.

3There are, however, entangled states with positive semidefinite partial transpose. Such PPT states are
bound entangled, which means that no entanglement can be distilled from them.



We will call Ny the k-th Rényi negativity. Since the eigenvalues of pﬁ% can be negative,
the analytic continuation of Nj to real k needs to be done separately for even and odd k:

Nézven)<pA ) — Z ‘)\’211 (22)
N (pan) ngn R (2.3)

Then the logarithmic negativity is the k — 1 (n — 5) limit of the logarithm of the analytic
continuation for even k, since it only depends on the absolute values of the eigenvalues:

Ex (pag) = lim log N (pap). (2.4)

TL*)

The negativity can be directly extracted from this since En(pap) = log(2N(pap) + 1);
cf. eq. (1.1). The value of log Ng(fidl) for n — 1 vanishes, since trpg% =trpap = 1. It is
natural to consider its derivative with n, as an analog of the von Neumann entropy:

ShiB — hm (“) log N;ddl Z)\ log | Ai] - (2.5)

We call this quantity the partially transposed entropy.* More generally, we define the refined
Rényi negativities in the even and odd case by

STB(k even) _ _kzak (k log N(even)) (2.6)

R A - (1 og N,E"dd)) : (2.7)

in analogy to the refined Rényi entropies of [8]. The partially transposed entropy (2.5)
is simply the & — 1 limit of the refined odd Rényi negativity (2.7). Another interesting
quantity is the k& — 2 limit of the refined even Rényi negativity (2.6), which can also be
computed as follows,
2
Tp(2) . 2 even )\
SB — 7111_>1rnln@n( log N2n > ZZ 10gz)\2,

and hence agrees with the von Neumann entropy of the density matrix (p A%)Q once it is

(2.8)

properly normalized.

In the rest of the paper, we will investigate N and its different limits introduced above.
It is helpful to introduce an alternative expression of Nj for integer k as the expectation
value of a particular permutation operator in k copies of the original system:

Ny = tr [p5h (Pa(X) ® Pp(X )] (2.9)

Here, pfg is the tensor product of k copies of the original density operator, X is a k-cycle
(for definiteness, we take the standard one) and X ! its inverse, and P4(X) and Pg(X 1)
are both special cases of the general notation Py/(g), by which we denote the representation
of a permutation group element g € Sy on the k copies of some subsystem M.

4This quantity was studied in [30] as well and was called the “odd entanglement entropy” there. Here
we call it the “partially transposed entropy” to emphasize that it is an analogue of the entropy for the
partially transposed density operator.



3 Negativity in random tensor networks

Tensor network states are quantum many-body states constructed from few-body en-
tangled states [39, 40]. With their entanglement properties constrained by the network
geometry, tensor networks become natural toy models for relating entanglement with
geometry [41-48]. Ref. [46] proposed the random tensor network (RTN) model, which
provides a toy model of the holographic duality that reproduces many of its qualitative
features. An RTN is defined by assigning random-valued tensors on the nodes of a given
(non-random) graph. Contracting the indices on each link leads to a quantum state defined
on the boundary (i.e., the dangling legs of the graph). In the limit of large bond dimen-
sion, RTNs satisfies the RT formula with quantum corrections, and the operator mapping
between bulk and boundary satisfies the same local reconstruction [49] and quantum error
correction properties [50] as the holographic duality (to leading order in the large N limit).

3.1 Rényi negativities in random tensor networks

To gain more intuition and insight on Rényi negativities Ny in holographic duality, it is
helpful to study those first in RT'Ns as a simpler toy model. Our computation is based on the
same technique as the Rényi entropy calculation in ref. [46]. A similar calculation for k = 3
has been carried for random stabilizer tensor networks in ref. [47]. We also note that very
sharp results are known for mixed states induced by a single random tensor [51-53]; see
also [54] for recent developments. In the following we give a heuristic derivation of our
results for RTN. We refer to appendices A to E for more details and rigorous proofs.

An RTN is a projected entangled pair state (PEPS) [55]. For a given graph with
dangling edges, the corresponding RTN is defined by preparing an EPR pair or maximally
entangled state |L.,) for each link 77, and then projecting each vertex into a random
state |V,):

V) = (R (V) (@77 | Lay)), (3.1)

as is shown in figure 1(a). If a vertex = has p neighbors, there are p qudits at z, and the
state |V,) is chosen independently and uniformly from the Hilbert space of all p qudits,
which has total dimension DP.> The tensors |V, ) on different sites are independent from
each other. The link states |L,,) are entangled state of two qudits, in the Hilbert space of
dimension D?. For simplicity we choose |Lz,) to be a maximally entangled state (but see
the discussion at the end of this section). After projecting on all bulk vertices, the RTN
state |¥) lives in the Hilbert space of the remaining boundary qudits at the end of the
dangling edges of the graph.®

®More precisely, the random state |V,) is defined as |V;) = U |0) with an arbitrary reference state |0)
and a Haar random unitary U.

SEquivalently, one may add ‘boundary vertices’ to each dangling edge to obtain a graph without dangling
edges. This is the perspective taken in the appendix.
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Figure 1. (a) Illustration of the random tensor network. An EPR pair is defined for each link (line
with dots), and a projection is applied to each vertex (circles). (b) The permutation spin model
that computes the Rényi negativity of a random tensor network. Each vertex carries a permutation
group element g, € Sj, and the boundary condition is defined by g, = X on 4, g, = X ! on B
and g, = [ elsewhere, where X is a k-cycle (see text).

Given the RTN state in eq. (3.1), we now choose two regions A and B on the boundary,
and compute the associated Rényi negativity Ny using eq. (2.9):
(P PA(X)Pp(X1) [0)F (L[ PA(X)Pa(X Y TL, (Va) (Va) ™ 11)°"
(W) (LI*M L (V) (VaD) ™ 12)*"

with |L) = ®zy|Lsy) and all identity operators omitted. In principle, we have to compute

Ny, =

the average of this random ratio. However, the fluctuations of both the numerator and the
denominator are suppressed in the large bond dimension limit. Therefore,

. ZAB

Zk

where

ZiP = (L|"" Pa(X OTLAVa) (V) 1)
LI T (V) (Val) 8 |12)*

Here we used that the tensors |V,) are independently chosen at random for each vertex.
This random average can be easily computed. The key mathematical equality is the random
average of projector on each site:

Vi) (V| % = =~ Z Py (3.2)
k gesy
Here g is a permutation element in permutation group Si, and we recall that P,(g) denotes
the corresponding permutation operator acting on the k copies of site x. C} is a normal-
ization constant. Using eq. (3.2), the random average of the numerator takes the form of
the partition function in a classical statistical mechanics problem:

B=3%" e~ Allg=}], e~ Ao} = (%% py(x)P, Hp (g2) | L)®
{92}



and similar for Z,g. This is a statistical mechanics model with discrete ‘spins’ g, summed
over the n! elements of the permutation group. Due to the simple form of state |L) (a tensor
product of EPR pairs for each link), the action A[{g,}] has a simple form consisting of
only two-body interaction terms. Explicitly we have

Al{ga ) = —108(D) Y (x (97 9y) — k) = log(D) > d(ga, 9y) (3:3)
Ty Ty

up to an overall constant. Here, x(g) is the number of cycles in a permutation g (which
is k for the identity and 1 for a k-cycle). If we write d(g,h) for the minimal number of
swaps to go from g to h (the so-called Cayley metric on the permutation group Sj) then
we have d(g,h) = k — x(g'h). The cyclic permutations P4(X) and Pg(X ') (and the
identity acting on the complement of AB) play the role of the boundary condition for the
classical spin model. See figure 1(b) for an illustration.

Since the action A [{g,}| prefers neighboring spins to be parallel (since d is a metric;
equivalently, g, = g, maximizes x(g; 'gy)), at large D (strong coupling, or low temperature)
the dominant configurations contain large domains of spins with a small free energy cost
given by domain walls. For the boundary condition we are concerned about here, the lowest
action configuration turns out to take the form illustrated in figure 2. There are two basic
cases to consider: for regions A, B such that RT surface of AB is the disjoint union of the
individual RT surfaces, yap = v4U7B, the domain configuration that minimizes the action
contains three domains, which are filled with X, X', and I, respectively, and separated
by the minimal surfaces v4 and yg.” Note that in this case the mutual information is
Igr(A: B) =0 when calculated using the Ryu-Takayanagi formula.

When the RT surface for AB is different from the union of the individual RT surfaces,
i.e., when the mutual information Igr(A : B) > 0, the three-domain configuration is
suppressed, and the dominant configuration becomes the four-domain configuration shown
in figure 2(b). Here, the X and X ~! domains are still bounded by v and g, respectively,
but now the identity domain is bounded by v4p. The fourth domain (we assume for
simplicity that it is connected) fills the rest of the bulk with a permutation element 7. To
understand what are dominant configurations, we can first think of a configuration with
three domains I, X, X ! as is illustrated in figure 2(b). Inserting a small fourth domain 7
corresponds to splitting the domain walls into two. For generic 7, such as splitting leads to
an ‘energy cost’ in the statistical model. For example, if we split a domain wall between X
and I into two domain walls from X to 7 and then to I, the tension per bond of the domain
wall becomes d(X,7) + d(7,I) which is generally bigger or equal to d(X,I). Here d(g,h)
is the distance in the permutation group S introduced in eq. (3.3). Such a splitting has
zero energy cost only if d(X,7) + d(7,I) = d(X,I). Therefore to require all domain walls
can split in the same way we need the following requirements:

d(X,7) +d(r,1) = d(X,]I),
A(X1 1) 4+ d(r,T) = d(X 1, T), (3.4)
dX,7)+d(r, X N =d(X, X ).

"Here and in the following we assume that the RT surface for a given boundary region is unique.



Figure 2. The domain configuration in the case that (a) Irr(A: B) =0 and (b) Igr(A: B) > 0.
The red and orange curves are RT surfaces of A and B, respectively, while the blue curves in (b)
are the RT surface for AB. The RT surfaces are domain boundaries, with the value of g, in each
domain indicated on the figure. (c) Illustration of permutation X, X! and an example of 7 in (b).
There are multiple 7 which contribute identically to the action (see text).

If these conditions are satisfied, the three domain configuration will split (since there is
no cost), and after splitting each domain wall will deform into minimal surfaces, as is
illustrated in figure 2. For each k, there is a finite number of permutations 7 € S; which
satisfy the conditions (3.4), an example of which is given in figure 2(c). In general, the 7
are non-crossing pairings. We define and discuss this in detail in appendices A and C.

In the limit of large bond dimension D, the dominant configuration determines the
behavior of N. In the first case (figure 2(a)), we have

log Ny = —(k — 1) log(D) (|yal + [y8l) ~ —(k = 1) S (pap), (3.5)

hence is determined by the k-th Rényi entropy of region AB. This result implies that
the partial transpose has trivial effect, which is intuitive, since in figure 2(a) the action
stays the same if we change the X! domain to X, which is the configuration that deter-
mines Sg% [46].

We now focus on the nontrivial case shown in figure 2(b), when regions A, B have
nontrivial Ryu-Takayanagi mutual information. In this case, the tension of domain wall
(i.e., action cost for each link crossing the domain wall) depends on the parity of k. We
will write down the results here and leave more details of the derivation in appendix C.

For a connected 7-domain:

log N2V ~ —(n — 1) log(D) (|vas| + [va] + [78]) — log agn_1, (3.6)
log NS ~ —nlog(D) |yap| — (n — 1) log(D) (Jyal + [v8]) — logazn.  (3.7)

The leading order terms (x log D) are proportional to the domain wall area, with the
coefficient determined by the tension of the domain wall, which is d(X,7), d(X !, 7), and
d(I,7) for v4,vB, and y4p, respectively. The last term logay, is a finite correction in the
large D limit, with a; the number of 7 that gives this leading contribution to log Ni. The
explicit form of ay is given in appendix A.



With the Rényi negativities computed, we can consider their analytic continuation.
Here we proceed heuristically and simply take the analytic continuation of the formulas
derived above, while deferring rigorous proofs to the appendix. As we discussed earlier,
the logarithmic negativity is obtained by analytically continuing log Na,, to n — %, which
leads to

log D

En(paB) ~ 5

8 1 8
— log — )~ -I(A:B log —. .
(il + sl — yas]) + log o + (1) =~ 21(A < B) +log o (35)

The leading order term o log D is half of the mutual information between the two regions.
The constant correction term log 3% < 0 reflects the fact that the entanglement in p4p is
not exactly pure bipartite. We give a precise derivation of eq. (3.8) in appendix D, where
we compute more generally the eigenvalue distribution of the partial transpose in the large
bond dimension limit.

To state our result on the eigenvalue distribution of the partial transpose, consider the

empirical eigenvalue distribution

1 Dlval+lvgl
/’[/D = D|7A|+|7B‘ Zl 65i7 (39)
1=
where s1 > s9 > ... denote the eigenvalues of Map = D%("YA‘H'YBH”ABDpEBB (a suit-

able rescaling of the partial transpose) and Js denotes the Dirac measure. We note that
rank pﬁ% = rank Mg < DNal+1v8l 5o 1p captures all nonzero eigenvalues of the partial
transpose. Then the up are a sequence of random probability measures, and we prove that
for D — oo they converge weakly, in probability, to the Wigner semicircle distribution

1
dpw = 54— X2 dA (3.10)
™

n [—2,2]. This result implies eq. (3.8) at once.

We emphasize that the formulas given above apply when the 7-domain (that is, the
domain bounded by 74, v, and y4p) is connected, as in figure 2(b). In general, we can
choose a different permutation 7 for each connected component. We give general formulas
in appendices C and D. In particular, we find that the additive correction in eq. (3.8) is in
general log 3% times the number of connected components in the 7 domain.

3.2 Non-maximally entangled link states

Here we would like to discuss a more general situation when the link state |L.,) in RTN
is not maximally entangled. This discussion is motivated by the comparison between
RTN and AdS/CFT. In a simple RTN with maximally entangled link states, in the large
bond dimension limit all integer Rényi entropies have the same value and are therefore
equal to the von Neumann entropy (assuming the RT surface is unique). In contrast, the
Rényi entropies in a CFT have a nontrivial dependence on the Rényi parameter [7, §],
which shows that the entanglement spectrum (i.e., the eigenvalue spectrum of the reduced
density matrix p4 of a region A) is nontrivial. The RTN with non-maximally entangled



link states provides a toy model of systems with an n-dependent Rényi entropy, although
there are still differences with the AdS/CFT case (see [46, 56, 57| for details).

For simplicity we assume each link carries the same state | Ly, ), which however now is no
longer maximally entangled. Denote the reduced density matrix of either subsystem of the
single link state as pe. This corresponds to modifying the spin model action in eq. (3.3) to

AlgoH =27 (9'9s) . J() = —logitr (P(h)pf"). (3.11)

More explicitly, if A contains cyclic permutations of length k1, ko, ..., k., we have

Cc

J(h> = Z (kz - 1) Skz (pe) . (3'12)
i=1

For a maximally entangled link state, p = 5I and J(h) reduces to eq. (3.3). In the
case of a non-maximally entangled link state, however, the permutations 7 that satisfy
eq. (3.4) no longer contribute equally to Ng. In appendix E we present more detailed
discussion which shows that, while all these 7 contribute the same way to the I-7 domain
wall, the contribution to the X—7 and X ' —7 domain walls are different. The dominant
contribution is given by the 7 such that X7 and X ~'7 has smallest number of nontrivial
cycles. These are the ‘neighboring pair’ permutation such as 7 = (12)(34) illustrated in
figure 2(c). There are two such permutations for even k, and k such permutations for
odd k.® This motivates us to focus on these permutations in the gravity discussion in
next section.

4 Negativity in holographic duality

In this section, we study the Rényi negativity Nj and its various limits for general regions
A, B in holographic theories. Starting with the case of integer k, we may rewrite eq. (2.9) as

N, = 2k
k Zfa

(4.1)
where Zj is the boundary partition function on a k-fold branched cover M,f B obtained
by gluing k& copies of the original boundary spacetime M; cyclically along A and anti-
cyclically along B.? This k-fold cover of the boundary spacetime enjoys a manifest Zj
replica symmetry generated by the cyclic permutation of the k copies.

We will use the holographic duality to calculate Z; to leading order in the gravitational

constant G:
Zy = e 115 (4.2)

Here I[Bg] is the on-shell action of an appropriate bulk saddle point solution Bj whose
asymptotic boundary is the k-fold cover M,f ‘B In case there are multiple saddle points

8However, our calculation does not exclude the possibility that, in the case of non-maximally entangled
link states, other permutations could in principle be even more dominant than these non-crossing pairing
7’s. Indeed, this can be the case near the mutual information transition.

9For the Rényi entropy of pap, we would instead glue cyclically along both A and B.
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Figure 3. The topology of a replica symmetric saddle contributing to the holographic Rényi

negativity Ny for k = 3. The three replicas are first cut along ¥4, ¥p, and then the cut surfaces
Zj(z), Zﬁ(l), i =1,...,3 with the same color are glued together (cyclically along ¥4 and anti-

cyclically along ¥p).

satisfying this boundary condition, we should choose the dominant saddle, that is, the one
with the smallest on-shell action.

In general, the bulk saddle points will not obey the Zj, replica symmetry on the bound-
ary. Some of them do, but many do not. In the following subsections, we will study first
the contributions of replica symmetric saddle points, and then those of replica nonsym-
metric saddles. As we will see, an interesting feature of the Rényi negativity is that replica
symmetric saddles do not always dominate the replicated partition function Z.

4.1 Replica symmetric saddle

(5y1m) ¢4 the Rényi neg-

We now calculate the contribution of a replica symmetric saddle B},
ativity. This discussion applies to both even and odd k.

To preserve the Zj; symmetry in the bulk, we simply extend the replica construction
of the k-fold cover M. ,? B topologically into the bulk. In other words, we consider the bulk
topology obtained by starting with k copies of the original bulk spacetime B, cutting each
of them along two bulk codimension-1 surfaces >4, X5, and gluing these k pieces together
cyclically along ¥4 and anti-cyclically along ¥p (figure 3). The surface ¥4 is required
to have boundary A U -4, where v4 is a bulk codimension-2 surface homologous to A;
similarly, the boundary of ¥p is BU~yp. Once we have fixed this bulk topology, we impose

(Sym). The codimension-2

the equations of motion and find a replica symmetric saddle B
surfaces v4, vp become analogues of the RT surfaces for A, B, and the codimension-1
surfaces X 4, Xp may be called homology hypersurfaces.

(sym)

Due to its replica symmetry, we may take a quotient of B; by the group Z; and

write its contribution to the replicated partition function (4.2) as

Zlg;sym) = e_I[Bl(csym)] = e_k[[B}isym)} (43)

i

where l’;’,(:ym) = Sym /Zy, is the quotient space, following [7, 8]. The quotient space is
generally an orblfold with codimension-2 conical singularities along the fixed points of the

~10 -



Zy, replica symmetry. These fixed points may be identified with v4 U g, and the opening
angle of the conical defects is 2?” By construction, the on-shell action [ [B,(:y m)] of the
quotient space does not include any localized contribution from (or boundary term on) the
conical singularity.

)

to the equations of motion with the asymptotic boundary being the original boundary

The quotient space Blisym may alternatively be obtained by finding a bulk solution
spacetime M7, subject to the additional boundary condition that there are conical defects
on two codimension-2 surfaces v4 and g (homologous to A and B, respectively) with
opening angle 2%.10 The advantage of this alternative construction is that it applies to
non-integer k and provides the analytic continuation of the quotient space away from
integer k. Instead of calling this solution l’;’,(:y m), we will denote it by B (Ml,'ygk),yg)) to
emphasize its boundary conditions, where ’yj(f), %(Bk) indicate conical defects with opening
angle 2?” We write its on-shell action simply as [ (Ml,’y/(f),fygc)), and therefore eq. (4.3)
becomes
Z]gsym) _ e—k] (M1,’ng)/7§gk)) ‘

If this replica symmetric saddle makes the dominant contribution to the replicated partition

function Zj, the Rényi negativity (4.1) would therefore be given by
log Ny™™ = —k [T (M4, +)) - 1 ()], (4.4)

where I (M;) denotes the on-shell action of the smooth bulk saddle B; with asymptotic
boundary M; (and no conical defect). The superscript indicates that this would be the
value of the Rényi negativity assuming the dominant saddle is the replica symmetric one,
which, as mentioned, need not be the case.

Assuming replica symmetry, the analytic continuation in k is therefore be the same for
even and odd k, and given explicitly by eq. (4.4). In particular, the logarithmic negativ-
ity (2.4) vanishes at order O(G~1):

(sym) _ 14 (sym) _
EY —%L)Irlllog]\fksy =0.

Furthermore, the refined Rényi negativity are in both the odd case (2.7) and the even
case (2.6) given by

Tp(esvm) _ 20 (110 b)) _ g2 ® w0y _ Y uay
SEEO < iy (1o NP ) = it (1P 4f) = AT 25

where \’yﬁf) U’ygc) : M| denotes the area of the conical defect %(ka) U’ygf) with opening angle

2% in the bulk solution with asymptotic boundary M;. The last equality follows from the
same variational argument as in [7, 8]. Taking the & — 1 limit of eq. (4.5), we then find

following expression for the partially transposed entropy defined in eq. (2.5):

1 1
T (sym) _ b U s My _ hE T+ g
AB 4G 4G

0We may enforce the boundary condition by including two cosmic branes on ~a, yp, with ten-

sion £=1 [7, 8].

(4.6)
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where we have used the fact shown in [7] that conical defects becomes extremal surfaces in
the limit where the opening angle approaches 2, and [y5%|, |7%| denote the areas of the
extremal surfaces 75, ¥4 in the original bulk solution B;. Taking instead the k — 2 limit

of eq. (4.5), we see that the refined Rényi-2 negativity defined in eq. (2.8) are given by:
2 2

T (2sym) _ e U : M|
AB 4G

In general, the conical bulk solution B (M 1s 'yz(f), fygg)) is difficult to obtain explicitly

(4.7)

due to nontrivial gravitational backreaction from the conical defects. However, it can easily

be obtained in fized-area states [56-58] where the areas of v4 and g are fixed to some

particular values, which we will denote by |y4| and |yg|. In such states, the gravitational

backreaction from the conical defects is frozen, and the on-shell action of the bulk solution
1,74 »7p ) is simply

1
F(M ) = ) + (1 ) Dabe el

k 4G

following a similar calculation as in [56-58]. Therefore, the Rényi negativity (4.4) simpli-
fies to b1
log N{™™ =~ 2= (1al + hs)). (48)
4G
which matches the RTN result (3.5) in the zero mutual information case if we identify

log D = i. Moreover, the refined Rényi negativities (4.5) become independent of k:

g (kaym) _ |7A|4E|’YB| _ S+ g,
which is then also the value of the partially transposed entropy (4.6) and the refined Rényi-2
negativity (4.7).
As mentioned earlier, the replica symmetric saddle discussed here is not always the
dominant one. We will show this explicitly in the next two subsections by constructing
replica nonsymmetric saddles.

4.2 Replica nonsymmetric saddle for even k

We now study the contributions of bulk saddles that break the Zj replica symmetry of the
boundary k-fold cover M, ,;4 ‘B Tn this subsection, we focus on the case of even k = 2n.

To obtain a replica nonsymmetric saddle with asymptotic boundary M;};B, we use
a different cutting and gluing procedure from the one used in the previous subsection.
Starting again with 2n copies of the original bulk spacetime B;, we cut each of them along
three non-overlapping codimension-1 surfaces ¥4, ¥, and Y. Analogous to ¥4 and Xp
that appeared previously, the surface ¥4z is required to have boundary AB U ~y4p where
vap is a bulk codimension-2 surface that is then also homologous to AB.'' To make the
construction nontrivial, we assume that y4p is different from v4 U ~vp.

1yWithout loss of generality, we assume that the entire system is in a pure state, and therefore the
codimension-2 surface y4p may also be called Yig-
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Z;z) ZBM)

—(4)
AB ~AB

Figure 4. The topology of a replica nonsymmetric saddle contributing to the holographic Rényi
negativity Ny for k = 6. The 6 copies are first cut along ¥4, ¥p, ¥45, and then the cut surfaces
Ei(i), Efg(i)7 and Zj_g) with the same color are glued together (cyclically along 3 4 in copies 1, 3, 5,
anti-cyclically along X p in copies 2, 4, 6, and pairwise along ¥—+7 between copies 2j — 1 and 2j for
j=1,...,3). Note that the surface ¥4 shown here has two connected components on each copy.

The gluing procedure is determined by specifying a permutation of the 2n copies for
each of the three cuts ¥4, ¥, and ¥45. We will focus on the following particularly
simple prescription (illustrated in figure 4). Let us label the copies by 1,2,...,2n. Along
>4, we glue the n copies labeled by the odd integers 1,3,...,2n — 1 cyclically, and we
glue each of the remaining copies to itself. Along Y, we glue the n copies labeled by
the even integers 2,4, ...,2n anti-cyclically, and we glue each of the remaining copies to
itself. Along X7, we glue the first two copies together, then the next two copies, and
so on, until we have glued the last two copies. This gluing procedure manifestly breaks
the full Zs, replica symmetry, although it preserves a Z, subgroup that is generated by
(13 ...2n—1)(24 ... 2n), which cyclically permutes the n odd copies and the n even
copies separately.

It is not difficult to verify that the cutting and gluing procedure described above
indeed leads to a bulk manifold with asymptotic boundary M;}I’B. To see this, we note
that the boundary entangling surface JA is asymptotically approached by both ~4 and
v4B, and therefore the boundary permutation around 0A (which determines the gluing
procedure along A on the boundary) is the composition of two permutations: the one
around y4p which is 7 = (12)(34) - - - (2n—1 2n), followed by the one around 4 which is
X7 = (13 ... 2n—1). This composition is the full 2n-cycle X = (1 2 ... 2n), which
precisely what is needed to glue all 2n boundary copies cyclically along A. Similarly, the
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boundary permutation around 0B is the composition of the permutation 7 around yap
followed by the permutation X ' = (2n 2n—2 ... 2) around ~p. This composition is
X1 = (2n 2n—1...1), correctly gluing all 2n boundary copies anti-cyclically along B.
Thus we see that even though the gluing procedure in the bulk manifestly breaks the Zo,
replica symmetry, it is preserved on the boundary.

The bulk topology resulting from the cutting and gluing procedure described above
can also be obtained by an alternative, but equivalent, cutting and gluing procedure that
is motivated by our RTN discussion in section 3. In this alternative procedure, instead of
cutting the copies along ¥4z we cut them along the “middle surface” Xp,;q (in addition
to ¥4 and Yp), where X4 is the complement of ¥4 UXp U Y47 on the codimension-1
time slice. The middle surface ¥.,;q has the boundary y4 U vp U v4p and is the analogue
of the 7-domain in our RTN discussion. In the alternative gluing procedure, we glue the
copies along ¥q according to the permutation 7 = (12)(34)---(2n—1 2n), along ¥4
according to X = (12 ... 2n), and along ¥ p according to X! = (2n 2n—1...1). This
alternative cutting and gluing procedure is equivalent to the one described in the previous
paragraphs, as they become identical under a relabeling of the copies that has the effect
of right-multiplying by 7 the four permutations used in gluing along ¥4, ¥p, Y55, and
Ymid- The comments in this paragraph also apply to section 4.3 where we discuss the
case of odd k. In the following discussion, we will use the original cutting and gluing
procedure described in the previous paragraphs, for it makes the nature of the conical
defects described below more manifest.

As before, we impose the equations of motions after fixing the bulk topology using
the cutting and gluing procedure. We will call this replica nonsymmetric saddle Béﬁsy m),
As mentioned above, this saddle breaks the full Zs,, replica group down to a Z, subgroup
generated by the cyclic permutation of the n pairs of copies. Therefore, it is useful to define
the quotient space K‘A?gllsym) = Bgllsym)/ Zy,, whose asymptotic boundary is M{‘B , a 2-fold
cover'? of the original boundary M; branched over AB. The quotient space has conical

defects at the fixed point loci 71(4711) and 71(37;) with opening angle 2% Here the subscripts 1

and 2 mean that the surface 71(47? is homologous to the first copy of the boundary region A

in the 2-fold cover M3'P, while 71(32) is homologous to the second copy of B.

The quotient space Zggfym) may again be obtained alternatively as the bulk solution

with asymptotic boundary M3'P and with conical defects on two codimension-2 surfaces

’yﬁlnl) and ’ygz) (homologous to the first copy of region A and to the second copy of region

%’r. This alternative construction, which we will call

B, respectively) with opening angle
B (M{‘B ,71(4711),7%2)), provides an analytic continuation of the quotient space away from

integer n. We write its on-shell action as I (M{lB ,71(4711),71(97;)). Its contribution to the
partition function (4.2) is

Z(even,nsym) -l <M2AB’7,(47L1)’V1<3712))
2n =e ’

12Note that M{? is in general different from M ,?‘B because the k copies are glued along B differently.
The former is used for calculating the Rényi entropy, whereas the latter is for the Rényi negativity. However,
the two covering spaces are identical for k = 2.
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where we have included “even” in the superscript to emphasize that this formula gives the
even analytic continuation in n.

If the saddle thus constructed is the dominant one,'® the even analytic continuation
of the Rényi negativity (4.1) would be

log Nyp ™™ = —p [1 (M8, 75,45} — 21 (My)] (4.9)

where I (M) again denotes the on-shell action of the original bulk saddle B;. Taking the
n— % limit, we find that the logarithmic negativity (2.4) is

EOY™ _ i log N _ ) — 1p (M ) ﬁ’) (4.10)
n—1/2 2 2

This is a concrete expression of the logarithmic negativity in terms of the on-shell action
of the bulk solution with asymptotic boundary M;'® and with conical defects on v4,, B,
(homologous to the first copy of region A and to the second copy of region B, respectively)
with opening angle 47. In the special case where A and B are adjacent intervals in the
vacuum state of a 2-dimensional CFT, the result is completely fixed by the conformal
symmetry [20] and agrees with eq. (4.10).

Furthermore, the dominance of this saddle would give the refined even Rényi negativ-
ity (2.6) as

(n) | 7rAB
U M.
STB (2n,even,nsym) n28nI ( 7,}/1(41) (Tb)) _ |7 ,Vfé 2 ‘ : (411)

(n) . (n) (n)

where |’y 4 YB, : M4'B| denotes the area of the conical defect ~ 4, Up, with opening
angle 27” in the bulk solution with asymptotic boundary MQAB . Taking the n — 1 limit,

we find the refined Rényi-2 negativity defined by eq. (2.8):

’,yext U ,yext Mé4B|

Tp(2, nsym)
SAB 4G

= Sa(pap) + SB(PaB) (4.12)

where |75 Ung : M 8| is the sum of the areas of two extremal surfaces v4,, VB, in the
smooth bulk solution B(M{‘B ) with asymptotic boundary M4'? (and no conical defect),'*

3There are additional replica nonsymmetric saddles with topologies obtained from cutting and gluing
procedures dictated by different 7 permutations. One of them corresponds to 7 = (23)(45) - -+ (2n 1) and is
equivalent to the 7 = (12)(34) - -- (2n—1 2n) saddle studied here. The others do not preserve the residual
Z, replica symmetry and are more difficult to analyze. Whether or not they could dominate over the saddle
studied here is an interesting question that we leave to future work. In fixed-area states to be discussed
momentarily, the additional saddles obtained from non-crossing pairings 7 have equal contribution to the
saddle studied here at leading order in G. The saddle studied here is motivated by what we found in RTNs
in section 3.2: while in RTNs with maximally entangled link states all non-crossing pairings give equal
and dominant contributions, in RTNs with non-maximally entangled link states those equivalent to the 7
studied here dominate over all other non-crossing pairings. These comments also apply to our discussion of
odd k in section 4.3.

1 Under the standard assumption that B(M3'?) respects the Zs replica symmetry, in eq. (4.12) we may
replace the extremal surface vp, (homologous to region B on the second copy in MQAB) by vB,1 (homologous
to region B on the first copy), as they have the same area.
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which is the same as the bulk geometry for calculating the second Rényi entropy on AB. In
the last equality, these two areas are related by the RT formula to Sa(p?% ) and Sg(p% ),
the von Neumann entropy of A and B, respectively, in the “doubled” state p% 5/ tr(p% )
Intuitively, the RT formula applies here because B(M3'P) is the semiclassical geometry
dual to the doubled state; more precisely, the applicability of the RT formula here may be
derived by the replica method.

We expect that this Z, symmetric saddle contributes dominantly to the even Rényi
negativity (2.2) deep in the case where the mutual information between A and B is positive,
while the full replica symmetric one studied in section 4.1 dominates deep in the zero mutual
information case. However, the exact point of the phase transition generally depends on k
and is likely difficult to solve explicitly due to nontrivial gravitational backreaction.

We can again find tractable solutions in fixed-area states where the areas of all three
relevant codimension-2 surfaces v4, vg, and y4p are fixed to particular values, which we
call |val, |[vB|, and |yap|, respectively. In such states, the on-shell action is simply

n n R¥:] 1\ |val + |vB]
1 (M35 450, 250) = 21(0m) + 2 +(1_n) lal+ el

and the even Rényi negativity (4.9) simplifies to

: |48 [val + sl
log Nievennsym) — _p, e~ () (4.13)

which again matches with the RTN result in the even case (3.7) in the positive mutual
1

m.
replica symmetric contribution (4.8), we find that the Z, symmetric saddle considered

information case under the identification log D = Comparing eq. (4.13) with the

here dominates!® if the mutual information

74l + 1Bl — 748
I(A:B) = iTe
is nonzero at order O(1/G), whereas the full replica symmetric saddle studied in the pre-
vious subsection dominates if I(A : B) vanishes at order O(1/G). Taking the n — 3 limit
in eq. (4.13), we obtain the logarithmic negativity (4.10) in fixed-area states as simply

+ Bl = |vas| _ 1
g _ [l —ZI(A:B 414
$ > JI(4:B) (414)
which again agrees with the RTN result in eq. (3.8). Furthermore, the refined even Rényi
negativity (4.11) becomes independent of n:

STB(2n,even,nsym) o |’YA’ + |’YB|
AB - 4G

5This is manifestly true when n is a positive integer. One might worry whether a phase tran-

=S4+ S, (4.15)

sition could occur within 0 < n < 1 and affect the logarithmic negativity (4.14) (which is ob-
tained as m — 1/2). The following argument shows that this cannot occur. The fact that the
Rényi entropy S is monotonically non-increasing with n, applied to the density matrix (pi‘%f /N2,
implies 3log N2 — log N4+ < 2En < log Ny + log N2. Using the values of No, Ny from eq. (4.13) as well
as Ny = rank p’ 2, < rank psrank pp = exp(SfAO) + S}(;)) =exp [(|val + |vB])/(4G)], we find that En is
bounded by the right-hand side of eq. (4.14) from both above and below (at the leading order in G).
This proves eq. (4.14).
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Ya VB /
=(9)

Figure 5. The topology of a replica nonsymmetric saddle contributing to holographic Rényi

negativity Ny for k = 5. The 5 copies are first cut along ¥4, ¥, Y45, and then the cut surfaces
Ei(l), Eﬁ(l), and Ej_g) with the same color are glued together (cyclically along ¥ 4 in copies 1, 3,
5, anti-cyclically along ¥ p in copies 2, 4, 5, and pairwise along Y7 between copies 2j — 1 and 2j

for j =1,2). Note that the surface ¥-7 shown here has two connected components on each copy.

which is also the value of the refined Rényi-2 negativity (4.12):

S£%(2,nsym) _ |’VA| + |FYB| =S4+ S5. (416)
4G
In fact, as we may see from eq. (4.12), eq. (4.16) holds in a much larger class of fixed-area
states, where only the area of one codimension-2 surface y4p is fixed.

4.3 Replica nonsymmetric saddle for odd k

In this subsection, we focus on the case of odd k = 2n—1. To obtain a replica nonsymmetric
saddle with asymptotic boundary M{‘n’i, we use the following cutting and gluing procedure.

Starting with 2n — 1 copies of the original bulk spacetime Bj, we again cut each of
them along three non-overlapping codimension-1 surfaces ¥4, ¥, and X475 (defined as
in the previous subsection). We will focus on a particularly simple gluing procedure as
follows (figure 5). Let us label the copies by 1,2,...,2n — 1. Along ¥4, we glue the n
odd copies labeled by 1,3,...,2n — 1 cyclically, and we glue each of the remaining copies
to itself. Along Y5, we glue the n — 1 copies labeled by 2,4,...,2n — 2 as well as 2n — 1
anti-cyclically, and we glue each of the remaining copies to itself. Along Y-, we glue
the first two copies, then the next two copies, and so on until we reach the last copy,
which we glue to itself. It is manifest that this gluing procedure breaks the Zs, 1 replica
symmetry completely.
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Again we may verify that the cutting and gluing procedure described above indeed leads
to a bulk manifold with asymptotic boundary M2A7f1- To see this, we note that the bound-
ary entangling surface 0A is asymptotically approached by both v4 and y4p5, and there-
fore the boundary permutation around 0A (which determines the gluing procedure along
A on the boundary) is the composition of the permutation 7 = (12)(34) --- (2n—3 2n—2)
around y4p followed by the permutation X7 = (13 ... 2n—1) around 4. This compo-
sition is the full (2n — 1)-cycle X = (1 2 ... 2n—1), precisely what is needed to glue all
2n — 1 boundary copies cyclically along A. Similarly, the boundary permutation around
0B is the composition of the permutation (12)(34)---(2n —3,2n —2)(2n — 1) around yap
followed by the permutation (2n — 1,2n —2,2n —4,---,2)(1)(3)--- (2n — 3) around 7p.
This composition is (2n — 1,2n — 2,---,1), correctly gluing all 2n — 1 boundary copies
anti-cyclically along B. Again we see that even though the gluing procedure in the bulk
manifestly breaks the Zo,_1 replica symmetry, it is preserved on the boundary.

As before, we impose the equations of motions after fixing the bulk topology using the
cutting and gluing procedure. We will call this replica nonsymmetric saddle Bgffrln) As
mentioned above, this saddle breaks the Zs,_1 replica symmetry completely and does not
preserve any nontrivial subgroup. Therefore, there is no quotient space that we may use
in this case to provide an analytic continuation away from integer n. Thus we will not
provide a more explicit expression for the contribution of this replica nonsymmetric saddle
to the odd Rényi negativity (4.1) in general cases than the following:

log Nip2™™ = —1 [BU1] + (20— 1)1 [B]. (4.17)

Nonetheless, we can solve this in fixed-area states where the areas of v4, vp, and yap
are fixed to values |yal, |vB|, and |yaB|, respectively. In such states, the on-shell action of
the replica nonsymmetric saddle Bg:ﬁn) is simply

I[Bénfyl)}:(2"—1)1[31]+(n—1)‘A| ‘4]2 [vas|

Hence the odd Rényi negativity (4.17) simplifies to

[val + |vB| + |v4B]
4G ’

N(odd,nsym)

log Ny, ¢ =—(n—1) (4.18)

which again matches with the RTN result in the odd case (3.6) in the positive mutual
information case under the identification log D = i. Comparing eq. (4.18) with the replica
symmetric contribution (4.8), we find that the replica nonsymmetric saddle considered
here dominates if the mutual information I(A : B) is nonzero at order O(1/G), whereas
the replica symmetric saddle studied in section 4.1 dominates if I(A : B) vanishes at
order O(1/G).

Using eq. (4.18), we find that the refined odd Rényi negativity (2.7) in fixed-area states
becomes independent of n:

STB(Qn—l,odd,nsym) o "7A| + |rYB| + |’YAB| o 1
AB B 8G = 3!

Sa+ Sp+ Sap),
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which is then also the value of the partially transposed entropy defined by (2.5):

Tz (nsym) _ [val + el + [vas| _ 1

Ye (S +Sp+ SaB). (4.19)

We would like to conjecture that eq. (4.19) holds even in general semiclassical states
where areas are not fixed. The intuitive reason is that even though the replica nonsymmet-
ric saddle Béﬁsﬁn) is complicated to solve due to strong gravitational backreaction, taking
the limit of n — 1 in some appropriate way we should find that the backreaction become
weak and the odd Rényi negativity (4.17) could be governed by the areas of the extremal
surfaces 4, v, and v4p in eq. (4.19) to linear order in n — 1.

We can show eq. (4.19) for general (non-fixed-area) states under the assumption of a
certain “diagonal approximation” similar to the one used in [59, 60]. To do this, we write
a general state |1)) as a superposition of fixed-area states [7a,75,7ag), where the areas of
YA, VB, and y4p are fixed to values 71, 75, and Ja5, respectively: 0

)= P(YA,7B,7AB) |74, 7B, TAB)- (4.20)

YAYBYAB

Here the probability P(7a,75,7ap) can be determined by a gravitational path integral
with the three areas fixed:

1 / .
= Dgeld],
Z i A5 AE

where Z is calculated by the same integral but with the three areas unfixed. Now we trace

P(¥A,7B,74AB) =

out AB and form the partial transpose of the density operator pap:

pEBB = Z \/P(Wa VB, /7AB)P(’77A,7/773/a7AB,)
YABYAB YA YB' /YAB' (4.21)

X (trg [74, 7B, YAB) (YA, 7B, TAB 'Ne

We may further separate this sum into diagonal contributions with (7, 75, 7a5) =

(¥4', 78', 7aB') and the remaining, off-diagonal contributions:'”

pi‘j’g = Z P(¥4,7B,7AB) pﬁ%(fﬁ, vB,7aB) + (off-diagonal terms), (4.22)

YAYBYAB

where pﬁBB (Y4,7B,7AB) is the partially transposed density operator of the fixed-area state
|74, 7B, 7AaB). Now we assume that, for the purpose of calculating the partially transposed
entropy STB in the state pap to leading order in G, we may neglect the off-diagonal terms
in eq. (4.22) and approximate

s _

o T o
Py = Pl diag = > P(¥4.7B.7AB) pA%(VA, VB VAB)- (4.23)

YA YB,YAB

Y5We previously called these values |va|, |v5|, and |yas|, but we have now changed their names as it
would be awkward to write fixed-area states as |\7A| |vBl, |7AB|>
17As ¥ap can be reconstructed from AB, the sum in eq (4.21) must be diagonal in 715, and the only
off-diagonal contributions come from 7z # 74’ or 75 # v5'.
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We will refer to this as the diagonal approximation. The sum in eq. (4.23) is actually
a direct sum since pﬁ%(’TA, B, m)pi%(ﬂ’ B 7aB ) = 0if ¥4 # 74', 8 # 78/, or
YAB # YAB , because the areas ¥4, 75, 7ag all correspond to Hermitian operators that can
be reconstructed on AB according to the entanglement wedge reconstruction theorem [49].
Therefore, under the diagonal approximation the partially transposed entropy becomes

ShE™) — N™ Py, v, 74B) Sy ™™ (Y4, 7B, TAB)

TATETAB (4.24)
- Y. P(a,78,7aB)log P(YA, 7B, VAB);
YA VB YAB
where the second term — the entropy of the probability distribution P(¥a,75,7aB) —
is at most of order log(G) if we allow in each fixed-area state an area window that is
polynomially small in G, and thus the number of terms in the sum (4.24) is polynomial in
é. If we accordingly neglect the last term in eq. (4.24) and use eq. (4.19) for fixed-area

states, we obtain

T YA+ YBt+74aB
SA%(nsym) = Z P(’YA) VB, IVAB) 8G7 .

YAYBYAB

This confirms eq. (4.19) under the diagonal approximation once we recognize that the areas
|val, |vBl, and |yap| of the RT surfaces can be computed as the averages of 74, 75, and
Fag under the probability distribution P (74,75, 7AB)-

Another piece of evidence for the conjecture (4.19) to hold in non-fixed-area states
is provided by the case where A and B are adjacent intervals in the vacuum state of a
2-dimensional CFT. In this case, the result is completely fixed by the conformal symme-
try [20] and agrees with eq. (4.19).

5 Discussion

In this paper we studied entanglement negativity and its Rényi generalizations in holog-
raphy for general subregions A and B. We found that these quantities are nontrivial
(and large) in the phase where the entanglement wedge of AB connects A with B, cor-
responding to a positive mutual information between A and B according to the Ryu-
Takayanagi formula.

In random tensor networks as toy models of holography, we found in this phase simple
expressions for the odd and even Rényi negativities in the large bond dimension limit
(egs. (3.6) and (3.7)):

log N2 ~ —(n — 1) 1og(D) (|yas| + |74l + [v8]) + log azn_1, (5.1)
log Ni»*® ~ —nlog(D) |yas| — (n — 1)log(D) (1yal + |vs]) +logaz..  (5.2)

This leads to a simple logarithmic negativity (eq. (3.8)):

1 8
En(paB) ~ §I(A : B) +log 3 (5.3)

—90 —



We also showed that, unlike the entanglement spectrum, the eigenvalue distribution of the
partial transpose pz% does not become flat in the large bond dimension limit but rather
follows a Wigner semicircle law; see the discussion surrounding eq. (3.9). This allowed us
to give a rigorous derivation of eq. (5.3) that did not rely on analytic continuation.

In theories holographically dual to quantum gravity, we found that replica nonsymmet-
ric saddle points play a dominant role in determining Rényi negativities in the nontrivial
phase where the mutual information between A and B is positive. We expressed the odd
and even holographic Rényi negativities (as well as their special limits such as logarith-
mic negativity) in terms of on-shell actions of specific replica nonsymmetric saddles in
egs. (4.9) and (4.17). These saddles are generally difficult to solve explicitly due to gravi-
tational backreaction. However, in fixed-area states they can be solved easily, and we found
results for the odd and even Rényi negativities (including special limits such as logarithmic
negativity) that coincide with the formulas egs. (5.1) to (5.3) for random tensor networks.

Furthermore, we identified a number of tractable limits of Rényi negativities in gen-
eral semiclassical states of holographic theories. Even though the relevant saddle point is
difficult to solve because the areas of RT surfaces are not fixed in these general states, we
were able to use a residual replica symmetry to analytically continue its on-shell action in
the replica number at least for the even Rényi negativities. This leads to relatively simple
expressions egs. (4.10) and (4.12) for the logarithmic negativity and refined Rényi-2 nega-
tivity, in terms of a doubled bulk saddle relevant for calculating the second Rényi entropy
of AB (with possible insertions of additional cosmic branes). Moreover, the odd Rényi
negativities have a special limit which we called the partially transposed entropy, and we
found a simple expression eq. (4.19) for it under a diagonal approximation.

So far we have focused deep within different phases of negativity (such as the replica
symmetry breaking phase). It would be very interesting to analyze the behavior of nega-
tivity near phase transitions using ideas from [59-61]; we leave this to future work.

5.1 Comparison with previous results

As mentioned earlier, several important prior works have explored the negativity in con-
formal field theories and in holography. We now give a detailed comparison between our
results with those of prior works.

5.1.1 Pure states

It is a well-known result [17] that for a pure state on AB, the logarithmic negativity is
simply S /9, the Rényi entropy of order 1/2 for either subsystem A or B. Our holographic
results easily reproduce this special situation. In the nontrivial case when A and B have
positive mutual information (equivalently, when A and B are connected through the bulk),
the logarithmic negativity as given by eq. (4.10) becomes

1 1 1 1
Ex =I(My) = 51 (M?Bmﬁi)méi)> =1I(M) -1 <Mmff)) )

where the second equality comes from the following argument. As AB is in a pure state,
the 2-fold cover M2AB branched over AB is actually a disjoint union of two copies of the
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original boundary manifold M;. Thus the corresponding bulk solution with conical defects
on 4, (homologous to A in the first copy) and vp, (homologous to B in the second copy)
decomposes into two disjoint bulk components, one for each boundary copy, with v4, in
the first bulk component and 7p, in the second. These two bulk components are in fact
identical, as being homologous to A is equivalent to being homologous to B in a pure
state. The total on-shell action is therefore twice the action of a single bulk component

1
— which we write as I(Mj, 71(42)) because the component is characterized as the solution
1
with boundary M; and a conical defect on 71(42) with opening angle 47. This is precisely
the same bulk saddle that appears in the holographic calculation of Rényi entropy [7, 8] of

order 1/2, and we find
_ (3 _
En =1(My) — 1| My, vy, = 512

5.1.2 Adjacent intervals in two dimensions

When A and B are two adjacent intervals in the vacuum state of a 2-dimensional CFT,
the negativity and its Rényi generalizations are determined by universal 3-point functions
of twist operators [20]. In particular, the even Rényi negativity (2.2) in such cases is

N (pap) o (Lalp) 5 70) (04 + £5)75 (555, (5-4)

where ¢4 and £p denote the length of A and B, respectively. The logarithmic negativ-
ity (2.4) obtained by taking the k£ — 1 limit is

(even) C ( lalp
4

En = /il—% log N, =-1lo “ +£B) + const, (5.5)

and the refined Rényi-2 negativity (2.8) obtained by taking the k& — 2 limit is

Tg(2 . ]- even C 6124€2
SA%( ) = —Ilgrr% k%0, <k10g N,g )> =3 log <5A JriB + const.
Furthermore, the odd Rényi negativity (2.3) is
N (pap) o [€alp(ba + L) ER) (5.6)

The partially transposed entropy (2.5) obtained by taking the k — 1 limit is

shB — %1_>ml Ok log N,EOdd) = glog [lalp(fa + LB)] + const. (5.7)

All of these are reproduced precisely by our holographic results (4.9) and (4.17). This
can be verified by direct calculations, or by noting that our holographic results automat-
ically satisfy the conformal symmetry which completely fixes the Rényi negativities (5.4)
and (5.6) for adjacent intervals. Additionally, it is worth noting that the partially trans-
posed entropy (5.7) agrees with our holographic conjecture that eq. (4.19) holds for general
non-fixed-area states (which we showed under the diagonal approximation assumption).
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5.1.3 Adjacent regions in general dimensions

The result (5.5) for the logarithmic negativity was conjectured in [26, 27] to generalize to
Ey = %I (A : B) for adjacent regions A, B in holographic theories with general dimensions,
in a general state (not necessarily the vacuum). This conjecture can be thought of as a
linear combination of the areas of the RT surfaces for A, B, and AB.

Our holographic result (4.10) precisely determines the logarithmic negativity in all
dimensions, but it generally involves nontrivial gravitational backreaction and does not
simplify into a linear combination of RT surface areas. A notable exception is the case of
fixed-area states, for which our result simply becomes eq. (4.14):

_ al+hsl=Ivasl 1

E - =
N 3G 2

I(A: B).

Therefore in this special case, our prefactor 1/2 disagrees with the prefactor 3/4 in the
conjecture of [26, 27].

5.1.4 Disjoint regions in general dimensions

A recent conjecture for the logarithmic negativity was made in [29, 33], which can be applied
to the general case of disjoint regions A, B. The conjecture states that in holographic
theories, the logarithmic negativity is given by a backreacting entanglement wedge cross
section, or more precisely by the Rényi-1/2 reflected entropy:

i_ 12
B = 25p". (5.8)
Here we recall that any state pap admits a canonical purification |\/pag) in the Hilbert
space Ha @ Ha» ® Hp ® Hp-, and the Rényi reflected entropy [13] is defined as the Rényi
entropy of AA* in this state:

SgQZ:SXZ*UVPAB>W

Focusing on the nontrivial phase where the mutual information between A and B
is positive, our holographic result (4.10) for logarithmic negativity is different from the
conjecture of [29, 33, 62]. The difference is not only in the relevant bulk saddles, but
also in the predicted values for logarithmic negativity. This is most obvious in fixed-area
states where the areas of the RT surfaces for A, B, and AB, as well as the area of the
entanglement wedge cross section, have been fixed to particular values. In these fixed-area
states, our result (4.10) for logarithmic negativity reduces to eq. (4.14):

[val + 1vBl = |vaBl _ 1
= =_J(A: B 5.9

En

whereas the right-hand side of the conjecture (5.8) simply becomes Eyy, defined as the area
of the entanglement wedge cross section in the original geometry (which is one of the areas
being fixed) divided by 4G:

ES™N = By (5.10)

~ 93 -



These two answers obviously disagree. In particular, as we vary the distance between A
and B and go through a phase transition into the trivial phase where I(A : B) = 0 at the
leading order in G, our predicted logarithmic negativity (5.9) is continuous, whereas the
conjectured dual (5.10) in terms of the entanglement wedge cross section experiences a dis-
continuity. Such a discontinuity may violate a continuity bound for logarithmic negativity
proved in [37]; we leave a careful analysis of this to future work.'®

A different, but analogous, conjecture was made in [30] for the partially transposed
entropy (which was called the “odd entanglement entropy” in [30]). The conjecture states
that in holographic theories, the difference between the partially transposed entropy and
the von Neumann entropy of AB is given by the area of the entanglement wedge cross
section:

TB,conj

SAEY —Sap = Ew. (5.11)
Our holographic result (4.19):

o5 _ val + |vBl + |vaB| 1

= =—(S S S 5.12
AB 8G 2( A + B + AB)’ ( )
which can be equivalently written as
Tp 1
SAB—SAB:§I(A:B), (5.13)

disagrees with the conjecture (5.11). In particular, although eq. (5.12) is strictly speaking
a conjecture for general non-fixed-area states (which we needed to assume the diagonal
approximation to prove), we have nonetheless presented a complete derivation of eq. (5.12)
for fixed-area states where the areas of the RT surfaces for A, B, and AB are fixed to
particular values. It is clear that in these fixed-area states our result (5.12) disagrees with
the conjecture (5.11).

For disjoint intervals in 2-dimensional holographic CFTs, a derivation of the conjec-
ture (5.8) was presented in [33], and a derivation of the conjecture (5.11) was given in [30].
These derivations seem to correspond to bulk calculations using replica symmetric saddles.
Our results were derived from replica nonsymmetric saddles that give dominant contribu-
tions in the bulk calculation, so it is not surprising that our results disagree with the con-
jectures (5.8) and (5.11). It would be interesting to try to reconcile these answers by adding
replica nonsymmetric contributions into the derivations of [30, 33] in two dimensions.
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A Geodesics on the permutation group

In this section we first recall some known facts about geodesics on the permutation group Sy
(see, e.g., [63]). Next, we characterize the set of permutations that are simultaneously on
geodesics between the identity permutation, a k-cycle, and its inverse. We will see in
appendix C that these permutations determine the ground state degeneracy of the spin
model corresponding to the average of the negativity measure Ny.

Given a permutation g € Sk, define the length £(g) as the minimal number of swaps
which multiply to g. It is easy to see that

U(g) +x(g) =k (A1)

where x(g) denotes the number of disjoint cycles in g. Then, d(g,h) = £(g'h) defines a
metric on Sg. For example,

k—1, kodd
d1,X)=k-1, d1,XY=k-1, dX, X1 = oS (A.2)
k—2, keven.

where 1 denotes the identity permutation and X = (12 ... k) the standard k-cycle.
We say that (g1,...,9n) is a geodesic if

d(g1,92) + -+ d(gn-1,9n) = d(g1, 9n), (A.3)

i.e., the triangle inequality is saturated. The set of permutations g that are on a geodesic
between 1 and X, i.e.,

are known to be in bijection with NC(k), the set of non-crossing partitions of the set
[k] ={1,...,k}. See figure 6, (a) for an example of a non-crossing partition for &k = 5. The
bijection is given as follows: for any partition P = {Py,..., P}, [k] = U}, P;, define a
corresponding permutation gp as the product of disjoint cycles, one for each P;, permuting
the elements of P; in increasing order. If P is non-crossing then gp is on a geodesic
between 1 and X, and all permutations with this property can be obtained in this way.
E.g., if P = {{1},{2,5},{3,4}} then gp = (2 5)(3 4). From eq. (A.1), it is clear that
d(1, P) = k—|P|. The number of non-crossing partitions is given by the Catalan numbers,

Ch = |NC(k)| = I<:41—1 (if) (A.4)
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Figure 6. Partitions of [k] = {1,...,5}: (a) Non-crossing partition P = {{1,2,5},{3,4}}. (b) Non-
crossing pairing P = {{1,2},{3,4}, {5} }.

In appendix C, we will be interested in the permutations 7 that can simultaneously be
on geodesics between 1, X, and X ~!. That is,

d(1,7) +d(r,X) =k — 1,
d(l,7) +d(r, X Y =k -1,

(A.5)
1 k—1, kodd,
d(X,7)+d(r,X ) =
k—2, keven,
which is equivalent to
k k
an=|5], dxn=dxtn=|7] -1 (A.6)

The first condition in eq. (A.5) states that 7 is geodesic, i.e., 7 = gp for some non-crossing
partition P € NC(n). The second condition is equivalent to d(1,7~ 1) +d(7v7!, X) =k —1,
i.e., it states that 7! should also be on a geodesic between 1 and X. We can invert 7 = gp
cycle by cycle; the resulting cycles can be written in increasing order iff each set in the
partition P is of length at most 2. Now, the third condition in eq. (A.5) if and only if
d(1,7) = L%J But d(1,7) is simply the number of blocks of length 2. We conclude that
the permutations 7 that satisfy eq. (A.5) (equivalently, eq. (A.6)) are precisely those that
correspond to a non-crossing partition of [k] that contains only blocks of length two, except
for a single block of length one if k£ is odd. We call such a partition a non-crossing pairing,
the set of all non-crossing pairings by NCsy(k), and its cardinality by ax. See figure 6, (b)
for an example of a non-crossing pairing for k = 5. If k is even then there is a well-known
bijection between NCq(k) and NC(k/2). If k is odd then ay = kay_1, since there are k
choices for the fixed point and then ag_1 non-crossing pairings of the remaining symbols.
Thus:

kC1yas K odd,
ak:{ (k=1)/2, KO (A7)

Ch2, k even.
(E.g., for k& = 3 the only such permutations are the three swaps.) Using eq. (A.4) and

expressing the binomial coefficient in terms of the beta function B(z,y), it is not hard to

evaluate the analytic continuation of k — 1 of either expression:

1
ko1, 0dd Co B(1,1) ’

8 1 8
hoslieven £ CV2 T 3B(1/2,1/2)  3n
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We end with a technical observation that we will use later when computing the absolute
eigenvalue distribution of the partial transpose in appendix D. For permutations g4 € S,
and gp € Sp, write g = (g4, gp) for the permutation that acts as g4 on {1,...,a} and as
gpon{a+1,...,a+0b} = {1,...,b}. Then we claim that the permutations 7 that are
on a geodesic between g = (g4,9p) and h = (ha, hp) are exactly the permutations of the
form 7 = (74, 7p), where 74 is on a geodesic between g4 and hy, and similarly for 75. In
particular, there are a% many permutations that are simultaneously on geodesics between
1,Y,and Y, where Y = (X, X).

To prove the claim, we may assume without loss of generality that ¢ = 1. Now, if 7
is on a geodesic between 1 and h, then each cycle of 7 is contained in a cycle of h (this
follows, e.g., from [63, Lemma 23.10]). In particular, 7 is of the form 7 = (74,7p). The
claim now follows by observing that d(1,7) = d(1,74) + d(1,7p) etc.

B Derivation of the classical spin model

In this section we derive the Si-spin model described in the main text that calculates
the average negativity for a random tensor network state |¥). The calculation is similar
to [46, 47] but we spell out the details for the convenience of the reader.

Let G = (V, E) be an undirected graph, where V' is the vertex set and E the edge set.
We assume that G is connected. We are given a decomposition of the vertex set into bulk
and boundary vertices, V =V, U Vy. We allow parallel edges in E but (for simplicity) no
loops. By slight abuse of notation, we write e = Ty to indicate that e is an edge incident to
vertices x and y (there can be more than one such edge). For any subset of vertices I' C V|
we write OI" for the set of edges cut by I (i.e., one vertex is in I" and the other in I'* = V\I).
To each vertex z, we associate a Hilbert space H, = ®e€8{x} Hze, with one subsystem
Hee = CP for each edge e incident to x. Let D, denote the dimension of H, and define
Db = H;ceVb Dx-

We now define the random tensor network state |V) € Hy = @ ey, Hee For each
bulk vertex z, let |V,) denote a Haar-random pure state in #H,. For each edge e, define a

maximally entangled state |L.) = % S22 i) € Hye ® Hye, where z and y denote the
vertices of e. Then,
2
’\Il> = D;/ (®x€Vb <Va:‘> (®66E ‘Le>>7 (Bl)

where the normalization constant is chosen so that the state is normalized on average
as D — oo (see below).

Fix an integer £ > 1 and a partition of the boundary vertices into three subsets,
Vs = AU BUC. For each vertex = € V and permutation g € Sk, we define P,(g) as
the unitary operator that acts on H&* by permuting the k tensor factors according to the
permutation g. Note that Pr(g) = ®ccofa} Pr,e(g), where Py .(g) denotes the corresponding
permutation operator on ”H?’é We also write Pp(g) = ®gerPi(g) for any I' C V. We are
interested in computing the average

N = (USFPo(X) ® Pp(X 1) ® Po(1)|U®F)
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where the prime is a reminder that |¥) is in general an unnormalized quantum state on Hg.
As before, 1 denotes the identity permutation and X = (12 ... k) the standard k-cycle.
To compute this average, we first recall that, by Schur’s lemma,

V) (V| ®F = Z Py (B.2)
k ges),

where D, j, = % (note that D, 1 = D,). Then, using cyclicity of the trace and then
eq. (B.2),

Nj, = (VSR[P4 (X) @ Pp(X~1) @ Po(1)[w%F)

= Ditr <® L)%k <L€|®k> (PA(X)®PB(X )@ Po(1) @ ) Vi) @ | |®’“>
ecE eV}
D
{gz eckE zeV
D
=50 I o [IZ™ (L™ (Pre(ge) ® Pyeloy)] (B:3)
{gz}e Tyel
k
_ ll))b H D Ftx(9a95) — Db Z —log(D) ), TyeEd(gm,gy)7
Ok (g0} e=Tyels Dok {5

where Dy i = [[pev;, Dak (note that Dy 1 = Dy), and the sum Z{gm} is over all configura-
tions g, € Sj subject to the boundary conditions

X, T €A,
gr=X"1, z€B, (B.4)
1, zeC.
Thus,
/ Dk It
(N = 522k, Zp=) e BB Bl = 37 dlgrg).  (B5)
b,k {9} e=tyckE

Note that Dy = DF(1+ O(1/D)), so (N}) = Zi(1 + O(1/D)) for large D.

For A = B = () in particular, it is clear that (¥|0)* = 14+ O(1/D) for all k, so
likewise (¥|®)?* = 1+ O(1/D). It follows that (¥|¥)* = 1 + o(1) with high probability
as D — oo. Thus, we have that N, = Zj + o(1), so we recover the spin model with
action (3.3).

C Details of the domain wall calculation

In this section, we will precisely determine the ground state energy and degeneracy of the
spin model defined by egs. (B.4) and (B.5).
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Our main tool is a result from the theory of multicommodity flows. Without loss
of generality, assume that the degree of each vertex is even (if not, split each edge into
two). Then the result asserts that there exists a collection P = Pap U Psc U Ppc of
(Ival + |vB|+1vc])/2 many edge-disjoint paths, where Pap is a path between A and B and
similarly for P4c and Ppc [64-66] (cf. [67]). Here, we write |y4| for the size of a min-cut
of A (i.e., the number of edges crossing the cut), and similar for B and C.

By the weak min-cut/max-flow duality, we always have that |Pag|+ |Pac| < |yal, and
similar for B and C. Since |P| = (|va| + |v8| + |Yc])/2, it follows that these inequalities
must be saturated:

|Pag| + |Pacl = [val, |PaBl+ |Psc| = |v8l, |Pacl+ |Pscl = lvcl. (C.1)
This means that the paths in P simultaneously saturate min-cuts of A, B, and C. In turn:

_ val+ sl =l
2 )

_ val+ el = sl

_ sl + el = 1val
2 ’ - '

P
|Pas| 5

|Pac|

|Pgc|
(C.2)

We now consider an arbitrary configuration {g,} satisfying the boundary conditions
eq. (B.4). We can then lower bound the energy as follows:

E{g}] =Y Y. dgargy) = |Papld(X, X ) + [Pac| d(X, T) + |Ppo|d(X ', 1)
pEP e=(z,y)€p

{’“21<mr+m\+m\> k odd,
- 0

=B =9 . (C.3)
(5= 1) (val + s + 5hel - & even.

The first inequality is obtained by restricting to the edges that appear on paths in P. The
second inequality follows by using the triangle inequality along each path and using the
boundary conditions (B.4). The final equality follows by egs. (A.2) and (C.2). Thus, Eék)
is a lower bound on the energy of any configuration {g,}. When is this bound tight?

1. The first inequality is tight if and only if g, = g, for every edge e = 7y that is not
on a path in P.

2. The second inequality is tight if and only if each path in P is a geodesic on S in the
sense of eq. (A.3).

Thus, we can saturate the lower bound in the following way: let I' 4, I'g, I'c be minimal (and
hence disjoint) min-cuts for A, B, and C, respectively, and define IV =V \ (T4 UTp UT¢).
Define

X, xz €Ty,
ge =4 X1, z€eTlg, (C.4)
1, z € Tlg,

and for x € T, set g, to some permutation 7 that can simultaneously be on geodesics
between 1, X, and X' — the same permutation for each connected component of I".
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Indeed, the first condition is satisfied since only edges in JI' 4, II'g, and I’ contribute,
and those are covered by paths in P (eq. (C.1)). The second condition is satisfied by our
choice of g, for x € T'. Thus, E(()k) is the minimal energy of the spin model egs. (B.4)
and (B.5).

We claim that the configurations just described are the only minimal energy configu-
rations — provided that the minimal cuts for A, B, and C are unique. This means that
the degeneracy is given by eq. (A.7), the number of allowed 7’s, to the power r, the number
of connected components of IV. As a consequence,

Z = af x e DES (1 1 0(1/D)) . (C.5)
To prove the claim, start by defining the domains
D,(9) ={z €V :d(gs,g) <n}.

We claim that D,,(X) is a min-cut for A for each n =0,...,n4 — 1, where ny = [g—‘ —1.
Indeed, D, (X)NVy = A by the boundary conditions, so D, (X) is certainly a cut for A.
Next, note that, by condition 1, any edge that leaves a domain of the form D,,(g) must nec-
essarily be on a path in P. Now, any path in Pyp or P4c necessarily starts in A C D,,(X)
and, once it leaves D,,(X), never returns to it. This is because d(X, g,) is monotonically
increasing along any geodesic path starting in A. Similarly, no path in Ppc can enter
D,,(X). This is because if z € D,,(X) is on a path in Ppc then we would have

k=1=d(X 1) =d(X " g;) +d(gs, 1)
2 (d(X_17X) - d(ng)) + (d(Xv ]l) - d(X, gm))
>dX LX)+ d(X, 1) —2ng =k —1

where we first used that g, is on a geodesic from X! to 1, next the triangle inequality
(twice), and finally that y € D,(x). This is a contradiction. Thus, each edge leaving
D, (X) belongs to a distinct path in P4p or Pac. It follows that

I(Dp(X)) < |Pap| + |Pac| = |val,

which shows that D, (X) is a min-cut for A. Since we assumed that the min-cuts are
unique, we find that Do(X) = D,,, 1(X) = I'4. One similarly finds that D, (X~!) =T'p
forn = 0,...,np — 1 and D,(I) = T'¢ for n = 0,...,nc — 1, where ng = %1 -1
and ng = {%J Thus, we find that any minimal energy configuration necessarily satisfies
eq. (C.4). What is more, for all bulk vertices in the complement of the three min-cuts,

x € I, we have that

d(1,g,) > m (X, gs) > m 1 d(Xg) > m Y (C.6)

We still need to show that all three inequalities are saturated, as in eq. (A.6), and that
moreover ¢, is constant within each connected component of IV. For this, consider an
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arbitrary path in P4p, say. The corresponding path of permutations g, takes the form It
takes the form

X5 s5Xs5g—-ogaXtoso XL
where the X correspond to vertices in I'4, the X ~! to vertices in I'g, and the g; to vertices

in I, Since the permutations along each path form a geodesic (by condition 2 above), we
have that

d(X, X7") = d(X, g;) + d(g;, gj+1) + d(gj41, X )
k k _
> [2-‘ -1+ {2-‘ —1+d(gj,95+1) = d(X, X ) + d(gj, gj+1)
where the inequality follows from eq. (C.6). Thus, all g, are the same along any path in
Pap and equal to some permutation g that satisfies

d(X,9) =d(X 1 g) = H — 1. (C.7)

Analogously, g, is also constant along any path in Pac and Ppco. In the former case, it is
equal to some permutation g that satisfies

dx.g) = 5] -1 dwg =3, (©8)

and in the latter case to one that satisfies

d(X 1 g) = Fﬂ —~1, d(1,9) = V;’J : (C.9)
It follows that m, is constant on each connected component of IV. Indeed, any edge Ty
with endpoints in I" is either on a path in P, so we can apply the preceding argument, or
not, in which case we know that m, = m, from condition 1 above.

To prove that all three inequalities in eq. (C.6) are saturated, it suffices to argue that
any connected component I meets paths in at least two out of Pag, Pac, and Ppgc.
Indeed, eq. (C.6) is implied by any two out of the three equalities in egs. (C.7) to (C.9) and
the fact that g, is locally constant. Assume for sake of contradiction that I} is a connected
component of I" that is only covered by paths in P4p, say. This implies that oI can only
connect to I'y and I'p. Clearly, each path in P4p can enter I'j at most once from I'4 and
then must leave I'j) into I'p (since we cannot have X — g — X or X'1Tosg—>X'ona
geodesic). This implies that [O(T'4 UT()| = |0(T4)|, i-e., ['4 UTY is another min-cut for A.
By uniqueness of the min-cut, I'j; = (), which is a contradiction. We can similarly obtain a
contradiction in the case that I'{; meets only paths in Pac or in Pgc. Thus, we find that
every connected component of IV meets paths in at least two out of Pap, Pac, and Pgc.
As explained above, this means that it is filled with some fixed permutation g that satisfies
egs. (A.5) and (A.6). This concludes the proof.
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D Asymptotic eigenvalue distribution of the partial transpose

In this appendix, we compute the eigenvalue distribution of the partial transpose p:";% in
the limit of large bond dimension D — oo, where papc = |¥) (V| and |[¥) 45 is the
random tensor network state as defined in eq. (B.1) of appendix B. In particular, this gives
a rigorous derivation of our asymptotic formula for the logarithmic negativity (eq. (3.8)).

To this end, we follow the method of moments (see, e.g., [68, section 2.1.2])and consider

1
— s + + T
Mag = D3hal+sl WC‘)pA%.

We first note that
rank M p = rank pﬁ% < rank pgrank pp < Dhvalt+hvsl, (D.1)

The first inequality holds for any quantum state, while the second holds in any tensor
network state. Thus, only the first DI7al+1V8l many eigenvalues of pi% and M4p can be
nonzero. We therefore consider the truncated empirical eigenvalue distribution of M4p,
defined as

plral+lvgl

1
HD = Dha+hsl Z Os:s

where s; denotes the i-th largest eigenvalue of M 4p and J the Dirac probability distribu-
tion. Note that pup is a random probability distribution. Its n-th moment is the random
variable

1 Dlvaltlvgl 1

/d“DWA = Dhalthsl ; Si = Diarnal H(Mas)

D5 ral+hel+hel . §
— tr(pz%)n — pGE=D(hval+hsh+5 el tr(prB)n‘

Dlval+lvsl

Let us compute its expectation value:
/duD(A) an = D=D(al+hs)+§ helg(,Te )
= D DhalthsD+zhel 7z (1+0(1/D))
n n (n)
= pGE=Dhalthel+zhelgr p=Fo” (1 4+ 0(1/D))

D3al+h=heD (nCy, /Q)T n odd,

T
n/2 n even.

= (1+0(1/D)) {

where we first used eq. (B.5) to compute tr(pﬁ%)k = (N}) and then egs. (A.7), (C.3)
and (C.5) to evaluate the ground state energy and degeneracy of the spin model; recall
that r denotes the number of domains that remain when removing the min-cuts. Accord-

ingly we have,

- 1 n odd and |ya| + |vB| = |vcl,
Dlgnoo/dﬂD(A) A =10 n odd and |y4| + [vB| > el (D.2)
C:L/Z n even,
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using that |v4| + |yB| > |vc|, with equality only if » = 0 (since by assumption all min-cuts
are unique). Next, we need to show that the variance of the n-th moment goes to zero.
For this we compute:

P
(/ dup(X\) )\”) = D=2(althshtnhel gy (,Te )0 g (ple)n

— p=2)(lval+hsl)+nlvcl (W2 | Po(Y) @ Pp(Y—1) @ Po(1)|W52,),

where Y = (12 ... n)(n+1n+2 ... 2n). The right-hand side expectation can be computed
by a similar spin model as in appendices B and C, except that now the spin model takes
values in So, and the boundary conditions are as follows:

Y, x e A,
Gz = Y_l, xGB,
1, xzeC.

By a similar analysis as in appendix C, we find that the minimal energy configuration of this
spin model are given by filling the min-cuts with the boundary conditions and the residual
domains by permutations of the form (7,7’), see discussion at the end of appendix A. Thus,

)

the ground state energy is 2E[()n and the degeneracy is a2". As a consequence,

2
(/ dup(N) /\n> — p=2)(lval+hs)+nlcl a%T‘D—QES”) (1+0(1/D))
and hence
Var </ dup(\) A”) — pe=2(althsD+ehel 2 p=2E5" 0(1/p) = 0(1/D)  (D.3)

We now compute the asymptotic eigenvalue distribution of the partial transpose using
egs. (D.2) and (D.3). Recall that the Wigner semicircle distribution is the distribution gy
on [—2, 2] with density duw /d\ = %m 1j5<2- Its odd moments vanish by symmetry,
and its even moments are given by [ duw (A) A" = C,, /5. Let

N%}ﬂ r > 0,
foo = § 301+ 361 1 =0and Jyal + Jvs| > bl (D-4)
o r=0and |yal + [vB] = |cl,

where ,u%” denotes the distribution of a product of r independent random variables, each
with distribution uypy. The distribution ps is supported in [—2",2"], and its moments are
given by

n odd and |va| + |vB| = |vel,
n odd and |yl + |vB| > |Vl (D.5)

1
0
C;;/Q n even,

/ it (V) N =
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which agrees precisely with the limit in eq. (D.2). We claim that the measures up converge
weakly, in probability, to the distribution p1,. Thus we want to show that, for all f € Cy(R),

[ anp ) 50 5 [ ) £ (D.6)

as D — oco. In fact, we will show this for all f € C(R) with at most polynomial growth.
We follow the standard argument in [68, section 2.1.2].

We first show that it suffices to consider compactly supported test functions. Indeed,
by the Markov inequality, it holds for any € > 0 and B > 0 that

1 1
Pr (/ dup(A) [N 1)sp > 6) < g/duD(A) ARy < Eﬁ/dlm(k) A2k

and hence, using eq. (D.2),

1 Cr 4kr 1 amN\k
i 2k — —
limsup Pr (/d,uD \)\] 1\A|>B >5> <hmsup k/d,uD()\)A = _pF < B L < ) ,

where we used the bound C}, < 4% on the Catalan numbers. If we choose B = 4" + 1, then

the left-hand side is nondecreasing with k, while the right-hand side converges to zero.
Thus:

lim_Pr (/ dpp (V) NF Ly s > g> —0  (Vk). (D.7)

Since the distribution g is supported in [—2",27], it follows that we only need to prove
eq. (D.6) for continuous functions f that are compactly supported in [—B, B]. We will
do so next. By the Stone-Weierstrass approximation theorem, there exists, for any such f
and § > 0, a polynomial p such that max\<p[f(A) —p(A)| < /8. Then,

Pr (I/duD( /duoo A > 5)

< Pr (| f dup ) p() Ly - / BN PV > 78) < P+ Pa s P

where

Pr (I/duD M1psBl > j)
Pr (/dup (A) = /duD(A)p(A)\ > D,
=Pr ( /duD /duoo i)

Writing P as a linear combination of a finite number of monomials, we see that P, — 0 by
eq. (D.7), P, — 0 by eq. (D.3) and the Chebyshev inequality, and, finally, P3 = 0 for D
large enough by the convergence of moments in eq. (D.2) to eq. (D.5). This concludes the
proof of eq. (D.6).
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We remark that eq. (D.6) implies directly that for D — oo the absolute eigenvalue dis-
tribution, i.e., the eigenvalue distribution of |Mp| = D z(hal+hsl+hel) |p£%| tends to ,u%r,
where pq is the quartercircle distribution on [0, 2] with density dug/d\ = %\/4 — A1xep,g-

As an application, we calculate the asymptotic value of the logarithmic negativity:

(|val + [vBl + Ivc|) + logtr|Map| — logtr p

T
tr|p 4B log D
En(pap) = log VI g2

trp
_logD
2

(il + sl = el +log [ dup()IA| — logtrp

Using egs. (D.4) and (D.6), we find that

log D
En(paB) — gT

P 3
(14l + 1] = el) T tog [ diioo(X) I\ = rlog
where we recall that r denotes the number of residual domains. This confirms eq. (3.8).
If B= A then C = () and r = 0 (i.e., there is no 7-region) and hence there is no
order-one correction in the large D limit:

log D P
2= (il + sl = hol) 250,

En(paB) —

E Non-maximally entangled link states

We now discuss an interesting variation of the random tensor network model, where the
link states | Le) in eq. (B.1) are no longer assumed to be maximally entangled. See eq. (5.12)
in [46] for a discussion of the Rényi entropies in this setting. Here, the computation of the
average

N| = (V| Py(X) @ Pp(X 1) ® Po(1)[¥®F)
proceeds as before up until eq. (B.3). Now,

0 [[Le)®* (Lel ** (Prc(g2) © Pye(9y)) ]
= tr [|Le) (Lol ** (Pre(g0g, ") © )|
— tr {p?kpx,e(gwgy_ 1)}

where we used that |L.)®" is permutation-invariant and we let p, denote the reduced
density matrix of |L¢) on either subsystem. Then taking the logarithm of the preceding

equation leads to a spin model where the action per bond is computed by J(g; ! gy), Where
J(h) = ~logtr (P(X)pf").

This confirms eq. (3.11).
Now we focus on the 7 that are non-crossing pairings of appendix A. For simplicity,
let us assume that the states p. are the same for each link e = Ty, and that moreover the
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entanglement spectrum is nontrivial, so that the Rényi entropies are strictly decreasing.
For the domain wall between I and 7, each link contributes

J(r) = 5] 85 (pe)
which is the same for all 7. For the domain wall between X = (12 ... k), suppose it contains

nontrivial disjoint cycles of length ki, ka,...,k. (with k; > 1). Then the contribution of

each link is

J(X71) = 20 (i = 1) Sk (ve)
i=1
Since d(7, X) =>; (ki—1) = [gw 1 (eq. (A.6)) and the Rényi entropy is monotonically
non-increasing with n, we have Si, (p.) > S i (

[NIE

] pe) and hence

-1 L — (k| =
J (X T) > ;(/ﬂz 1) 517 (pe) = (M 1) Srx7 (pe) - (E.1)
Moreover, equality holds if and only if X ~'7 consists of a single [gw -cycle. Similarly, for

the domain wall between X ! and 7, we find that
J(x7) = ([§] =1) Sty (00), (E:2)

with equality if and only if X7 consists of a single FW -cycle.

We will now show that the nearest neighbor permutations 7 = (12)(34)--- and its
cyclic permutations are the only non-crossing pairings that satisfy egs. (E.1) and (E.2)
with equality, that is, are such that X7 and X ~'7 consist of a single [f] cycle. These 7’s
are then necessarily the only ones allowed in dominant configurations of the spin model.
It is easy to see that there are two such permutations if k is even, and k many such
permutations if k£ is odd. Thus, for non-maximally entangled linked states, the degeneracy
of the spin model is much smaller than in the maximally entangled case, whose degeneracy
is exponentially large in k (see eq. (A.7)).

To prove this claim, we first consider the case that kK = 2n is even. Note that any
non-crossing pairing 7 exchanges the subset of even with the subset of odd numbers
in {1,...,k}; the same is true for X. Therefore, X7 preserves the even and the odd
numbers. Since X7 is also non-crossing, it follows that for X7 to consist of a single g—cycle
we must have X7 = (13 --- k—1) or XT— (24 --- k). Thus, 7 is either (12)(34)--- (k1k)
or (23)(45)---(k1). Since then X 17 consists likewise of a single f—cycle this proves our
claim when k is even.

Now suppose that k = 2n+1 is odd. Let 7 be a non-crossing pairing such that both X7
and X ~!7 consist of a single [f] cycle. Since k is odd, 7 necessarily has a fixed point. By
cyclically permuting 7, we may assume without loss of generality that 7(k) = k. Then 7
exchanges the subset of even with the subset of odd numbers in {1,...,k — 1}. It follows
that X7 preserves {2,4,. — 1}, hence also {1,3,...,k}. Since X7 is also non—crossing,
it follows that for X7 to COIlSlSt of a smgle []- cycle we must have X7 = (13 --- k). Thus,

=(12)(34)--- (k2k-1). Then X 17 consists likewise of a single n-cycle, concluding the
proof our claim when k is odd.
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