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#### Abstract

We formulate a version of the double copy for classical fields in curved spacetimes. We provide a correspondence between perturbative solutions to the bi-adjoint scalar equations and those of the Yang-Mills equations in position space. At the linear level, we show that there exists a map between these solutions for maximally symmetric spacetime backgrounds, that provides every Yang-Mills solution by the action of an appropriate differential operator on a bi-adjoint scalar solution. Given the existence of a linearized map, we show that it is possible to cast the solutions of the Yang-Mills equations at arbitrary perturbation order in terms of the corresponding bi-adjoint scalar solutions. This all-order map is reminiscent of the flat space BCJ double copy, and works for any curved spacetime where the perturbative expansion holds. We show that these results have the right flat space limit, and that the correspondence is agnostic to the choice of gauge.
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## 1 Introduction

The problem of computing solutions to classical field equations around a background spacetime is a very interesting and considerably challenging endeavour. The complexity increases with the spin of the field, and the degree of non-linearity of the equations. In recent years, a promising approach towards simplifying such an analysis has come about from an unexpected arena, namely the study of scattering amplitudes in string theory and quantum field theory.

Kawai, Lewellen and Tye (KLT) showed that a duality between open and closed strings provides a relation between perturbative Yang-Mills and gravity amplitudes in the field theory limit. Tree-level gravity scattering amplitudes can be obtained from their much simpler Yang-Mills counterparts [1]. A more direct and general construction with far-reaching consequences was provided purely within quantum field theory by the work of Bern, Carrasco and Johansson $[2,3]$. Using certain replacements of colour factors with kinematics ones, they obtained tree-level gravity scattering amplitudes from two copies of Yang-Mills scattering amplitudes, hence dubbing this procedure the double copy [4]. There are various proofs of the double copy at the tree level [5-7], where it is seen to be equivalent to the KLT relations. There is also extensive and ever-increasing evidence at the loop level leading up to $[8,9]$. Moreover, an increasingly large set of theories have been shown to be related by such a procedure. A comprehensive review of the duality between colour and kinematics, the double-copy relations, as well as references to the growing body of literature on this subject can be found in [10-12].

These results point to relationships between dissimilar theories, and also provide a route to simplifying computations in more complicated theories by casting them as computations in simpler ones. This line of thought has turned out to be fruitful even at the classical level. It allows the recasting of solutions of classical field equations in terms of those with lesser spin, and lesser degree of non-linearity. Various approaches to the classical double copy have appeared in the literature. One idea is to relate exact solutions in Yang-Mills and in gravity using Kerr-Schild coordinates [13], which has been generalized to many different settings in [14-38]. One could, however, imagine generating perturbative solutions of classical gravity without actually solving Einstein's equations. Such an approach, formulated in [39] and developed in [40-48], arrives at classical gravitational radiation from a set of sources travelling along their worldlines. ${ }^{1}$

An entirely different approach is the study of quantum amplitudes to extract classical observables and to derive the classical double copy [49-57]. Some other approaches to the classical double copy are the use of convolution [58-62], spinorial approaches [63, 64], the self-dual double copy [65, 66], and the perturbiner expansion [67]. A very useful application of the classical double copy is in the simplification of calculations for binary inspirals relevant for gravitational wave detections [68-70], see also [71-74]. Another interesting avenue is its relation with electromagnetic duality [26, 75, 76] .

Most investigations of the double copy have been conducted in flat space. While the Kerr-Schild approach was generalized to curved spacetimes in [14, 18, 19, 36], (see also [77]), one might wonder if the double copy can help with gravitational perturbation theory around curved backgrounds. This was studied for plane wave background spacetimes in [78-82]. When thinking about the double copy in curved spaces, one could ask whether the background spacetime is itself double copied. Indeed, some curved spacetimes in the Kerr-Schild gauge have been shown to be double copies of gauge theories. So, one can imagine getting both the background and the perturbation from a double copy procedure. Instead, we wish to ask whether we can relate perturbative solutions about the same background spacetime.

We formulate a new avatar of the classical double copy for curved spacetimes. The first rung of the double copy is occupied by the theory of the bi-adjoint scalar whose usefulness in the classical context has been explored in [40], and also in [83-85]. Here, we present a correspondence between pure bi-adjoint scalar solutions and those of pure Yang-Mills in position space. Around maximally symmetric spacetime backgrounds, we find that every linearized Yang-Mills solution can be obtained from its bi-adjoint counterpart. Furthermore, we find that any such linearized map can be lifted to all orders in perturbation, using ideas from the flat space BCJ double copy. The all-order map is independent of the map at the linearized level, and works for any background spacetime where the perturbative expansion is valid. The correspondence has the novel feature that it works in any gauge and for all solutions of the classical equations. We will treat the Yang-Mills to gravity correspondence elsewhere, where we will show that a similar map generates every linearized solution of the Einstein's equations in a maximally symmetric spacetime from a linearized solution of the Yang-Mills equations.

[^0]Outline of the method and summary. We will now outline the schematics of our procedure that generates a perturbative solution to the Yang-Mills equations beginning from any perturbative solution of the bi-adjoint scalar about a fixed background spacetime, and provide all the details of this construction in the subsequent sections.

We consider solutions of the fields about a $(d+1)$ dimensional background spacetime, that admits a $M_{2} \times S^{d-1}$ decomposition,

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=g_{\alpha \beta} d y^{\alpha} d y^{\beta}+r^{2}(y) d \Omega_{d-1}^{2}, \tag{1.1}
\end{equation*}
$$

where $d \Omega_{d-1}^{2}=\gamma_{i j} d \theta^{i} d \theta^{j}$, with $\gamma_{i j}$ being the standard round metric on $S^{d-1}$. Here, $(\mu, \nu)$ run over the indices of the full $(d+1)$ dimensional spacetime; $(\alpha, \beta)$ run over the two directions of $M_{2}$; and $(i, j)$ run over the $(d-1)$ directions of $S^{d-1}$. The covariant derivatives associated with these spaces shall be denoted by $\nabla_{\mu}, \hat{\nabla}_{\alpha}$, and $D_{i}$ respectively.

We employ the spherical symmetry to decompose any function $F\left(y_{\alpha}, \theta_{i}\right)$ on this spacetime into its scalar, vector and tensor components with respect to rotations of $S^{d-1}$. Schematically,

$$
\begin{equation*}
F\left(y_{\alpha}, \theta_{i}\right)=\sum_{k} f_{k}\left(y_{\alpha}\right) H_{k}\left(\theta_{i}\right), \tag{1.2}
\end{equation*}
$$

where the sum is over appropriate $S^{d-1}$ spherical harmonics $H_{k}\left(\theta_{i}\right)$ with eigenvalue $k$ (see appendix (A) for more details), and $f_{k}$ are scalar functions with respect to $S^{d-1}$. In particular, solutions of the bi-adjoint scalar, Yang-Mills and Einstein equations can all be decomposed into their scalar, vector and tensor components in this manner, using spherical harmonics of rank up to two. The advantage of using such a decomposition lies in the fact that the scalar, vector and tensor harmonics span inequivalent representations of the rotation group. So, any rotationally invariant operator does not mix the different components of the spherical harmonic decomposition. As a result, the field equations can be independently studied in each of these sectors - scalar, vector and tensor. Such decompositions have been used to arrive at a gauge invariant formalism for gravitational perturbations in [86, 87].

We begin with studying the bi-adjoint scalar field on this background spacetime. The bi-adjoint scalar $\Phi_{a \tilde{a}}$ transforms in the adjoint representation of two independent global groups, $G$ and $\tilde{G}$, and satisfies the equations of motion

$$
\begin{equation*}
\nabla^{\mu} \nabla_{\mu} \Phi_{a \tilde{a}}=-f^{a b c} \tilde{f} \tilde{a} \tilde{b} \tilde{c} \Phi_{b \tilde{b}} \Phi_{c \tilde{c}} \tag{1.3}
\end{equation*}
$$

We will study these equations in a perturbative expansion for the bi-adjoint field in the coupling constant $y$

$$
\begin{equation*}
\Phi_{a \tilde{a}}=\sum_{n} y^{n} \phi_{a \tilde{a}}^{(n)}, \tag{1.4}
\end{equation*}
$$

where $\phi_{a \tilde{a}}^{(i)}$ admits a decomposition of the kind in (eq. (1.2))

$$
\begin{equation*}
\phi_{a \tilde{a}}^{(n)}\left(y_{\alpha}, \theta_{i}\right)=\sum_{k} c_{a \tilde{a}}^{(n)} \phi_{k}^{(n)}\left(y_{\alpha}\right) S_{k}\left(\theta_{i}\right) . \tag{1.5}
\end{equation*}
$$

Here, the $c_{a \tilde{a}}^{(n)}$ are color factors arising from $G \times \tilde{G}$, and the $S_{k}\left(\theta_{i}\right)$ are scalar spherical harmonics on $S^{(d-1)}$. For convenience, we drop the $k$ labels and explicit coordinate dependences, and keep the sum over $k$ implicit, so that (eq. (1.5)) can be written simply as

$$
\begin{equation*}
\phi_{a \tilde{a}}^{(n)}=c_{a \tilde{a}}^{(n)} \phi^{(n)} S, \tag{1.6}
\end{equation*}
$$

At each perturbative order $n$, the equations of motion (eq. (1.3)) are reduced to solving a differential equation on $M_{2}$ for $\phi^{(n)}$. For maximally symmetric spacetimes, we write down the equation at the linear order and solve it in section 2.1.

Given these solutions $\phi_{a \tilde{a}}^{(n)}$, we wish to generate solutions to the Yang-Mills equations of motion

$$
\begin{equation*}
\nabla^{\mu} F_{\mu \nu}^{a}=-f^{a b c} A_{b}^{\mu} F_{\mu \nu}^{c} \tag{1.7}
\end{equation*}
$$

in a perturbative expansion in the Yang-Mills coupling constant $g$,

$$
\begin{equation*}
A_{\mu}^{a}=\sum_{n} g^{n} \mathcal{A}_{\mu}^{a(n)} . \tag{1.8}
\end{equation*}
$$

We shall see that the map between the bi-adjoint solutions and Yang-Mills solutions can be written in any gauge. In order to write down explicit solutions for the gauge field, we will find it convenient to choose a gauge. The Yang-Mills field can be decomposed as in (eq. (1.2)), with both scalar and vector harmonics making an appearance. Only the scalar harmonics $S$ appear in the scalar components of the gauge field $\mathcal{A}_{a, \alpha}$. We choose the gauge in which only the vector harmonics $V_{i}$ appear in the vector components of the gauge field $\mathcal{A}_{a, i}$. We will show that, in this gauge, the Yang-Mills field can be written as

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(n)}=\phi_{a}^{V(n)} V_{i} \delta_{\mu}^{i}+\frac{1}{r^{d-3}} \epsilon_{\alpha \beta}\left(\hat{\nabla}^{\beta} \phi_{a}^{S(n)}\right) S \delta_{\mu}^{\alpha} . \tag{1.9}
\end{equation*}
$$

At every perturbative order, the Yang-Mills equations can then be rewritten as twodimensional equations on $M_{2}$ for the two scalar functions $\phi_{a}^{S(n)}$ and $\phi_{a}^{V(n)}$. In section 2.2, we provide all the details of this perturbative setup for solving the Yang-Mills equations. We also write down the equations at the linear order for maximally symmetric spacetimes and solve them. The corresponding result for the Maxwell field in AdS was obtained in [88].

The desired map between the solutions for the bi-adjoint equations of motion and those of the Yang-Mills equation is achieved by providing operators $\mathcal{K}_{a, \mu}^{(n)}$ such that

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(n)}=\mathcal{K}_{a, \mu}^{(n)}\left[\phi^{(n)}\right] \tag{1.10}
\end{equation*}
$$

In the formalism we have described, this amounts to generating $\phi_{a}^{S(n)}$ and $\phi_{a}^{V(n)}$, given the solutions to the bi-adjoint equations of motion $\phi^{(n)}$. At the first order, the color dependence is trivial. In section 2.3, we will find differential operators that generate the linearized Yang-Mills solutions about maximally symmetric spacetimes from the linearized bi-adjoint solutions. We also show that this map can be written down in any gauge by phrasing it in terms of the gauge invariants at the linear level.

Given any linearized map, and not necessarily the one we describe, we write down a formal map that generates perturbative Yang-Mills solutions at arbitrary order from the corresponding bi-adjoint scalar solutions in section 3 . Assuming the validity of the perturbative theory, the all-order map works for any background spacetime, and is independent of the linearized map, or the gauge choice. In section 3.1, we specialize the all-order map to Minkowski spacetimes where it simplifies, and provides explicit expressions for the gauge field. In section 3.2, we describe the procedure to implement this map in AdS spacetimes.

## 2 The linearized bi-adjoint to Yang-Mills correspondence

In this section, we shall first write down the solutions to the linearized bi-adjoint scalar equations and the linearized Yang-Mills equations. The procedure we outline works for the general background spacetime given in eq. (1.1). In order to provide explicit solutions however, we specialize the $M_{2} \times S^{d-1}$ decomposition of the background spacetime to the coordinates

$$
\begin{equation*}
d s^{2}=-f(r) d t^{2}+\frac{d r^{2}}{f(r)}+r^{2} d \Omega_{d-1}^{2} \tag{2.1}
\end{equation*}
$$

Further, we shall write solutions to these equations only for global AdS where $f(r)=\left(1+\frac{r^{2}}{R^{2}}\right)$, and global dS where $f(r)=\left(1-\frac{r^{2}}{R^{2}}\right)$. In appendix B, we show how the flat space limit of these solutions can be recovered.

We then provide the linearized map eq. (1.10) at the first order. In other words, we find simple differential operators whose action on a linearized solution to the bi-adjoint scalar equations of motion in $\operatorname{AdS}$ and $d S$ generates a solution to the corresponding linearized Yang-Mills equations. We see that any solution of linearized Yang-Mills equations can be obtained in this manner.

### 2.1 The bi-adjoint scalar theory and its linearized solutions

We shall consider the theory of a massless scalar $\Phi_{a \tilde{a}}$ that transforms bi-linearly in the adjoint representation of two independent global groups $G \times \tilde{G}$, and has cubic self interactions only.

The action for this theory is

$$
\begin{equation*}
\mathcal{S}_{\Phi}=\int d^{d+1} x \sqrt{g}\left(\frac{1}{2}\left(\nabla^{\mu} \Phi^{a \tilde{a}}\right)\left(\nabla_{\mu} \Phi_{a \tilde{a}}\right)+\frac{1}{3} f^{a b c} \tilde{f}^{\tilde{a} \tilde{b} \tilde{c}} \Phi_{a \tilde{a}} \Phi_{b \tilde{b}} \Phi_{c \tilde{c}}\right), \tag{2.2}
\end{equation*}
$$

varying which gives the equations of motion (eq. (2.3)).

$$
\begin{equation*}
\nabla^{\mu} \nabla_{\mu} \Phi_{a \tilde{a}}=-f^{a b c} \tilde{f} \tilde{a} \tilde{b} \tilde{c} \Phi_{b \tilde{b}} \Phi_{c \tilde{c}} \tag{2.3}
\end{equation*}
$$

We use the perturbative ansatz

$$
\begin{equation*}
\Phi_{a \tilde{a}}=\sum_{n} y^{n} \phi_{a \tilde{a}}^{(n)} . \tag{2.4}
\end{equation*}
$$

At the linearized level, the decomposition eq. (1.5) we employ becomes

$$
\begin{equation*}
\phi_{a \tilde{a}}^{(1)}\left(t, r, \theta_{i}\right)=t_{a} t_{\tilde{a}} \sum_{\ell} \phi_{\ell}^{(1)}(t, r) S_{\ell}\left(\theta_{i}\right), \tag{2.5}
\end{equation*}
$$

where $t_{a}, t_{\tilde{a}}$ are the generators of the gauge groups $G, \tilde{G}$ respectively.
Using the defining equation of the scalar spherical harmonics given in appendix (A), $\phi_{\ell}^{(1)}$ satisfies

$$
\begin{equation*}
\left(\frac{1}{r^{d-1}} \partial_{r}\left(r^{d-1} f(r) \partial_{r}\right)-\frac{1}{f(r)} \frac{\partial^{2}}{\partial t^{2}}-\frac{l(l+d-2)}{r^{2}}\right) \phi_{\ell}^{(1)}=0 \tag{2.6}
\end{equation*}
$$

In global AdS or dS , this is a hypergeometric equation whose solutions can be written in terms of the Gaussian hypergeometric functions.

We shall write down the solutions in frequency space $\phi_{\Delta, l}(r)$ via $\phi_{\ell}^{(1)}(t, r)=$ $\sum_{\Delta} e^{-i \frac{\Delta}{R} t} \phi_{\Delta, l}(r)$. The solution that is generically regular at the origin can be written as

$$
\begin{equation*}
r^{l} f(r)^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(l+\Delta), \frac{1}{2}(d+l+\Delta) ; \frac{d}{2}+l ;-\frac{r^{2}}{R^{2}}\right), \tag{2.7}
\end{equation*}
$$

whereas the solution that generically diverges at the origin is

$$
\begin{equation*}
\frac{1}{r^{d+l-2}} f(r)^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(2-l+\Delta), \frac{1}{2}(2-d-l+\Delta) ; 2-\frac{d}{2}-l ;-\frac{r^{2}}{R^{2}}\right) . \tag{2.8}
\end{equation*}
$$

We will simply use $\phi_{\Delta, l}$ to denote either of these solutions. We will be reducing the Yang-Mills equations to equations for a set of scalar variables. We shall use appropriate superscripts for them to differentiate them from the ones in this section. When the background is flat, eq. (2.6) reduces to a Bessel equation. In appendix B, we show how the appropriate flat limit of the solutions in this section reduce to Bessel functions.

### 2.2 Yang-Mills theory and its linearized solutions

The Yang-Mills equations of motion in a curved background can be written as

$$
\begin{equation*}
\nabla^{\mu} F_{\mu \nu}^{a}=-f^{a b c} A_{b}^{\mu} F_{\mu \nu}^{c} \tag{2.9}
\end{equation*}
$$

We want to look at the solutions of these equations in a perturbative expansion in the Yang-Mills coupling constant $g$

$$
\begin{equation*}
A_{\mu}^{a}=\sum_{n} g^{n} \mathcal{A}_{\mu}^{a(n)} \tag{2.10}
\end{equation*}
$$

We adapt the spherical harmonic decomposition eq. (1.2) for the Yang-Mills field at each perturbative order. In order to do so, we examine how various components of the field behave under the $S^{d-1}$ rotations. The components $\mathcal{A}_{\alpha}^{a(n)}$ along the two dimensional $M_{2}$ directions transform as scalars under the $S^{d-1}$ rotations, which means that only scalar spherical harmonics will show up in their decomposition. The components of the field $\mathcal{A}_{i}^{a(n)}$ which are along the $S^{d-1}$ directions will have contributions both from the scalar as well as the vector spherical harmonics. So, the spherical harmonic decomposition for the Yang-Mills field can be written as follows

$$
\begin{align*}
& \mathcal{A}_{\alpha}^{a(n)}\left(y_{\alpha}, \theta_{i}\right)=\sum_{\ell} f_{\alpha, \ell}^{a(n)}\left(y_{\alpha}\right) S_{\ell}\left(\theta_{i}\right) \\
& \mathcal{A}_{i}^{a(n)}\left(y_{\alpha}, \theta_{i}\right)=\sum_{\ell}\left(f_{S, \ell}^{a(n)}\left(y_{\alpha}\right) D_{i} S_{\ell}\left(\theta_{i}\right)+f_{V, \ell}^{a(n)}\left(y_{\alpha}\right) V_{\ell, i}\left(\theta_{i}\right)\right), \tag{2.11}
\end{align*}
$$

where the subscripts $S$ and $V$ denote scalar and vector respectively. Under a gauge transformation $\chi^{a(n)}$, the field transforms as $\mathcal{A}_{\mu}^{a(n)} \rightarrow \mathcal{A}_{\mu}^{a(n)}+\nabla_{\mu} \chi^{a(n)}$. The gauge function can itself be decomposed in spherical harmonics as

$$
\begin{equation*}
\chi^{a(n)}\left(y_{\alpha}, \theta_{i}\right)=\sum_{\ell} h_{\ell}^{a(n)}\left(y_{\alpha}\right) S_{\ell}\left(\theta_{i}\right) \tag{2.12}
\end{equation*}
$$

We shall use this gauge freedom to only have vector spherical harmonics in the decomposition of $\mathcal{A}_{i}^{a(n)}$, i.e. to put all the $f_{S, \ell}^{a(n)}=0$. We also simplify our notation by dropping the coordinate dependences, the $\ell$ labels, and suppressing the sum over all allowed values of $\ell$. In the gauge we have employed, the spherical harmonic decomposition of the Yang-Mills field in the global coordinates of eq. (2.1) can be written as

$$
\begin{align*}
\mathcal{A}_{t}^{a(n)} & =f(r) \frac{S}{r^{d-3}} \frac{\partial}{\partial r} \phi_{a}^{S(n)} \\
\mathcal{A}_{r}^{a(n)} & =\frac{1}{f(r)} \frac{S}{r^{d-3}} \frac{\partial}{\partial t} \phi_{a}^{S(n)}  \tag{2.13}\\
\mathcal{A}_{i}^{a(n)} & =V_{i} \phi_{a}^{V(n)}
\end{align*}
$$

where we have introduced the two functions $\phi_{a}^{S(n)}$ and $\phi_{a}^{V(n)}$, with superscripts which denote that they appear along with the scalar and vector harmonics respectively. This notation differentiates them from the bi-adjoint scalar variables, which are written without any such superscripts. For future convenience, we shall rewrite this as advertised in the introduction

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(n)}=\phi_{a}^{V(n)} V_{i} \delta_{\mu}^{i}+\frac{1}{r^{d-3}} \epsilon_{\alpha \beta}\left(\hat{\nabla}^{\beta} \phi_{a}^{S(n)}\right) S \delta_{\mu}^{\alpha} \tag{2.14}
\end{equation*}
$$

where $\epsilon_{\alpha \beta}$ is the two-dimensional Levi-Civita symbol.
At the linearized level, the equations of motion are $\nabla_{\nu} F_{a}^{\mu \nu}=0$. The color dependence is trivial. Writing $\phi_{a}^{S(1)}=t_{a} \phi^{S}$ and $\phi_{a}^{V(1)}=t_{a} \phi^{V}$, we can write the linearized equations of motion as

$$
\begin{align*}
& \nabla_{\nu} F_{a}^{t \nu}=t_{a} \frac{S}{r^{d-1}} \frac{\partial}{\partial r} r^{2}\left\{r^{d-3} \frac{\partial}{\partial r}\left(\frac{f(r)}{r^{d-3}} \frac{\partial \phi^{S}}{\partial r}\right)-\frac{\ell(\ell+d-2)}{r^{2}} \phi^{S}-\frac{1}{f(r)} \frac{\partial^{2} \phi^{S}}{\partial t^{2}}\right\} \\
& \nabla_{\nu} F_{a}^{\nu r}=t_{a} \frac{S}{r^{d-1}} \frac{\partial}{\partial t} r^{2}\left\{r^{d-3} \frac{\partial}{\partial r}\left(\frac{f(r)}{r^{d-3}} \frac{\partial \phi^{S}}{\partial r}\right)-\frac{\ell(\ell+d-2)}{r^{2}} \phi^{S}-\frac{1}{f(r)} \frac{\partial^{2} \phi^{S}}{\partial t^{2}}\right\}  \tag{2.15}\\
& \nabla_{\nu} F_{a}^{i \nu}=-t_{a} \frac{V^{i}}{r^{2}}\left\{\frac{1}{r^{d-3}} \frac{\partial}{\partial r}\left(f(r) r^{d-3} \frac{\partial \phi^{V}}{\partial r}\right)-\frac{(\ell+1)(\ell+d-3)}{r^{2}} \phi^{V}-\frac{1}{f(r)} \frac{\partial^{2} \phi^{V}}{\partial t^{2}}\right\} .
\end{align*}
$$

Thus, we conclude that linearized Yang-Mills equations are satisfied provided ${ }^{2}$

$$
\begin{align*}
r^{d-3} \frac{\partial}{\partial r}\left(\frac{f(r)}{r^{d-3}} \frac{\partial \phi^{S}}{\partial r}\right)-\frac{\ell(\ell+d-2)}{r^{2}} \phi^{S}-\frac{1}{f(r)} \frac{\partial^{2} \phi^{S}}{\partial t^{2}} & =0 \\
\frac{1}{r^{d-3}} \frac{\partial}{\partial r}\left(f(r) r^{d-3} \frac{\partial \phi^{V}}{\partial r}\right)-\frac{(\ell+1)(\ell+d-3)}{r^{2}} \phi^{V}-\frac{1}{f(r)} \frac{\partial^{2} \phi^{V}}{\partial t^{2}} & =0 \tag{2.16}
\end{align*}
$$

The explicit solutions can be written in terms of hypergeometric functions in the frequency domain via $\phi_{\ell}^{S}(t, r)=r^{d-4} \sum_{\Delta} e^{-i \frac{\Delta}{R} t} \phi_{\Delta, l}^{S}(r)$ and $\phi_{\ell}^{V}(t, r)=\sum_{\Delta} e^{-i \frac{\Delta}{R} t} \phi_{\Delta, l}^{V}(r)$. The solutions regular at the origin are given by

$$
\begin{align*}
& \phi_{\Delta, \ell}^{S}(r)=r^{\ell+2} f(r)^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(\Delta+\ell+2), \frac{1}{2}(\Delta+\ell+d-2), \frac{d}{2}+\ell,-\frac{r^{2}}{R^{2}}\right),  \tag{2.17}\\
& \phi_{\Delta, \ell}^{V}(r)=r^{\ell+1} f(r)^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(\Delta+\ell+1), \frac{1}{2}(\Delta+\ell+d-1), \frac{d}{2}+\ell,-\frac{r^{2}}{R^{2}}\right) .
\end{align*}
$$

[^1]The solutions regular at infinity are given by

$$
\begin{align*}
& \phi_{\Delta, \ell}^{S}(r)=\frac{1}{r^{\ell+d-4}} f(r)^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(\Delta-\ell), \frac{1}{2}(\Delta-\ell-d+4), 2-\frac{d}{2}-\ell,-\frac{r^{2}}{R^{2}}\right), \\
& \phi_{\Delta, \ell}^{V}(r)=\frac{1}{r^{\ell+d-3}} f(r)^{\frac{\Delta}{2}}{ }_{2} F_{1}\left(\frac{1}{2}(\Delta-\ell+1), \frac{1}{2}(\Delta-\ell-d+3), 2-\frac{d}{2}-\ell,-\frac{r^{2}}{R^{2}}\right) . \tag{2.18}
\end{align*}
$$

In the rest of this paper, we use $\phi_{\Delta, \ell}^{S}(r)$ and $\phi_{\Delta, \ell}^{S}(r)$ to denote either of the respective solutions above.

The equations obtained in (2.16) are again hypergeometric differential equations of the kind obtained in section 2.1. In [88], the Maxwell equations in AdS were written down in this formalism, and after a change of variables, agree with the ones above. We shall treat the linearized Einstein equations elsewhere (see [88] too), but we just note here that they reduce to such equations too. In appendix B, we treat the generalized equation of this kind and write down its solutions. Taking the flat space of the solutions appropriately, we show how Bessel functions are recovered.

While we have employed a convenient gauge choice, we can write the linearized solutions in a general gauge as well. In order to do this, we shall write the gauge invariants at the linearized order. We write the decomposition of the gauge field in eq. (2.11) as

$$
\begin{align*}
& \mathcal{A}_{\alpha}^{a(1)}=f_{\alpha}^{a(1)} S \\
& \mathcal{A}_{i}^{a(1)}=f_{S}^{a(1)} D_{i} S+f_{V}^{a(1)} V_{i}, \tag{2.19}
\end{align*}
$$

where, as before, we have dropped all coordinate dependencies, and $\ell$ labels. Since the gauge field enjoys only a scalar function worth of gauge freedom, it follows that its purely vector part $f_{V}^{a(1)}$ is gauge invariant by itself. Looking at the action of the gauge transformation eq. (2.12), it is clear that the other two gauge invariants on $M_{2}$ are given by $\left(f_{\alpha}^{a(1)}-\nabla_{\alpha} f_{S}^{a(1)}\right)$. Hence, on the full spacetime, we can form the following gauge invariant combinations

$$
\begin{align*}
\mathcal{B}_{\alpha}^{a} & =\left(f_{\alpha}^{a(1)}-\nabla_{\alpha} f_{S}^{a(1)}\right) S  \tag{2.20}\\
\mathcal{B}_{i}^{a} & =f_{V}^{a(1)} V_{i}
\end{align*}
$$

Now, we can simply write the gauge invariant analogue of eq. (2.14) as

$$
\begin{equation*}
\mathcal{B}_{a, \mu}=\phi_{a}^{V(1)} V_{i} \delta_{\mu}^{i}+\frac{1}{r^{d-3}} \epsilon_{\alpha \beta}\left(\hat{\nabla}^{\beta} \phi_{a}^{S(1)}\right) S \delta_{\mu}^{\alpha}, \tag{2.21}
\end{equation*}
$$

where $\phi_{a}^{S(1)}$ and $\phi_{a}^{V(1)}$ are the same scalar variables as before satisfying eqs. (2.16). Thus, the replacement $\mathcal{A}_{a, \mu}^{(1)} \rightarrow \mathcal{B}_{a, \mu}$ takes the results we get in our gauge to a general gauge. We can explicitly write down the general linearized solution for the gauge field as

$$
\begin{align*}
\mathcal{A}_{t}^{a(1)} & =\left\{\frac{f(r)}{r^{d-3}} \frac{\partial}{\partial r} \phi_{a}^{S(1)}+\nabla_{t} f_{S}^{a(1)}\right\} S, \\
\mathcal{A}_{r}^{a(n)} & =\left\{\frac{1}{f(r)} \frac{1}{r^{d-3}} \frac{\partial}{\partial t} \phi_{a}^{S(1)}+\nabla_{r} f_{S}^{a(1)}\right\} S,  \tag{2.22}\\
\mathcal{A}_{i}^{a(n)} & =\phi_{a}^{V(1)} V_{i}+f_{S}^{a(1)} D_{i} S,
\end{align*}
$$

with $f_{S}^{a(1)}(t, r)$ an arbitrary function, the choice of which determines the gauge one is in. Of course, this general solution can also be obtained by performing a gauge transformation on the solution in eq. (2.14) with $f_{S}^{a(1)}(t, r)=0$.

### 2.3 The bi-adjoint to Yang-Mills correspondence at first order

We wish to show that there exists a map between linearized bi-adjoint solutions and linearized Yang-Mills solutions. In the previous section, we have expressed the solutions of the YangMills equations in terms of two functions, one each in the scalar and vector sectors, given in eqs. (2.17), (2.18). Here, we show that these functions can be arrived at by applying a differential operator to the linearized bi-adjoint solutions in eqs. (2.7), (2.8). This then implies the desired map.

As we have noted, all these solutions are hypergeometric functions, and so finding a relation between them is an exercise in the theory of these functions. A natural place to look are the contiguous relations between hypergeometric functions which enable one to raise or lower the three parameters $(a, b, c)$ by integer values. However, here we need to raise or lower these parameters by half-integer values. We solve this problem by using the following construction. We first define linear differential operators that raise or lower the angular momentum $l$ by one unit. Applying such an operator once to the linearized bi-adjoint solution $\phi$ generates the function appearing in the vector sector of the linearized Yang-Mills solution $\phi^{V}$. Applying it again generates the function appearing in the scalar sector $\phi^{S}$. Starting with a bi-adjoint solution, we can either apply the raising or lowering operators to generate the Yang-Mills scalars of larger or smaller angular momentum respectively. Conversely, every Yang-Mills solution can be generated in this manner, starting with some bi-adjoint scalar solution. Instead of angular momentum, we can also choose to raise or lower in the frequency $\Delta$. All such identities which relate the linearized bi-adjoint solutions to the Yang-Mills ones can be obtained as consequences of the contiguous relations satisfied by the corresponding hypergeometric functions.

First, we generate the Yang-Mills scalars by lowering angular momentum,

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =\left((\ell+d-1)+r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta, \ell+1}, \\
\phi_{\Delta, \ell}^{S} & =\left((\ell+d-2)+r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta, \ell+1}^{V}  \tag{2.23}\\
& =\left((\ell+d-2)+r f(r) \frac{\partial}{\partial r}\right)\left((\ell+d)+r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta, \ell+2}
\end{align*}
$$

Defining a lowering operator in angular momentum space, $a_{\ell+1} \equiv\left\{(\ell+d-1)+r f(r) \frac{\partial}{\partial r}\right\}$, we can write these relations succinctly as

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =a_{\ell+1} \phi_{\Delta, \ell+1}, \\
\phi_{\Delta, \ell}^{S} & =a_{\ell} \phi_{\Delta, \ell+1}^{V}  \tag{2.24}\\
& =a_{\ell} a_{\ell+2} \phi_{\Delta, \ell+2}
\end{align*}
$$

We note that the angular momentum number of these raising operators is never smaller than 0 , so that this is a definition for $a_{k}$ with $k \geq 0$. Also, this procedure gives $\left(\phi_{\Delta, \ell}^{S}, \phi_{\Delta, \ell}^{V}\right)$
for every possible value of $(\Delta, \ell)$, which implies that this procedure can be used to obtain all the linearized Yang-Mills solutions.

We now write the analogous relations if we raise the angular momentum instead,

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =\left((\ell-1)-r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta, \ell-1} \\
\phi_{\Delta, \ell}^{S} & =\left(\ell-r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta, \ell-1}^{V}  \tag{2.25}\\
& =\left(\ell-r f(r) \frac{\partial}{\partial r}\right)\left((\ell-2)-r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta, \ell-2}
\end{align*}
$$

In the same vein as earlier, we can define a raising operator in angular momentum space as $a_{-\ell-1}=\left\{(\ell-1)-r f(r) \frac{\partial}{\partial r}\right\}$, and cast these relations as

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =a_{-\ell-1} \phi_{\Delta, \ell-1} \\
\phi_{\Delta, \ell}^{S} & =a_{-\ell-2} \phi_{\Delta, \ell-1}^{V}  \tag{2.26}\\
& =a_{-\ell-2} a_{-\ell} \phi_{\Delta, \ell-2} .
\end{align*}
$$

We note that the raising operators so defined never have their angular momentum index be equal to or greater than 0 . So taken together with the definition of the lowering operators, we have a definition of $a_{k}$ for all integers. The negative integers provide the raising operators, and the non-negative integers provide the lowering operators.

The results of this section taken together with the ones of the previous sections, imply that for every linearized solution of the bi-adjoint equations of motion, we can generate a solution to the linearized Yang-Mills equations. Conversely, every linearized Yang-Mills solution can be obtained starting from the linearized bi-adjoint scalar solutions. We shall now explicitly write this map, found by raising or lowering angular momentum. In doing so, we will go back to using the time coordinate $t$ instead of dealing with the frequency $\Delta$. Restoring the coordinate dependencies, every solution to the linearized bi-adjoint equations of motion

$$
\begin{equation*}
\phi_{a \tilde{a}}^{(1)}\left(t, r, \theta_{i}\right)=t_{a} t_{\tilde{a}} \sum_{\ell} \phi_{\ell}^{(1)}(t, r) S_{\ell}\left(\theta_{i}\right) \tag{2.27}
\end{equation*}
$$

generates the following solution to the linearized Yang-Mills equations of motion

$$
\begin{align*}
& \mathcal{A}_{t}^{a(1)}\left(t, r, \theta_{i}\right)=t_{a} \frac{f(r)}{r^{d-3}} \sum_{\ell} \frac{\partial}{\partial r}\left(r^{d-4} a_{\ell} a_{\ell+2} \phi_{\ell+2}^{(1)}(t, r)\right) S_{\ell}\left(\theta_{i}\right) \\
& \mathcal{A}_{r}^{a(1)}\left(t, r, \theta_{i}\right)=t_{a} \frac{1}{r^{d-3} f(r)} \sum_{\ell} \frac{\partial}{\partial t}\left(r^{d-4} a_{\ell} a_{\ell+2} \phi_{\ell+2}^{(1)}(t, r)\right) S_{\ell}\left(\theta_{i}\right),  \tag{2.28}\\
& \mathcal{A}_{i}^{a(1)}\left(t, r, \theta_{i}\right)=t_{a} \sum_{\ell} a_{\ell+1} \phi_{\ell+1}^{(1)}(t, r) V_{\ell, i}\left(\theta_{i}\right)
\end{align*}
$$

Instead, using raising operators, we can generate the following solution to the linearized

Yang-Mills equations

$$
\begin{align*}
& \mathcal{A}_{t}^{a(1)}\left(t, r, \theta_{i}\right)=t_{a} \frac{f(r)}{r^{d-3}} \sum_{\ell} \frac{\partial}{\partial r}\left(r^{d-4} a_{-\ell} a_{-\ell-2} \phi_{\ell-2}^{(1)}(t, r)\right) S_{\ell}\left(\theta_{i}\right), \\
& \mathcal{A}_{r}^{a(1)}\left(t, r, \theta_{i}\right)=t_{a} \frac{1}{r^{d-3} f(r)} \sum_{\ell} \frac{\partial}{\partial t}\left(r^{d-4} a_{-\ell} a_{-\ell-2} \phi_{\ell-2}^{(1)}(t, r)\right) S_{\ell}\left(\theta_{i}\right),  \tag{2.29}\\
& \mathcal{A}_{i}^{a(1)}\left(t, r, \theta_{i}\right)=t_{a} \sum_{\ell} a_{-\ell-1} \phi_{\ell-1}^{(1)}(t, r) V_{\ell, i}\left(\theta_{i}\right) .
\end{align*}
$$

Either of eqs. $(2.28),(2.29)$ provide the explicit map at the linearized level that we sought.
The notation that we have introduced for the raising and lowering operators enables us to write a compact formula for the linearized map. Dropping the coordinate dependencies for convenience, this takes the form

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(1)}=t_{a} \sum_{\ell}\left\{a_{ \pm \ell \pm 1} \phi_{\ell \pm 1}^{(1)} V_{\ell, i} \delta_{\mu}^{i}+\frac{1}{r^{d-3}} \epsilon_{\alpha \beta} \hat{\nabla}^{\beta}\left(r^{d-4} a_{ \pm \ell} a_{ \pm \ell \pm 2} \phi_{\ell \pm 2}^{(1)}\right) S_{\ell} \delta_{\mu}^{\alpha}\right\} . \tag{2.30}
\end{equation*}
$$

Here, choosing all the plus signs reproduces eq. (2.28), whereas choosing all the minus signs reproduces eq. (2.29).

As we have mentioned, we can arrive at an analogous map if we choose to lower or raise the frequency $\Delta$ instead. Choosing to lower frequency, we arrive at

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =\frac{r}{f(r)^{\frac{1}{2}}}\left((\Delta+1)-r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta+1, \ell}, \\
\phi_{\Delta, \ell}^{S} & =\frac{r}{f(r)^{\frac{1}{2}}}\left((\Delta+1)-r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta+1, \ell}^{V}  \tag{2.31}\\
& =\frac{r^{2}}{f(r)}\left((\Delta+1)-r f(r) \frac{\partial}{\partial r}\right)^{2} \phi_{\Delta+2, \ell}
\end{align*}
$$

Defining a lowering operator in angular momentum space, $b_{\Delta+1}=\frac{r}{f(r)^{\frac{1}{2}}}\{(\Delta+1)$ $\left.-r f(r) \frac{\partial}{\partial r}\right\}$, we can cast these relations as

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =b_{\Delta+1} \phi_{\Delta+1, \ell}, \\
\phi_{\Delta, \ell}^{S} & =b_{\Delta+1} \phi_{\Delta+1, \ell}^{V}  \tag{2.32}\\
& =\left(b_{\Delta+1}\right)^{2} \phi_{\Delta+2, \ell}
\end{align*}
$$

If we raise the frequency instead, the corresponding relations are

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =\frac{r}{f(r)^{\frac{1}{2}}}\left((\Delta-1)+r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta-1, \ell}, \\
\phi_{\Delta, \ell}^{S} & =\frac{r}{f(r)^{\frac{1}{2}}}\left((\Delta-1)+r f(r) \frac{\partial}{\partial r}\right) \phi_{\Delta-1, \ell}^{V}  \tag{2.33}\\
& =\frac{r^{2}}{f(r)}\left((\Delta-1)+r f(r) \frac{\partial}{\partial r}\right)^{2} \phi_{\Delta-2, \ell}
\end{align*}
$$

In the same vein as earlier, we can define a raising operator in frequency space as $b_{-\Delta-1}=\frac{r}{f(r)^{\frac{1}{2}}}\left\{(\Delta-1)+r f(r) \frac{\partial}{\partial r}\right\}$, and express these relations as

$$
\begin{align*}
\phi_{\Delta, \ell}^{V} & =b_{-\Delta-1} \phi_{\Delta-1, \ell}, \\
\phi_{\Delta, \ell}^{S} & =b_{-\Delta-1} \phi_{\Delta-1, \ell}^{V}  \tag{2.34}\\
& =\left(b_{-\Delta-1}\right)^{2} \phi_{\Delta-2, \ell}
\end{align*}
$$

As in the case of the $a_{k}$ operators, we have a definition of $b_{k}$ for all integer $k$. The negative integers provide the raising operators, and the non-negative integers provide the lowering operators. Using these operators, we see that for every solution of the bi-adjoint equations of motion given by eq. (2.27), we can generate a solution to the linearized Yang-Mills equations, analogous to eq. (2.30) given by

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(1)}=t_{a} \sum_{\ell, \Delta}\left\{e^{-i \frac{\Delta}{R} t} b_{ \pm \Delta \pm 1} \phi_{\Delta \pm 1, \ell}^{(1)} V_{\ell, i} \delta_{\mu}^{i}+\frac{1}{r^{d-3}} \epsilon_{\alpha \beta} \hat{\nabla}^{\beta}\left(e^{-i \frac{\Delta}{R} t} r^{d-4}\left(b_{ \pm \Delta \pm 1}\right)^{2} \phi_{\Delta \pm 2, \ell}^{(1)}\right) S_{\ell} \delta_{\mu}^{\alpha}\right\} \tag{2.35}
\end{equation*}
$$

where, choosing all the plus signs generates solutions by lowering $\Delta$ whereas choosing all the minus signs generates solutions by raising $\Delta$.

## 3 The bi-adjoint to Yang-Mills correspondence to all orders

In this section, we will provide a map between all perturbative solutions of the bi-adjoint equations of motion, and those of the Yang-Mills equations in an arbitrary curved spacetime. We shall specialize the all-order map to flat spacetimes in section (3.1), and to AdS spacetimes in section (3.2).

The all-order map between the bi-adjoint and Yang-Mills solutions takes as input a linearized map between these solutions. However, it doesn't depend on the specific form of this map. For notational simplicity we shall refer to the linearized map as

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(1)}=t_{a} \mathcal{K}_{\mu}^{(1)}\left[\phi^{(1)}\right]=\mathcal{K}_{a, \mu}^{(1)}\left[\phi^{(1)}\right] . \tag{3.1}
\end{equation*}
$$

This map could be the one described in the previous section for maximally symmetric spacetimes as in eq. (2.30). More generally, it could also be some other map between the linearized solutions. For example, one way to generalize the map in the previous section is to introduce non-dynamical sources, whose effect is only seen at the linear order in perturbation. It could also be an entirely different map constructed for a non maximally symmetric spacetime. The all-order map we construct in this section can be used to obtain the respective perturbations in a general curved spacetime, about any such solution. The all-order map is also agnostic to the choice of gauge.

We wish to lift the linear order map in eq. (2.30) to an arbitrary order $n$. As the all-order map can be cast in terms of just the linear bi-adjoint solution, we will abuse notation for simplicity and write the map as

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(n)}=\mathcal{K}_{a, \mu}^{(n)}\left[\phi^{(1)}\right] \equiv \mathcal{K} \phi_{a, \mu}^{(n)} \tag{3.2}
\end{equation*}
$$

At $n$th order in perturbation, the bi-adjoint equations of motion are

$$
\begin{equation*}
\nabla^{\mu} \nabla_{\mu} \phi_{a \tilde{a}}^{(n)}=-f^{a b c} \tilde{f} \tilde{a} \tilde{a} \tilde{c} \sum_{\substack{\{i, j\} \\\{i+j=n\}}} \phi_{b \tilde{b}}^{(i)} \phi_{c \tilde{c}}^{(j)} \tag{3.3}
\end{equation*}
$$

where the sum is over all positive integers $\{i, j\}$ such that $(i+j)=n$.
We define the bi-adjoint source at order $n$,

$$
\begin{equation*}
\mathcal{J}_{\tilde{a}, b c}^{(n)}=\tilde{f} \tilde{a} \tilde{a} \tilde{c} \sum_{\substack{\{i, j\} \\\{i+j=n\}}} \phi_{b \tilde{b}}^{(i)} \phi_{c \tilde{c}}^{(j)}, \tag{3.4}
\end{equation*}
$$

The solution of the bi-adjoint equations of motion are integrals over the spacetime with the integrand being a convolution of the Green's function with the bi-adjoint source $\mathcal{J}_{\tilde{a}, b c}^{(n)}$.

In the spirit of the quantum double copy procedure, the aim is to provide the analogous integrand for the Yang-Mills field $\mathcal{A}_{a, \mu}^{(n)}$. The Yang-Mills equations

$$
\begin{equation*}
\nabla^{\mu} F_{\mu \nu}^{a}=-f^{a b c} A_{b}^{\mu} F_{\mu \nu}^{c} \tag{3.5}
\end{equation*}
$$

can be cast, to $n$th order in perturbation, as

$$
\begin{equation*}
\nabla^{\mu}\left(\nabla_{\mu} \mathcal{A}_{a, \nu}^{(n)}-\nabla_{\nu} \mathcal{A}_{a, \mu}^{(n)}\right)=-f^{a b c} \mathcal{J}_{\mu, b c}^{(n)} \tag{3.6}
\end{equation*}
$$

The existence of a map eq. (2.30) between the linearized bi-adjoint solutions and the linearized Yang-Mills solutions implies a map between the corresponding Green's functions. The solution to the gauge field at arbitrary order in perturbation can be cast as an integral of this Green's function convoluted with the Yang-Mills source $\mathcal{J}_{\mu, b c}^{(n)}$.

To specify the all order map, what remains then is to provide the Yang-Mills source $\mathcal{J}_{\mu, b c}^{(n)}$ in terms of the linearized bi-adjoint solutions. In order to so, let us first introduce the operator

$$
\begin{equation*}
\mathcal{G}^{\mu \nu \rho}\left[x_{1}, x_{2}, x_{3}\right]=\frac{1}{2}\left\{g^{\mu \nu}\left(\nabla_{2}-\nabla_{1}\right)^{\rho}+g^{\nu \rho}\left(\nabla_{3}-\nabla_{2}\right)^{\mu}+g^{\rho \mu}\left(\nabla_{1}-\nabla_{3}\right)^{\nu}\right\} \tag{3.7}
\end{equation*}
$$

This is the curved space analogue of the kinematic part of the familiar three-point vertex in pure Yang-Mills theory on a flat background. The action of this operator on a product of fields, say $C_{\nu} C_{\rho}$ is defined in a point-splitting way. We first obtain the action of the operator on the product by separating the fields in space-time i.e, we first compute $\mathcal{G}^{\mu \nu \rho}\left[x_{1}, x_{2}, x_{3}\right] C_{\nu}\left(x_{2}\right) C_{\rho}\left(x_{3}\right)$. While doing so, we shall use that the operator $\left(\nabla_{1}+\nabla_{2}+\nabla_{3}\right)$ acting on the product of fields is zero. We then take the limit of this expression as the points approach each other i.e $x_{2} \rightarrow x_{3}$. We denote the final object thus obtained simply as $\mathcal{G}^{\mu \nu \rho} C_{\nu} C_{\rho}$.

We are now ready to provide the final ingredient that completes the all-order map,

$$
\begin{equation*}
\mathcal{J}_{b c}^{\mu(n)}=\sum_{\substack{\{i, j\} \\\{i+j=n\}}}\left(\mathcal{G}^{\mu \nu \rho} \mathcal{K} \phi_{b, \nu}^{(i)} \mathcal{K} \phi_{c, \rho}^{(j)}+f^{c d e} \mathcal{K} \phi_{b}^{\lambda(i)} \sum_{\substack{\{p, q\} \\\{p+q=j\}}} \mathcal{K} \phi_{d, \lambda}^{(p)} \mathcal{K} \phi_{e}^{\mu(q)}\right) \tag{3.8}
\end{equation*}
$$

We shall unpack this map now by writing it down explicitly for $n=2,3$. The solutions thus generated are seen to satisfy the Yang-Mills equations by an explicit computation. We then generalize the argument to arbitrary $n$.

At second order in the coupling, the bi-adjoint equation of motion eq. (3.3) reads

$$
\begin{equation*}
\nabla^{\mu} \nabla_{\mu} \phi_{a \tilde{a}}^{(2)}=-f^{a b c} \mathcal{J}_{b c}^{\tilde{a}(2)} \tag{3.9}
\end{equation*}
$$

with the bi-adjoint source term defined as

$$
\begin{equation*}
\mathcal{J}_{b c}^{\tilde{a}(2)}=\tilde{f}^{\tilde{a} \tilde{b} \tilde{c}} \phi_{b \tilde{b}}^{(1)} \phi_{c \tilde{c}}^{(1)} \tag{3.10}
\end{equation*}
$$

In terms of Feynman diagrams, this corresponds to a diagram with a 3-point vertex, with two source insertions corresponding to the first order solution. The operator $\mathcal{G}^{\mu \nu \rho}$ works to reproduce the corresponding Yang-Mills contribution, so that the Yang-Mills source eq. (3.8) at the second order is

$$
\begin{equation*}
\mathcal{J}_{b c}^{\mu(2)}=\mathcal{G}^{\mu \nu \rho} t_{b} \mathcal{K}_{\nu}^{(1)}\left[\phi^{(1)}\right] t_{c} \mathcal{K}_{\rho}^{(1)}\left[\phi^{(1)}\right] \tag{3.11}
\end{equation*}
$$

This provides the second order gauge field entirely in terms of solutions to the bi-adjoint equation of motion. As we have the linear map eq. (2.30), all we need in order to verify the map at the second order is to reproduce the second order Yang-Mills source. From the definition in eq. (3.6), this is

$$
\begin{equation*}
\left\{2\left(\nabla^{\lambda} \mathcal{A}_{b}^{\mu(1)}\right) \mathcal{A}_{c, \lambda}^{(1)}+\mathcal{A}_{b}^{\mu(1)}\left(\nabla^{\lambda} \mathcal{A}_{c, \lambda}^{(1)}\right)+\mathcal{A}_{b}^{\lambda(1)} \nabla^{\mu} \mathcal{A}_{c, \lambda}^{(1)}\right\} \tag{3.12}
\end{equation*}
$$

Upon using the first order map eq. (2.30), it reduces to the form in eq. (3.11).
We now proceed to the third order. As mentioned earlier, we abuse notation to write the second order map as

$$
\begin{equation*}
\mathcal{A}_{a, \mu}^{(2)}=\mathcal{K}_{a, \mu}^{(2)}\left[\phi^{(1)}\right]=\mathcal{K} \phi_{a, \mu}^{(2)} \tag{3.13}
\end{equation*}
$$

At the third order, the bi-adjoint source is

$$
\begin{equation*}
\mathcal{J}_{b c}^{\tilde{a}(3)}=2 \tilde{f}^{\tilde{a} \tilde{b} \tilde{c}} \phi_{b \tilde{b}}^{(1)} \phi_{c \tilde{c}}^{(2)} \tag{3.14}
\end{equation*}
$$

The second order solution for the bi-adjoint scalar $\phi_{c \tilde{c}}^{(2)}$ is linear in both structure constants $f^{a b c}$ and $\tilde{f} \tilde{a} \tilde{b} \tilde{c}$. Hence, the third order solution is quadratic in $f^{a b c}$ and $\tilde{f} \tilde{a} \tilde{b} \tilde{b}$. This corresponds to Feynman diagrams with two 3-point vertices connected by an internal propagator. The second term in the corresponding Yang-Mills source in eq. (3.8) contracts part of this contribution into a 4 -point vertex to give

$$
\begin{equation*}
\mathcal{J}_{b c}^{\mu(3)}=2 \mathcal{G}^{\mu \nu \rho} \mathcal{K} \phi_{b, \nu}^{(1)} \mathcal{K} \phi_{c, \rho}^{(2)}+f^{c d e} \mathcal{K} \phi_{b}^{\lambda(1)} \mathcal{K} \phi_{d, \lambda}^{(1)} \mathcal{K} \phi_{e}^{\mu(1)} \tag{3.15}
\end{equation*}
$$

In other words, this is the inverse of the blowing up procedure of contributions of contact vertices into those of 3 -point vertices that is used in the discussion of the BCJ double copy for quantum amplitudes. Taken together with the second order map, it is clear that the
third order map is again entirely in terms of the linearized bi-adjoint solution. The third order Yang-Mills source is

$$
\begin{equation*}
2\left\{2\left(\nabla^{\lambda} \mathcal{A}_{b}^{\mu(1)}\right) \mathcal{A}_{c, \lambda}^{(2)}+\mathcal{A}_{b}^{\mu(1)}\left(\nabla^{\lambda} \mathcal{A}_{c, \lambda}^{(2)}\right)+\mathcal{A}_{b}^{\lambda(1)} \nabla^{\mu} \mathcal{A}_{c, \lambda}^{(2)}\right\}-f^{a b c} f^{c d e} \mathcal{A}_{b}^{\lambda(1)} \mathcal{A}_{d, \lambda}^{(1)} \mathcal{A}_{e}^{\mu(1)} \tag{3.16}
\end{equation*}
$$

Using the first and second order map, this can be seen to take the form quoted in eq. (3.15). The generalization of the map to arbitrary order $n$ is immediate. We first cast the Yang-Mills source at order $n$ into the form

$$
\begin{align*}
& \sum_{\substack{\{i, j\} \\
\{i, j=n\}}}\left\{2\left(\nabla^{\lambda} \mathcal{A}_{b}^{\mu(i)}\right) \mathcal{A}_{c, \lambda}^{(j)}+\mathcal{A}_{b}^{\mu(i)}\left(\nabla^{\lambda} \mathcal{A}_{c, \lambda}^{(j)}\right)+\mathcal{A}_{b}^{\lambda(i)} \nabla^{\mu} \mathcal{A}_{c, \lambda}^{(j)}\right\} \\
& -f^{a b c} f^{c d e} \sum_{\substack{\{i, j\} \\
\{i+j=n\}}} \mathcal{A}_{b}^{\lambda(i)} \sum_{\substack{\{p, q\} \\
\{p+q=j\}}} \mathcal{A}_{d, \lambda}^{(p)} \mathcal{A}_{e}^{\mu(q)} \tag{3.17}
\end{align*}
$$

We then use the maps of order smaller than $n$ to express this in the form quoted in eq. (3.8).

### 3.1 Flat space

The all-order map of the last section was between perturbations of the bi-adjoint scalar and those of the Yang-Mills field in an arbitrary spacetime, and without any gauge choice. We specialize this map to Minkowski spacetimes. We first need to specify the linearized map. We could use the flat space limit of the linearized map of section 2.3 , which follows from the recurrence relations satisfied by Bessel functions. However, in flat space, there's a simpler choice for the linearized map that we shall use here. We choose the Coulomb gauge $\nabla^{\mu} \mathcal{A}_{a, \mu}=0$, and find it convenient to write the solutions in momentum space.

The solution of the bi-adjoint equations of motion

$$
\begin{equation*}
\partial^{\mu} \partial_{\mu} \phi_{a \tilde{a}}=-f^{a b c} \tilde{f}^{\tilde{a} \tilde{b} \tilde{c}} \phi_{b \tilde{b}} \phi_{c \tilde{c}} \tag{3.18}
\end{equation*}
$$

can be written, in momentum space, as

$$
\begin{align*}
\phi_{a \tilde{a}}(k) & =\frac{1}{k^{2}} f^{a b c} \mathcal{J}_{b c}^{\tilde{a}}(k),  \tag{3.19}\\
\mathcal{J}_{b c}^{\tilde{a}}(k) & =\tilde{f}^{\tilde{a} \tilde{a} \tilde{c}} \int_{k_{1}, k_{2}} \phi_{b \tilde{b}}\left(k_{1}\right) \phi_{c \tilde{c}}\left(k_{2}\right) \delta^{(d)}\left(k-k_{1}-k_{2}\right), \tag{3.20}
\end{align*}
$$

where we have introduced the notation $\int_{k}=\int \frac{d^{d} k}{(2 \pi)^{d}}$.
In the Coulomb gauge, the solution of the Yang-Mills equations

$$
\begin{align*}
\partial^{\mu} \partial_{\mu} A_{a}^{\nu}(x) & =-f^{a b c} J_{b c}^{\nu}(x)  \tag{3.21}\\
J_{b c}^{\nu}(x) & =A_{\nu}^{b}(x)\left(\partial^{\nu} A_{c}^{\mu}(x)-F_{c}^{\mu \nu}(x)\right) \tag{3.22}
\end{align*}
$$

can be similarly written, in momentum space, as

$$
\begin{equation*}
\mathcal{A}_{a}^{\nu}(k)=\frac{1}{k^{2}} f^{a b c} \mathcal{J}_{b c}^{\nu}(k) \tag{3.23}
\end{equation*}
$$

where $\mathcal{J}_{b c}^{\nu}(k)$ is the Fourier transform of eq. (3.22).

Starting with a linearized solution of the bi-adjoint equations

$$
\phi_{a \tilde{a}}^{(1)}(k)=t_{a} t_{\tilde{a}} \phi^{(1)}(k)
$$

it is easily seen that the linearized Yang-Mills equations of motion are solved by

$$
\begin{equation*}
\mathcal{A}_{a, \nu}^{(1)}(k)=t_{a} k_{\nu} \phi^{(1)}(k) \equiv \mathcal{K} \phi_{a, \nu}^{(1)}(k) \tag{3.24}
\end{equation*}
$$

This defines the first order map. We now use the all-order map to arrive at the higher order Yang-Mills solutions. We first define the flat space version of eq. (3.7) in momentum space,

$$
\begin{equation*}
\Gamma^{\mu \nu \rho}\left(k_{1}, k_{2}, k_{3}\right)=-\frac{i}{2}\left\{\eta^{\mu \nu}\left(k_{2}-k_{1}\right)^{\rho}+\eta^{\nu \rho}\left(k_{3}-k_{2}\right)^{\mu}+\eta^{\rho \mu}\left(k_{1}-k_{3}\right)^{\nu}\right\} \tag{3.25}
\end{equation*}
$$

At the second order, using eq. (3.11), we get

$$
\begin{align*}
\mathcal{A}_{a}^{\mu(2)}(k) & =\frac{g}{k^{2}} f^{a b c} t_{b} t_{c} \int_{k_{1}, k_{2}} \Gamma^{\mu \nu \rho}\left(-k, k_{1}, k_{2}\right) k_{1, \nu} k_{2, \rho} \phi^{(1)}\left(k_{1}\right) \phi^{(1)}\left(k_{2}\right) \delta^{(d)}\left(k-k_{1}-k_{2}\right) \\
& =\frac{g}{k^{2}} f^{a b c} t_{b} t_{c} \int_{p} \Gamma^{\mu \nu \rho}(-k, p, k-p) p_{\nu}(k-p)_{\rho} \phi^{(1)}(p) \phi^{(1)}(k-p) \\
& \equiv \mathcal{K} \phi_{a}^{\mu(2)}(k) \tag{3.26}
\end{align*}
$$

This can be explicitly checked to be a solution of the second order Yang-Mills equations.

At the third order, we use eq. (3.15) to construct

$$
\begin{align*}
\mathcal{J}_{b c}^{\mu(3)}(k)= & 2 \int_{k_{1}, k_{2}} \Gamma^{\mu \nu \rho}\left(-k, k_{1}, k_{2}\right) \mathcal{K} \phi_{b, \nu}^{(1)}\left(k_{1}\right) \mathcal{K} \phi_{c, \rho}^{(2)}\left(k_{2}\right) \delta^{(d)}\left(k-k_{1}-k_{2}\right)  \tag{3.27}\\
& +f^{c d e} \int_{k_{1}, k_{2}, k_{3}} \mathcal{K} \phi_{b}^{\nu(1)}\left(k_{1}\right) \mathcal{K} \phi_{d, \nu}^{(1)}\left(k_{2}\right) \mathcal{K} \phi_{e}^{\mu(1)}\left(k_{3}\right) \delta^{(d)}\left(k-k_{1}-k_{2}-k_{3}\right)
\end{align*}
$$

After substituting the lower order maps found in eqs. (3.24), (3.26), we find that the YangMills field is given by

$$
\begin{align*}
\mathcal{A}_{a}^{\mu(3)}(k)= & \frac{g^{2}}{k^{2}} f^{a b c} f^{c d e} t_{b} t_{d} t_{e} \int_{k_{1}, k_{2}, k_{3}} \phi^{(1)}\left(k_{1}\right) \phi^{(1)}\left(k_{2}\right) \phi^{(1)}\left(k_{3}\right) \delta^{(d)}\left(k-k_{1}-k_{2}-k_{3}\right) \\
& \times\left\{\frac{2}{\left(k-k_{1}\right)^{2}} \Gamma^{\mu \nu \rho}\left(-k, k_{1}, k-k_{1}\right) \Gamma^{\theta \gamma \sigma}\left(-\left(k-k_{1}\right), k_{2}, k_{3}\right) \eta_{\theta \rho}+\eta^{\mu \sigma} \eta^{\gamma \nu}\right\} k_{1, \nu} k_{2, \gamma} k_{3, \sigma} \\
= & \frac{g^{2}}{k^{2}} f^{a b c} f^{c d e} t_{b} t_{d} t_{e} \int_{p, q} p_{\nu} q_{\gamma}(k-p-q)_{\sigma} \phi^{(1)}(p) \phi^{(1)}(q) \phi^{(1)}(k-p-q) \\
& \times\left\{\frac{2 \eta_{\theta \rho}}{(k-p)^{2}} \Gamma^{\mu \nu \rho}(-k, p, k-p) \Gamma^{\theta \gamma \sigma}(-(k-p), q, k-p-q)+\eta^{\mu \sigma} \eta^{\gamma \nu}\right\} \tag{3.28}
\end{align*}
$$

Again, this can be explicitly checked to be a solution to the Yang-Mills equations at this order.

Continuing this procedure, we can produce explicit expressions for the Yang-Mills field in terms of the linearized bi-adjoint solutions, at an arbitrary order in the perturbation.

### 3.2 AdS

In this section, we specialize to $A d S_{d+1}$, and choose the gauge described in section (2.2), in which the Yang Mills field is given by eqs. (2.13). Beginning from solutions to the bi-adjoint equation of motion in $A d S_{d+1}$ at the $n$th order, the map described in the previous section gives us $\mathcal{J}_{b c}^{\mu(n)}$, defined by eq. (3.8). We decompose this, just as we did for the Yang-Mills field in eq. (2.11), to get the vector and scalar components $J_{a}^{V(n)}$ and $J_{a}^{S(n)}$,

$$
\begin{equation*}
f^{a b c} \mathcal{J}_{b c}^{\mu(n)}=J_{a}^{V(n)} V_{i} \delta_{\mu}^{i}+J_{a}^{S(n)} S \delta_{\mu}^{\alpha} \tag{3.29}
\end{equation*}
$$

Note that in general, there is also a $D_{i} S$ component in this decomposition. However, the gauge choice ensures that it doesn't show up in the Yang-Mills field, and so, we have dropped it. The Maxwell equations can be then be cast as second-order differential equations for $\phi^{S(n)}$ and $\phi^{V(n)}$, as in eq. (2.15) with $J_{a}^{S(n)}$ and $J_{a}^{V(n)}$ as the respective source terms. The linear map between the homogeneous solutions to these equations described in section 2.3 implies that the Green's function for both these equations can be obtained from the Green's function of the linearized bi-adjoint scalar equation. The arbitrary order perturbative solutions for the scalar variables $\phi^{S(n)}$ and $\phi^{V(n)}$ can then be cast as integrals of these Green's functions convoluted with the corresponding sources $J_{a}^{S(n)}$ and $J_{a}^{V(n)}$.

## 4 Discussion

We have presented a new version of the classical double copy construction for curved spacetimes. Asymptotically AdS spacetimes are a natural arena of interest for these results, due to the gauge gravity correspondence. ${ }^{3}$ For example, we could study gravitationally bound states in the bulk. Having a handle on the classical solutions would provide a systematic way of computing their energies. These correspond to anomalous dimensions of certain boundary operators. Thus, one could hope to systematize the higher order extensions of the leading order calculation provided in [90, 91]. ${ }^{4}$

As remarked earlier, one line of future work is to extend our maps to include dynamical matter. Another line of thought is to investigate if the map between classical solutions of scalars, Yang-Mills and gravity implies relations between other quantities of interest, such as effective actions. As a calculational tool too, it would be useful to cast effective actions involving gauge fields or gravity in terms of scalars, thereby providing a common framework for their analysis. In work presented elsewhere [93], we find that indeed such a line of thought is useful while studying gauge fields and gravity on AdS blackbrane backgrounds.

A particularly interesting example of our results is the application to four dimensional flat spacetimes. Here, the two scalar variables introduced in section 2.2 turn out to be the same, and this can be thought of as a consequence of electric-magnetic duality. ${ }^{5}$ As the gravity solutions can also be written in terms of these same variables, this offers a particularly simple formulation for computing gravitational perturbations around Minkowski spacetimes. One exciting application of this idea is to the calculation of gravitational waves. We shall present

[^2]this formulation and its comparison with existing descriptions of gravitational radiation in four dimensional flat spacetimes elsewhere.
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## A Spherical harmonics of $S^{d-1}$

Functions on the sphere can be decomposed into eigenfunctions of the sphere Laplacian. These eigenfunctions, called spherical harmonics, are a complete set of orthonormal functions. Here, we shall use symmetric, trace-free and divergence-free spherical harmonics, that we define below. For a detailed analysis of these, refer, for example to [94].

As in the main text, the line element we use is

$$
\begin{equation*}
d \Omega_{d-1}^{2}=\gamma_{i j} d \theta^{i} d \theta^{j}, \tag{A.1}
\end{equation*}
$$

with $\gamma_{i j}$ the standard round metric on $S^{d-1}$. We use $D_{i}$ to denote the covariant derivative on the sphere. Spherical harmonics of rank zero, one and two are referred to as scalar, vector and tensor spherical harmonics, and denoted by $S_{\ell}, V_{\ell, i}$ and $T_{\ell, i j}$ respectively.

The scalar spherical harmonics are defined as the solutions to the equation

$$
\begin{equation*}
\left[D^{i} D_{i}+\ell(\ell+d-2)\right] S=0, \tag{A.2}
\end{equation*}
$$

satisfying the orthonormality condition

$$
\begin{equation*}
\int d^{d-1} \Omega S_{\ell} S_{\ell^{\prime}}=\delta_{\ell, \ell^{\prime}}, \tag{A.3}
\end{equation*}
$$

and where the integers $\ell \geq 0$. These are generalizations of the Laplace spherical harmonics on the 2 -sphere $Y_{\ell, m}\left(\theta_{1}, \theta_{2}\right)$, and are denoted analogously by $Y_{\ell_{1}, \ldots \ell_{d-1}}\left(\theta_{1}, \ldots \theta_{d-1}\right)$.

Vector fields on the sphere can be decomposed into vector spherical harmonics. Rotations of the sphere, and the Laplacian both map the space of all divergence free vector fields onto itself. The vector spherical harmonics are chosen to satisfy

$$
\begin{equation*}
\left[D^{j} D_{j}+\ell(\ell+d-2)-1\right] V_{\ell, i}=0, \quad D^{i} V_{\ell, i}=0 \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int d^{d-1} \Omega V_{\ell, i} V_{\ell^{\prime}, i}=\delta_{\ell, \ell^{\prime}} . \tag{A.5}
\end{equation*}
$$

Here, the integers $\ell \geq 1$. The number of independent vector spherical harmonics, after accounting for the divergence free condition, is $(d-2)$. So, they are non trivial only when the
dimension of the sphere $(d-1)$ is at least two, i.e. when the dimension of the full spacetime $(d+1)$ is at least four. They can be obtained by taking appropriate combinations of covariant derivatives acting on $Y_{\ell_{1}, \ldots \ell_{d-1}}\left(\theta_{1}, \ldots \theta_{d-1}\right)$. An identity satisfied by the vector spherical harmonics, useful in the derivation of eqs. (2.15) is

$$
\begin{equation*}
D^{j}\left(D_{i} V_{\ell, j}-D_{j} V_{\ell, i}\right)=(\ell+1)(\ell+d-3) V_{\ell, i} \tag{A.6}
\end{equation*}
$$

This follows from using eq. (A.4) and finding the Ricci tensor for the unit ( $d-1$ ) sphere to be $R_{i j}=(d-2) \gamma_{i j}$.

Though we won't be needing them in the main text, for completeness, we note that to decompose tensor fields of higher rank, we would need appropriate tensor spherical harmonics. In order to decompose the gravitational field, we need tensor spherical harmonics of rank two. Sphere rotations and the sphere Laplacian map the space of all symmetric, trace free and divergence free tensor fields onto itself. So, we have the tensor spherical harmonics satisfy

$$
\begin{equation*}
\left[D^{k} D_{k}+\ell(\ell+d-2)-2\right] T_{\ell, i j}=0, \quad D^{i} T_{\ell, i j}=0, \quad \gamma^{i j} T_{\ell, i j}=0 \tag{A.7}
\end{equation*}
$$

and the orthonormality condition

$$
\begin{equation*}
\int d^{d-1} \Omega T_{\ell, i j} T_{\ell^{\prime}, i j}=\delta_{\ell, \ell^{\prime}} \tag{A.8}
\end{equation*}
$$

with the integers $\ell \geq 2$. Accounting for the trace-free and divergence-free conditions, the number of such independent symmetric tensor harmonics can be seen to be $(d-1) d / 2-$ $(d-1)-1=d(d-3) / 2$. They are non-trivial only for spheres of dimension at least three, i.e. when the dimension of the full spacetime $(d+1)$ is at least five. Explicit expressions for the scalar, vector and tensor harmonics can be found in [94].

## B Generalized field equation

In the background given by the $M_{2} \times S^{d-1}$ decomposition of $(d+1)$ dimensional AdS or dS spacetime

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=g_{\alpha \beta} d y^{\alpha} d y^{\beta}+r^{2}(y) d \Omega_{d-1}^{2} \tag{B.1}
\end{equation*}
$$

the linearized bi-adjoint, Yang-Mills and Einstein equations can be reduced to hypergeometric differential equations on $M_{2}$. The generalized form of these equations can be written as

$$
\begin{equation*}
D_{\alpha} D^{\alpha} \Phi=\left(\frac{a^{\prime}}{R^{2}}+\frac{b^{\prime}}{r^{2}}\right) \Phi \tag{B.2}
\end{equation*}
$$

where $a^{\prime}$ and $b^{\prime}$ are constants that parametrize the various solutions (values are given below), and $D_{\alpha}$ is the covariant derivative with respect to the two dimensional metric $g_{\alpha \beta}$.

We now specialize to the global AdS or dS metric

$$
\begin{equation*}
d s^{2}=-f(r) d t^{2}+\frac{d r^{2}}{f(r)}+r^{2} d \Omega_{d-1}^{2} \tag{B.3}
\end{equation*}
$$

where $f(r)=1 \pm \frac{r^{2}}{R^{2}}$.

|  | Bi-adjoint, <br> Gravity:Tensor | Yang-Mills:Vector, <br> Gravity:Vector | Yang-Mills:Scalar, <br> Gravity:Scalar |
| :---: | :---: | :---: | :---: |
| $a$ | $d$ | $d-2$ | $d-4$ |
| $b$ | $d+2 \ell-2$ | $d+2 \ell-2$ | $d+2 \ell-2$ |
| $c$ | $d-1$ | $d-3$ | $d-5$ |

Table 1. Values of parameters in the solutions to the linearized biadjoint, Yang-Mills and Einstein equations in the scalar, vector and tensor sectors.

One of the independent solutions to eq. (B.2) is

$$
\begin{equation*}
\Phi_{1}(t, r)=\sum_{\Delta, \ell} e^{-i \frac{\Delta}{R} t} r^{\frac{1}{2}(1+b)}\left(1+\frac{r^{2}}{R^{2}}\right)^{-\frac{\Delta}{2}}{ }_{2} F_{1}\left(m_{\Delta,-a, b}, m_{\Delta, a, b} ; \frac{2+b}{2} ;-\frac{r^{2}}{R^{2}}\right), \tag{B.4}
\end{equation*}
$$

where $a=\sqrt{4 a^{\prime}+1}, b=\sqrt{4 b^{\prime}+1}$ and $m_{\Delta, a, b}=\frac{1}{4}(-2 \Delta+a+b+2)$.
The other independent solution is related by $b \rightarrow-b$

$$
\begin{equation*}
\Phi_{2}(t, r)=\sum_{\Delta, \ell} e^{-i \frac{\Delta}{R} t} r^{\frac{1}{2}(1-b)}\left(1+\frac{r^{2}}{R^{2}}\right)^{-\frac{\Delta}{2}}{ }_{2} F_{1}\left(m_{\Delta,-a,-b}, m_{\Delta, a,-b} ; \frac{2-b}{2} ;-\frac{r^{2}}{R^{2}}\right) \tag{B.5}
\end{equation*}
$$

We use $\Phi_{\Delta, \ell}$ to denote the solutions in the frequency space, so that either of the solutions above can be written as $\Phi=\Sigma_{\Delta, \ell} \Phi_{\Delta, \ell}$.

In the main text, we have shown that the solutions to the linearized equations of motion of the scalar and the gauge field can be written in terms of scalar variables. These were referred to as $\phi_{\Delta, \ell}(t, r), \phi_{\Delta, \ell}^{V}(t, r)$ and $\phi_{\Delta, \ell}^{S}(t, r)$. It can be shown that the solutions to the linearized equations of gravity can also be expressed in terms of these same scalar variables. The solution to the linearized bi-adjoint equation of motion and the tensor sector of gravity can be written in terms of $\phi_{\Delta, \ell}(t, r)$. The solutions to the linearized gauge and gravity fields in the vector and scalar sectors can be cast as functions of $\phi_{\Delta, \ell}^{V}(t, r)$ and $\phi_{\Delta, \ell}^{S}(t, r)$ respectively. Each of these scalar variables can be expressed in terms of the solutions presented in this section as $r^{-\frac{1}{2} c} \Phi_{\Delta, \ell}$, with the values of the parameters tabulated in table 1.

We note that the parameter $c$ only appears as the exponent of an overall power of $r$, so it can be eliminated by a different choice of the scalar functions. The parameter $b$ is the same for all the solutions, so the different solutions can all be characterized by a single parameter.

## B. 1 Asymptotics

Let us look at the asymptotics of these solutions, as we go to the boundary $r \rightarrow \infty$. We consider the full solution $\Phi(t, r)=c_{1} \Phi_{1}(t, r)+c_{2} \Phi_{2}(t, r)$

$$
\begin{equation*}
\Phi(t, r) \rightarrow c_{1}^{\prime} r^{\frac{1}{2}(a-1)}+c_{2}^{\prime} r^{-\frac{1}{2}(a+1)} \tag{B.6}
\end{equation*}
$$

where

$$
\begin{align*}
c_{1}^{\prime} & =\frac{\Gamma\left(\frac{a}{2}\right)}{R^{\frac{1}{2}(a-1)}}\left(\frac{c_{1}}{R^{\frac{1}{2}(1+b)}} \frac{\Gamma\left(\frac{2+b}{2}\right)}{\Gamma\left(c_{\Delta, a, b}\right) \Gamma\left(c_{-\Delta, a, b}\right)}+\frac{c_{2}}{R^{\frac{1}{2}(1-b)}} \frac{\Gamma\left(\frac{2-b}{2}\right)}{\Gamma\left(c_{\Delta, a,-b}\right) \Gamma\left(c_{-\Delta, a,-b}\right)}\right) \\
c_{2}^{\prime} & =\frac{\Gamma\left(-\frac{a}{2}\right)}{R^{-\frac{1}{2}(a+1)}}\left(\frac{c_{1}}{R^{\frac{1}{2}(1+b)}} \frac{\Gamma\left(\frac{2+b}{2}\right)}{\Gamma\left(c_{\Delta,-a, b}\right) \Gamma\left(c_{-\Delta,-a, b}\right)}+\frac{c_{2}}{R^{\frac{1}{2}(1-b)}} \frac{\Gamma\left(\frac{2-b}{2}\right)}{\Gamma\left(c_{\Delta,-a,-b}\right) \Gamma\left(c_{-\Delta,-a,-b}\right)}\right) \tag{B.7}
\end{align*}
$$

The leading radial dependence of the solution near spatial infinity only depends on $a$. This means that, unlike the solution to scalar wave equations in flat spacetime, here the dependence is only on the dimension of spacetime, and not on $\ell$. In other words, all the multipole moments die down at the same rate asymptotically and so, the asymptotic field captures all the multipole moments.

In contrast, the leading radial behaviour near the origin is only controlled by $b$. So, for all the different cases, we get the same leading behaviour at the origin,

$$
\begin{equation*}
\Phi(t, r) \rightarrow c_{1}\left(\frac{r}{R}\right)^{\frac{1}{2}(d+2 l-1)}+c_{2}\left(\frac{r}{R}\right)^{-\frac{1}{2}(d+2 l+1)} \tag{B.8}
\end{equation*}
$$

The choice of $c_{1}=0$ ensures regularity at the origin.

## B. 2 Flat space limit

We shall now consider the flat space limit of the solutions to the generalized field equation eq. (B.2). We express the first of these solutions in a suitable form,

$$
\begin{equation*}
\Phi_{1}(t, r)=\sum_{\omega, \ell} e^{-i \omega t} r^{\frac{1}{2}(1+b)}\left(1 \pm \frac{r^{2}}{R^{2}}\right)^{-\frac{\omega R}{2}}{ }_{2} F_{1}\left(m_{\omega R,-a, b}, m_{\omega R, a, b} ; \frac{2+b}{2} ;-\frac{r^{2}}{R^{2}}\right) \tag{B.9}
\end{equation*}
$$

where we have identified the frequency as $\omega=\frac{\Delta}{R}$, and $a, b$ take values as specified in the last section. The flat space limit is obtained by taking $R$ to infinity,

$$
\begin{align*}
& \lim _{R \rightarrow \infty} \Phi_{1}(t, r) \\
& =\lim _{R \rightarrow \infty} \sum_{\omega, \ell}\left\{e^{-i \omega t} r^{\frac{1}{2}(1+b)}\left(1 \pm \frac{r^{2}}{R^{2}}\right)^{-\frac{\omega R}{2}}\right. \\
& \left.\quad \times{ }_{2} F_{1}\left(\frac{1}{4}(-2 \omega R-a+b+2), \frac{1}{4}(-2 \omega R+a+b+2) ; \frac{2+b}{2} ;-\frac{\frac{\omega^{2} r^{2}}{4}}{\frac{1}{16} \times\left((b+2-2 \omega R)^{2}-a^{2}\right)}\right)\right\} \tag{B.10}
\end{align*}
$$

In the flat space limit, two of the regular singularities of the hypergeometric functions merge, and we get a confluent hypergeometric function. Using the formula

$$
\begin{equation*}
\lim _{a, b \rightarrow \infty}{ }_{2} F_{1}\left[a, b ; c ; \frac{x}{a b}\right]={ }_{0} F_{1}[c ; x] \tag{B.11}
\end{equation*}
$$

yields

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \Phi_{1}(t, r)=\sum_{\omega, \ell} e^{-i \omega t} r^{\frac{1}{2}(1+b)}{ }_{0} F_{1}\left(\frac{2+b}{2} ;-\frac{\omega^{2} r^{2}}{4}\right) . \tag{B.12}
\end{equation*}
$$

This is seen to be a Bessel function, as expected, via

$$
\begin{equation*}
J_{\nu}(x)=\frac{\left(\frac{x}{2}\right)^{\nu}}{\Gamma(\nu+1)}{ }^{0} F_{1}\left[\nu+1 ;-\frac{x^{2}}{4}\right] \tag{B.13}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \Phi_{1}(t, r)=\sum_{\omega, \ell} \frac{\Gamma\left(\frac{2+b}{2}\right)}{\left(\frac{\omega}{2}\right)^{\frac{b}{2}}} e^{-i \omega t} \sqrt{r} J_{\frac{b}{2}}(\omega r) . \tag{B.14}
\end{equation*}
$$

Similarly for the other solution in eq. (B.5), we find

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \Phi_{2}(t, r)=\sum_{\omega, \ell}\left(\frac{\omega}{2}\right)^{\frac{b}{2}} \Gamma\left(\frac{2-b}{2}\right) e^{-i \omega t} \sqrt{r} J_{-\frac{b}{2}}(\omega r), \tag{B.15}
\end{equation*}
$$

where, as mentioned before, $b=d+2 \ell-2$.
The flat space limit of the linearized map in section 2.3 then follows from the recurrence relations satisfied by Bessel functions.
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[^0]:    ${ }^{1}$ See figure (1) in [46] for a sketch of different theories related by the BCJ double copy, and also by the exact and perturbative avatars of the classical one.

[^1]:    ${ }^{2}$ It might seem that we could have added $\frac{\lambda}{r^{2}}$ to the right side of the equation for $\phi^{S}$ in eq. (2.16), where $\lambda$ is a constant independent of $(r, t)$. However, the definition of $\phi^{S}$ via eq. (2.13) is invariant if $\phi^{S} \rightarrow \phi^{S}+c$, where $c$ is another constant independent of $r$ and $t$. We use this freedom to choose $\lambda$ to be 0 .

[^2]:    ${ }^{3}$ See [89] for a study of the double copy in the boundary correlators.
    ${ }^{4}$ Also, see [92] for a recent and different approach to this problem.
    ${ }^{5}$ I thank R. Loganayagam for pointing this out.

