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#### Abstract

In this paper, we consider a little-studied observable in classical pure $\mathrm{AdS}_{3}$ gravity: the twist along a geodesic. The motivation is that the twist only supports on the geodesic so may be a candidate element in the center of the algebra in either entanglement wedge associated to the geodesic. We study the properties of the twist and get the following results. First, we get the system's evolution generated by the twist, which exhibits a relative shift along the geodesic. Second, we show that the twist commutes with the length of the same geodesic, which supports the proposal that the twist is a candidate element in the center.
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## 1 Introduction

The construction of the Hilbert space of gravity is a long standing problem [1, 2], but is far from fully solved even in perturbative level. One significant challenge is to deal with diffeomorphism symmetries and gravitational constraints.

Constraints appear generally in theories with gauge redundancies, including gauge theories and gravity $[3,4]$. They are some equations involving the initial data on a Cauchy surface, that are usually in terms of infinitesimally closed spacelike separated points. Because of the constraints, the degrees of freedom at spacelike separated points are not completely independent. More specifically, for a bipartite system, the Hilbert space of the whole system cannot be written as a tensor product of the Hilbert spaces of the individual subsystems [5-10]. ${ }^{1}$

The Hilbert space for a bipartite system of a theory with constraints has the following structure [5-10]. We first need to introduce the notion of the center, which is formed by a set of commutative operators supporting on the interface between the two subsystems. Based on the center, the Hilbert space can be decomposed into a set of sub-Hilbert space with each of them being tensor factorizable. Clearly, the center plays an important role in such Hilbert space decomposition. However, in gravity, the knowledge of the center is very limited, and the only known element in the center is the HRT-area.

In the framework of AdS/CFT correspondence, the HRT-area appears in the RyuTakayanagi (RT) formula [11-13] and the Jafferis-Lewkowycz-Maldacena-Suh (JLMS) formula $[14-16]$. The RT formula suggests that the entanglement entropy in field theory corresponds to the area of an extremal surface in gravity at classical order, where, in this paper, we refer to the extremal surface as HRT-surface and its area as HRT-area following the authors' name in [13]. Based on the RT formula, the JLMS formula furthermore suggests that the modular Hamiltonian in field theory also corresponds to the HRT-area in gravity at classical order. It is in the JLMS formula that the HRT-area is treated as an operator in gravity and furthermore suggested as an element in the center.

Further studies have also been performed on the HRT-area from the perspective of treating it as an operator in gravity [17-19]. Motivated by the JLMS formula and the studies of modular flow [20-23], it is suggested and finally proved in [19] that the system's evolution

[^0]generated by the HRT-area exhibits a kink transformation along the HRT-surface, which may be useful to study the structure of the Hilbert space of gravity in future.

Besides the HRT-area, we expect there should be some other operators in the center. We therefore raise up the problem to construct and study these operators in the center. The operators in the center are diffeomorphism invariant operators ${ }^{2}$ that support only on the interface which is the HRT-surface in this setup. We may construct these operators based on some covariant approaches [24-32]. Moreover, assuming that we can indeed construct some of the operators in the center, we are also interested in studying their properties in the following two aspects. First, inspired by the story of the HRT-area, we are interested in studying the system's evolution generated by these operators. Second, in order to verify that these operators can indeed be elements in the center, we would like to compute the commutators both between these operators themselves and between these operators and the HRT-area.

As a preliminary attempt to the problem that we raise up, we focus on a simple model in this paper, that is the classical pure $\mathrm{AdS}_{3}$ gravity which has the following action

$$
\begin{equation*}
S=\frac{1}{16 \pi G} \int d^{3} x \sqrt{-g}(R+2)+\text { boundary terms } \tag{1.1}
\end{equation*}
$$

and the following equations of motion

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}-g_{\mu \nu}=0 \tag{1.2}
\end{equation*}
$$

In this model, the HRT-surface is a geodesic, and the operators' commutators correspond to observables' brackets. For algebraic simplicity, we further restrict the discussion to the system with a planar asymptotic boundary.

We only consider one observable in this paper: the twist along the geodesic [33]. The twist is defined as the rapidity of the relative boost between two normal frames to the geodesic. Here, each of the normal frame is constructed by the following two steps: first, we prepare a normal frame at one of the geodesic endpoint by inheriting the frame from the asymptotic boundary, and second, by parallel transport we extend the normal frame to the whole geodesic.

The twist defined in this way is indeed a diffeomorphism invariant observable that only supports on the geodesic. This is based on the following three facts. First, the twist is a functional of the configuration, that means given a configuration of the theory we can always read out a number by evaluating the twist in this configuration. Second, the functional is diffeomorphism invariant, which is because its construction only use the intrinsic property of the metric without referring to the coordinates. Third, the functional only supports on the geodesic, in the sense that the variation of the metric away from the geodesic doesn't change the value of the twist.

The goal of this paper is to study the properties of the twist, including the system's evolution generated by the twist and the brackets with the twist. We use the two approaches developed in [19] to study these properties. Here, the first approach is based on the canonical formalism $[1,2]$, and the second approach is actually based on the covariant phase space formalism [34-37]. With these two approaches, we get the following two results:
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Figure 1. The geodesic and the normal frames.

- First, we get the system's evolution generated by the twist. Under a proper gauge choice, the system's evolution exhibits a relative shift along the geodesic.
- Second, we show that the twist commutes with the length of the same geodesic. This supports the proposal that the twist is a candidate element in the center.

The plan for the rest of the paper is as follows. In section 2, we provide the definition of the twist along a geodesic. In section 3, we study the system's evolution generated by the twist with the canonical formalism. In section 4, we revisit the same problem with the covariant phase space formalism. In section 5, we compute the bracket between the length and the twist of a same geodesic. In section 6, we finish with conclusions and discussions. Various technical details are left in appendices.

We emphasize that this paper is strongly inspired from the paper [38] of Molly Kaplan, and the paper [39, 40] of Jesse Held, Molly Kaplan, Donald Marolf, and one author of the current paper.

## 2 The definition of the twist along a geodesic

In this section, we provide the definition of the twist along a geodesic.
As in figure 1 , we consider a spacelike geodesic $\gamma$ with two endpoints $b_{1}, b_{2}$ at the asymptotic boundary. We parameterize the geodesic as

$$
\begin{equation*}
x^{\mu}=x^{\mu}(s), \tag{2.1}
\end{equation*}
$$

with $s$ being the proper length up to a shift. We also denote the tangent vector as $e^{\mu}$ which equals to

$$
\begin{equation*}
e^{\mu}=\frac{d x^{\mu}}{d s} \tag{2.2}
\end{equation*}
$$

To define the twist, we first construct two normal frames to the geodesic $\gamma$ denoted as $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right),{ }^{3}$ that satisfy the parallel transport conditions

$$
\begin{equation*}
\left.e^{\mu} \nabla_{\mu} \tau^{(i) \nu}\right|_{\gamma}=\left.e^{\mu} \nabla_{\mu} n^{(i) \nu}\right|_{\gamma}=0, \tag{2.3}
\end{equation*}
$$

[^2]and the orthonormal conditions
\[

$$
\begin{align*}
\left.\hat{\tau}^{(i)} \cdot \hat{e}\right|_{\gamma} & =\left.\hat{n}^{(i)} \cdot \hat{e}\right|_{\gamma}=\left.\hat{\tau}^{(i)} \cdot \hat{n}^{(i)}\right|_{\gamma}=0 \\
-\left.\hat{\tau}^{(i)} \cdot \hat{\tau}^{(i)}\right|_{\gamma} & =\left.\hat{n}^{(i)} \cdot \hat{n}^{(i)}\right|_{\gamma}=1 \tag{2.4}
\end{align*}
$$
\]

for $i=1,2$. Here $\hat{\tau}^{(1)}, \hat{\tau}^{(2)}$ are future-pointing, and $\hat{n}^{(1)}, \hat{n}^{(2)}$ are right-pointing from the viewpoint of an observer facing along the geodesic $\gamma$.

The two normal frames $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ are constructed by the following two steps. First, we adopt a proper value for $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right) /\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ at a specific point close to the initial/final geodesic endpoint as in figure 1. Here, the adopting is by inheriting the frame from the asymptotic boundary together with an ignorable modification. The adopted $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$, at the corresponding specific points, satisfy the orthonormal conditions (2.4) and have the directions consistent with the requirement mentioned in the previous paragraph. ${ }^{4}$ Second, by taking a parallel transport, we extend ( $\hat{\tau}^{(1)}, \hat{n}^{(1)}$ ), ( $\hat{\tau}^{(2)}, \hat{n}^{(2)}$ ) to the whole geodesic $\gamma$. Here, the constructed $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right)$, $\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ satisfy both the parallel transport conditions (2.3) and the orthonormal conditions (2.4) on the whole geodesic $\gamma$.

With the two normal frames $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$, we now define the twist along the geodesic $\gamma$. The two normal frames are related by a relative boost

$$
\begin{align*}
& \hat{\tau}^{(2)}-\left.\hat{n}^{(2)}\right|_{\gamma}=\left.e^{\zeta}\left(\hat{\tau}^{(1)}-\hat{n}^{(1)}\right)\right|_{\gamma} \\
& \hat{\tau}^{(2)}+\left.\hat{n}^{(2)}\right|_{\gamma}=\left.e^{-\zeta}\left(\hat{\tau}^{(1)}+\hat{n}^{(1)}\right)\right|_{\gamma} \tag{2.5}
\end{align*}
$$

Here, the rapidity $\zeta$ is constant along the geodesic $\gamma$, which can be shown by acting a tangent direction derivative $e^{\mu} \nabla_{\mu}$ on (2.5) and combining with the parallel transport condition (2.3). We then define the twist along the geodesic as this constant rapidity $\zeta$.

## 3 The system's evolution generated by the twist with the canonical formalism

Having provided the definition of the twist $\zeta$, we are now ready to study its properties in this and the following sections. In this section, we study the system's evolution generated by the twist $\zeta$ with the canonical formalism.

### 3.1 A representation of the system's evolution generated by an observable

We first explain what we mean by the system's evolution generated by an observable. This can be explained clearly by referring to quantum mechanics.

In quantum mechanics, for a given Hermitian operator $O$, we can view it as the Hamiltonian and use it to evolve the system. In Heisenberg picture, the evolution is acted on the set of operators as

$$
\begin{equation*}
W(\lambda)=e^{i \lambda O} W e^{-i \lambda O} \tag{3.1}
\end{equation*}
$$

[^3]where $W$ is an arbitrary operator and $\lambda$ is the evolution parameter. We can also rewrite the evolution equation (3.1) as
\[

$$
\begin{equation*}
\frac{d}{d \lambda} W(\lambda)=-i[W(\lambda), O] \tag{3.2}
\end{equation*}
$$

\]

which has a direct correspondence in classical limit.
In classical limit, the operators correspond to observables, the operators' commutators correspond to observables' brackets, so the evolution equation (3.2) corresponds to

$$
\begin{equation*}
\frac{d}{d \lambda} W(\lambda)=\{W(\lambda), O\} \tag{3.3}
\end{equation*}
$$

Simpler than the full quantum mechanics, the classical system can be completely described by the set of initial data. Therefore, we only need to apply the set of initial data to the evolution equation (3.3), which is sufficient to capture the evolution of the system.

In this paper, we only focus on the evolution (3.3) to the linear order with respect to $\lambda$, and we try to compute the following quantity

$$
\begin{equation*}
\Delta W \equiv W(\lambda)-W(0)=\lambda\{W, O\}+o(\lambda), \tag{3.4}
\end{equation*}
$$

with $W$ taken through the set of initial data. For pure $\mathrm{AdS}_{3}$ gravity, the set of initial data consists of the induced metric and the extrinsic curvature, denoted by ( $\sigma_{a b}, K_{a b}$ ), on a given Cauchy surface, denoted by $\Sigma$. We therefore provide the following representation of the system's evolution generated by a given diffeomorphism observable $O$ as

$$
\begin{align*}
\Delta \sigma_{a b}\left(t_{0}, x\right) & =\lambda\left\{\sigma_{a b}\left(t_{0}, x\right), O\right\}+o(\lambda) \\
\Delta K_{a b}\left(t_{0}, x\right) & =\lambda\left\{K_{a b}\left(t_{0}, x\right), O\right\}+o(\lambda) . \tag{3.5}
\end{align*}
$$

Here, we have already introduced a coordinate system $\left(t, x^{a}\right)$ in which the Cauchy surface $\Sigma$ is at $t=t_{0}$, and $a, b$ run through the indices along the Cauchy surface $\Sigma$. The brackets in the expressions (3.5) can be computed from (B.9) ${ }^{5}$ with the chain rule as

$$
\begin{equation*}
\{\cdot, O\}=\int d^{2} y\left\{\cdot, \sigma_{m n}\left(t_{0}, y\right)\right\} \frac{\delta O}{\delta \sigma_{m n}\left(t_{0}, y\right)}+\int d^{2} y\left\{\cdot, K_{m n}\left(t_{0}, y\right)\right\} \frac{\delta O}{\delta K_{m n}\left(t_{0}, y\right)} \tag{3.6}
\end{equation*}
$$

We also emphasize that, when applying the chain rule (3.6), we need to first represent the observable $O$ as a functional of the set of initial data on the Cauchy surface $\Sigma$.

### 3.2 The kink transformation generated by the geodesic's length

As an illustration of the representation (3.5) of the system's evolution generated by a given observable, we apply it to the geodesic's length in this subsection. We admit that this is only a review in our setup of the well known result [17-19] that the system's evolution generated

[^4]by the HRT-area exhibits a kink transformation. ${ }^{6}$ Nevertheless, the prescription and the conceptual clarification also apply in the study of the twist below.

The application is straightforward: we only need to apply the geodesic's length, denoted by $A$, to (3.5) and (3.6) in the position of $O$. To simplify the computation, we further require that the geodesic $\gamma$ is contained in the Cauchy surface $\Sigma$ for the configuration that we consider. This requirement can be achieved by a proper choice of the boundary of the Cauchy surface $\partial \Sigma$, together with a non-physical diffeomorphism acted on the configuration. ${ }^{7}$

To apply the geodesic's length $A$ in (3.5) and (3.6), we first compute the variation of the geodesic's length $A$ with respect to the variation of the set of initial data on the Cauchy surface $\Sigma$. Under the requirement that the Cauchy surface $\Sigma$ contains the geodesic $\gamma$, the variation of the geodesic's length $A$ has the following simple expression ${ }^{8}$

$$
\begin{align*}
\delta A & =\int_{\gamma} d s \frac{1}{2} \delta g_{\mu \nu} e^{\mu} e^{\nu} \\
& =\int_{\gamma} d s \frac{1}{2} \delta \sigma_{a b} e^{a} e^{b} \\
& =\int_{\Sigma} d^{2} x \sqrt{\sigma} \frac{1}{2} \delta \sigma_{a b} e^{a} e^{b} \delta(\rho) . \tag{3.7}
\end{align*}
$$

Here, we have used the first equation of (A.8). $e^{a}$ is extended to a vector field of the Cauchy surface $\Sigma$ in an arbitrary way, which coincides with the tangent vector of the geodesic $\gamma$ when restricted there. $\rho$ is defined as a scalar field of the Cauchy surface $\Sigma$, which is positive in one side of the geodesic $\gamma$ and negative in the other side of the geodesic $\gamma$, and whose absolute value, for the region close enough to the geodesic $\gamma$, equals to the distance to the geodesic $\gamma$ through the Cauchy surface $\Sigma$.

Applying (3.7) to (3.5) and (3.6) and also taking use of (B.9), we get the system's evolution represented as

$$
\begin{align*}
\Delta \sigma_{a b}\left(t_{0}, x\right) & =o(\lambda) \\
\Delta K_{a b}\left(t_{0}, x\right) & =8 \pi G \lambda \delta(\rho) n_{a} n_{b}+o(\lambda) \tag{3.8}
\end{align*}
$$

Here $\rho$ is defined below (3.7). $n_{a}$ is defined as a one-form field of the Cauchy surface $\Sigma$, whose restriction on the geodesic $\gamma$ satisfies

$$
\begin{equation*}
\left.n_{a}\right|_{\gamma}=\left.\partial_{a} \rho\right|_{\gamma} \tag{3.9}
\end{equation*}
$$

[^5]
(a) The unevolved system.

(b) The evolved system.

Figure 2. The kink transformation generated by the geodesic's length. Figure 2(a) and figure 2(b) represent the systems before and after the evolution. These figures should be interpreted in the way that the three dimensional metric is invariant and the Cauchy surface $\Sigma$ takes a kink transformation along the geodesic $\gamma$. Moreover, in our mind, we should take an extra coordinate transformation on the evolved system in figure $2(\mathrm{~b})$, which acts on both the metric and the Cauchy surface $\Sigma$, which maps the Cauchy surface $\Sigma$ back to the same location as the one in the original system in figure 2(a) in terms of the coordinates, and which keeps the set of initial data on the Cauchy surface $\Sigma$ invariant. The reason to use this illustration for system's evolution is because it is really hard to directly illustrate the evolution of the solution or the evolution of the set of initial data on a fixed Cauchy surface. Moreover, we also point out that this illustration only works when the geodesic $\gamma$ is at the fixed points of a Killing field, which is indeed satisfied by the solutions of the pure $\mathrm{AdS}_{3}$ gravity.

Or an equivalent expression is that the corresponding raised up vector

$$
\begin{equation*}
n^{a}=\sigma^{a b} n_{b} \tag{3.10}
\end{equation*}
$$

when restricted on the geodesic $\gamma$, is the unit normal vector.
The system's evolution in (3.8) is the well known kink transformation illustrated in figure 2. It is the set of initial data on the Cauchy $\Sigma$ that evolves as (3.8).

### 3.3 The variation of the twist $\zeta$ with respect to the variation of the metric

We now return to our main topic: the system's evolution generated by the twist $\zeta$. The study of the twist is parallel to the study of the geodesic's length $A$ reviewed in the previous subsection. However, to provide more detials, we divide the study into several subsections.

In this subsection, we compute the variation of the twist $\zeta$ with respect to the variation of the metric. Based on the definition of the twist $\zeta$ in section 2, we transform this question to the computation of the variation of the geodesic and the normal frames.

We will compute the variation of the geodesic and the normal frames by solving some differential equations below, and we now derive these differential equations. The geodesic $x^{\mu}(s)$ and the normal frames $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ satisfy the geodesic equation

$$
\begin{equation*}
\frac{d^{2} x^{\mu}}{d s^{2}}+\Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} \frac{d x^{\rho}}{d s}=0 \tag{3.11}
\end{equation*}
$$

and the parallel transport equation

$$
\begin{equation*}
\left.\frac{d x^{\nu}}{d s} \nabla_{\nu} V^{\mu}\right|_{\gamma}=0 \tag{3.12}
\end{equation*}
$$

where $V^{\mu}$ represents $\tau^{(1) \mu}, n^{(1) \mu}, \tau^{(2) \mu}, n^{(2) \mu}$. By taking a variation of (3.11) and (3.12), we get the differential equations for the variation of the geodesic and the normal frames as

$$
\begin{equation*}
e^{\alpha} \nabla_{\alpha}\left(e^{\beta} \nabla_{\beta} \delta x^{\mu}\right)+R_{\nu \alpha}{ }^{\mu}{ }_{\beta} \delta x^{\nu} e^{\alpha} e^{\beta}+\delta_{g} \Gamma_{\alpha \beta}^{\mu} e^{\alpha} e^{\beta}=0, \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{\alpha} \nabla_{\alpha} \delta^{(c)} V^{\mu}+R_{\nu \alpha}{ }^{\mu}{ }_{\beta} \delta x^{\nu} e^{\alpha} V^{\beta}+\delta_{g} \Gamma_{\alpha \beta}^{\mu} e^{\alpha} V^{\beta}=0, \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{g} \Gamma_{\nu \rho}^{\mu}=\frac{1}{2} g^{\mu \sigma}\left(\nabla_{\nu} \delta g_{\rho \sigma}+\nabla_{\rho} \delta g_{\nu \sigma}-\nabla_{\sigma} \delta g_{\nu \rho}\right) \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta^{(c)} V^{\mu}(s) \equiv \delta V^{\mu}(s)+\Gamma_{\nu \rho}^{\mu}(x(s)) \delta x^{\nu}(s) V^{\rho}(s) \tag{3.16}
\end{equation*}
$$

We have chosen the parameter $s$ to be the proper length up to a shift for the geodesic $x^{\mu}(s)$ in the unvaried metric $g_{\mu \nu}$; but note that, for the geodesic $x^{\mu}(s)+\delta x^{\mu}(s)$ in the varied metric $g_{\mu \nu}+\delta g_{\mu \nu}$, we only choose the parameter $s$ to be an affine parameter. ${ }^{9}$ In practice, we are only interested in the case that the unvaried metric $g_{\mu \nu}$ is the solution of the equations of motion so the Riemann tensor has the following simple behavior

$$
\begin{equation*}
R_{\mu \nu \rho \sigma}=g_{\mu \sigma} g_{\nu \rho}-g_{\mu \rho} g_{\nu \sigma} \tag{3.17}
\end{equation*}
$$

From now on, we will make this requirement and replace the Riemann tensor in (3.13) and (3.14) by (3.17).

The solutions of the differential equations (3.13), (3.14) for $\delta x^{\mu}, \delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}$, $\delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$ would include some integrals along the geodesic of the variation of metric $\delta g_{\mu \nu}$ and its derivative. However, to fully solve these differential equations (3.13), (3.14), we still need to adopt some boundary conditions on $\delta x^{\mu}, \delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$.

The boundary conditions should be read out from the definitions of the geodesic and the normal frames, especially on their aspects of near boundary behavior. We can directly point out the locations of the adopted boundary conditions: for $\delta x^{\mu}$, we adopt one boundary condition close to the initial endpoint and one boundary condition close to the final endpoint; for $\delta^{(c)} \tau^{(1) \mu}$ or $\delta^{(c)} n^{(1) \mu}$, we adopt one boundary condition close to the initial endpoint; for $\delta^{(c)} \tau^{(2) \mu}$ or $\delta^{(c)} n^{(2) \mu}$, we adopt one boundary condition close to the final endpoint. ${ }^{10}$ We expect that the boundary conditions will in some sense set the corresponding quantities to zero in the corresponding locations. But due to our lack of knowledge of the near boundary behavior, we cannot write down the explicit form of these boundary conditions.

For the purpose of this paper, we can take a strategy that avoids taking use of the explicit form of the boundary conditions: we separate the contributions of the boundary conditions out of the relevant results, and finally ignore them by some assumptions. We now explain
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Figure 3. The cutoff surface and its intersections with the geodesic.
this strategy in more detail. We first introduce a cutoff surface as in figure 3. The cutoff surface intersects with the geodesic $\gamma$ at two intersections, denoted by their affine parameters $s_{1}, s_{2}$, close to the two geodesic's endpoints respectively. We then solve the differential equations (3.13), (3.14) in the region $s_{1}<s<s_{2}$ between the two intersections. Instead of adopting some boundary conditions at $s_{1}$ or $s_{2}$, we allow the solutions depending on the values of the following quantities $\delta x^{\mu}\left(s_{1}\right), \delta x^{\mu}\left(s_{2}\right), \delta^{(c)} \tau^{(1) \mu}\left(s_{1}\right), \delta^{(c)} n^{(1) \mu}\left(s_{1}\right), \delta^{(c)} \tau^{(2) \mu}\left(s_{2}\right)$, $\delta^{(c)} n^{(2) \mu}\left(s_{2}\right),{ }^{11}$ supported at $s_{1}$ and $s_{2} .{ }^{12}$ Even though these quantities are not directly set to zero by the boundary conditions, they are still small in some sense because the intersections are close to the locations where the boundary conditions are adopted. We will keep the dependence on these values until the step of computing the system's evolution, and then make the assumption that the total contributions supported at $s_{1}$ and $s_{2}$ can be ignored when removing the cutoff.

We are now ready to solve the differential equations (3.13), (3.14), for $\delta x^{\mu}, \delta^{(c)} \tau^{(1) \mu}$, $\delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$. Here, we only sketch the solving process; see appendix D for more details. For convenience, we take a decomposition for $\delta x^{\mu}, \delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}$, $\delta^{(c)} n^{(2) \mu}$ as

$$
\begin{align*}
\delta x^{\mu}(s) & =C^{e}(s) e^{\mu}(s)+C^{\tau^{(1)}}(s) \tau^{(1) \mu}(s)+C^{n^{(1)}}(s) n^{(1) \mu}(s) \\
& =C^{e}(s) e^{\mu}(s)+C^{\tau^{(2)}}(s) \tau^{(2) \mu}(s)+C^{n^{(2)}}(s) n^{(2) \mu}(s), \tag{3.18}
\end{align*}
$$

and

$$
\begin{align*}
& \delta^{(c)} \tau^{(1) \mu}(s)=C_{\left(\tau^{(1)}\right)}^{e}(s) e^{\mu}(s)+C_{\left(\tau^{(1)}\right)}^{\tau^{(1)}}(s) \tau^{(1) \mu}(s)+C_{\left(\tau^{(1)}\right)}^{n^{(1)}}(s) n^{(1) \mu}(s) \\
& \delta^{(c)} n^{(1) \mu}(s)=C_{\left(n^{(1)}\right)}^{e}(s) e^{\mu}(s)+C_{\left(n^{(1))}\right.}^{\tau^{(1)}}(s) \tau^{(1) \mu}(s)+C_{\left(n^{(1))}\right.}^{n^{(1)}}(s) n^{(1) \mu}(s) \\
& \delta^{(c)} \tau^{(2) \mu}(s)=C_{\left(\tau^{(2)}\right)}^{e}(s) e^{\mu}(s)+C_{\left(\tau^{(2)}\right)}^{\tau^{(2)}(s) \tau^{(2) \mu}(s)+C_{\left(\tau^{(2)}\right)}^{n^{(2)}}(s) n^{(2) \mu}(s)} \\
& \delta^{(c)} n_{\left(n^{2}\right) \mu}^{(2)}(s)=C_{\left(n^{(2)}\right)}^{e}(s) e^{\mu}(s) C^{\tau^{(2)}}(s) \mu(s)+C_{\left(n^{(2)}\right)}^{n^{(2)}}(s) n^{(2) \mu}(s) . \tag{3.19}
\end{align*}
$$

Here, the sets $\left(\hat{e}, \hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{e}, \hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ are viewed as frames on the geodesic $\gamma$ that satisfy

[^7]the orthonormal conditions
\[

$$
\begin{align*}
\hat{e}^{2} & =-\hat{\tau}^{(i) 2}=\hat{n}^{(i) 2}=1 \\
\hat{e} \cdot \hat{\tau}^{(i)} & =\hat{e} \cdot \hat{n}^{(i)} \tag{3.20}
\end{align*}
$$=\hat{\tau}^{(i)} \cdot \hat{n}^{(i)}=0, ~ \$
\]

and the parallel transport conditions

$$
\begin{equation*}
e^{\nu} \nabla_{\nu} e^{\mu}=e^{\nu} \nabla_{\nu} \tau^{(i) \mu}=e^{\nu} \nabla_{\nu} n^{(i) \mu}=0, \tag{3.21}
\end{equation*}
$$

for $i=1,2$. Because of the relation (2.5), the $C^{\tau^{(1)}}, C^{n^{(1)}}, C^{\tau^{(2)}}, C^{n^{(2)}}$ in (3.18) satisfy

$$
\begin{align*}
& C^{\tau^{(2)}}(s)=\cosh \zeta \cdot C^{\tau^{(1)}}(s)+\sinh \zeta \cdot C^{n^{(1)}}(s) \\
& C^{n^{(2)}}(s)=\sinh \zeta \cdot C^{\tau^{(1)}}(s)+\cosh \zeta \cdot C^{n^{(1)}}(s) . \tag{3.22}
\end{align*}
$$

By applying (3.18), (3.19) to the differential equations (3.13), (3.14) and also taking a decomposition with respect to ( $\hat{e}, \hat{\tau}^{(i)}, \hat{n}^{(i)}$ ), for $i=1,2$, we can decompose the differential equation (3.13) to (D.3) and the differential equations (3.14) to (D.7). By solving the differential equations (D.3), (D.7) and also taking use of the orthonormal conditions, we get the components of $\delta x^{\mu}$ as in (D.4) and the components of $\delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}$, $\delta^{(c)} n^{(2) \mu}$ as in (D.26), (D.27), (D.28), (D.29) respectively.

Having got the variation of the geodesic and the normal frames, we are now ready to compute the variation of the twist with respect to the metric. We first take a variation of (2.5) and get

$$
\begin{align*}
& \delta^{(c)} \tau^{(2) \mu}-\delta^{(c)} n^{(2) \mu}=e^{\zeta}\left(\tau^{(1) \mu}-n^{(1) \mu}\right) \delta \zeta+e^{\zeta}\left(\delta^{(c)} \tau^{(1) \mu}-\delta^{(c)} n^{(1) \mu}\right) \\
& \delta^{(c)} \tau^{(2) \mu}+\delta^{(c)} n^{(2) \mu}=-e^{-\zeta}\left(\tau^{(1) \mu}+n^{(1) \mu}\right) \delta \zeta+e^{-\zeta}\left(\delta^{(c)} \tau^{(1) \mu}+\delta^{(c)} n^{(1) \mu}\right) \tag{3.23}
\end{align*}
$$

By applying (D.26), (D.27), (D.28), (D.29) to (3.23) through (3.19), we get the variation of the twist $\zeta$ with respect to the metric as

$$
\begin{align*}
\delta \zeta= & \int_{s_{1}}^{s_{2}} d s \frac{1}{2} n^{\alpha} \tau^{\beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}(x(s))-\nabla_{\beta} \delta g_{\alpha \gamma}(x(s))\right) \\
& +\left(\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta}+C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right)\right)-\left(\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}+C_{\left(\tau^{(2)}\right)}^{n^{(2)}}\left(s_{2}\right)\right) . \tag{3.24}
\end{align*}
$$

Here, $(\hat{\tau}, \hat{n})$ is an arbitrary normal frame to the geodesic $\gamma$ with the same orientation as the frames $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$; the normal frame $(\hat{\tau}, \hat{n})$ still satisfies the orthonormal conditions

$$
\begin{align*}
& \hat{e} \cdot \hat{\tau}=\hat{e} \cdot \hat{n}=\hat{\tau} \cdot \hat{n}=0 \\
& -\hat{\tau}^{2}=\hat{n}^{2}=1, \tag{3.25}
\end{align*}
$$

but not necessarily satisfies the parallel transport conditions. $C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right), C_{\left(\tau^{(2)}\right)}^{n^{(2)}}\left(s_{2}\right)$ are given in (D.30); they are just some linear combinations of the components of $\delta^{(c)} \tau^{(1) \mu}\left(s_{1}\right)$,
$\delta^{(c)} \tau^{(2) \mu}\left(s_{2}\right)$, which, as mentioned previously, are allowed to appear in the final expression. In deriving (3.25), we have also used (2.5), (D.5) and the following relation

$$
\begin{align*}
n^{(1) \alpha} & \tau^{(1) \beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}(x(s))-\nabla_{\beta} \delta g_{\alpha \gamma}(x(s))\right) \\
& =n^{(2) \alpha} \tau^{(2) \beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}(x(s))-\nabla_{\beta} \delta g_{\alpha \gamma}(x(s))\right) \\
& =n^{\alpha} \tau^{\beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}(x(s))-\nabla_{\beta} \delta g_{\alpha \gamma}(x(s))\right), \tag{3.26}
\end{align*}
$$

which can be read out from the antisymmetry of

$$
\begin{equation*}
e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}(x(s))-\nabla_{\beta} \delta g_{\alpha \gamma}(x(s))\right) \tag{3.27}
\end{equation*}
$$

in terms of the $\alpha, \beta$ indices. ${ }^{13}$

### 3.4 The system's evolution generated by the twist $\boldsymbol{\zeta}$

Having computed the variation of the twist $\zeta$ with respect to the variation of the metric (3.24), we now study the system's evolution generated by the twist $\zeta$.

The study is parallel to the one of the geodesic's length $A$ in subsection 3.2 , and consists of the following steps. First, we make a choice of the boundary of the Cauchy surface $\partial \Sigma$ and take a non-physical diffeomorphism, such that the geodesic $\gamma$ is contained in the Cauchy surface $\Sigma$. Second, we rewrite the variation of the twist (3.24) in terms of the variation of the initial data. Third, by applying the variation of the twist to (3.5), (3.6), we get the system's evolution generated by the twist $\zeta$.

The first step is straightforward, so we directly go to the second step. We will rewrite the variation of the twist (3.5) in terms of the variation of the initial data in the following two paragraphs.

Here, the main issue is to deal with the integral in (3.24). We extract the integrand out as

$$
\begin{equation*}
\frac{1}{2} n^{\alpha} \tau^{\beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}-\nabla_{\beta} \delta g_{\alpha \beta}\right) \tag{3.28}
\end{equation*}
$$

and deal with it now. First, we restrict the expression (3.28) on the Cauchy surface $\Sigma$ and rewrite it as

$$
\begin{align*}
&\left.\frac{1}{2} n^{\alpha} \tau^{\beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}-\nabla_{\beta} \delta g_{\alpha \beta}\right)\right|_{\Sigma} \\
&= {\left[-\frac{1}{2} e^{\alpha} n^{\beta} \tau^{\gamma} \nabla_{\gamma}\left(\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \delta g_{\mu \nu}\right)-\frac{1}{2} n^{\alpha} K_{\alpha}{ }^{\mu} e^{\nu} \delta g_{\mu \nu}+\frac{1}{2} n^{\alpha} e^{\beta} D_{\alpha}\left(\tau^{\mu} \sigma_{\beta}{ }^{\nu} \delta g_{\mu \nu}\right)\right.} \\
&\left.\quad+\frac{1}{2 N} e^{\alpha} D_{\alpha} N n^{\mu} \tau^{\nu} \delta g_{\mu \nu}+\frac{1}{2 N} n^{\alpha} D_{\alpha} N e^{\mu} \tau^{\nu} \delta g_{\mu \nu}-\frac{1}{2} e^{\alpha} n^{\beta} K_{\alpha \beta} \tau^{\mu} \tau^{\nu} \delta g_{\mu \nu}\right]\left.\right|_{\Sigma} \\
&= {\left.\left[\frac{1}{2} e^{\mu} K_{\mu}{ }^{\alpha} n^{\beta} \delta \sigma_{\alpha \beta}-e^{\alpha} n^{\beta} \delta K_{\alpha \beta}-\frac{1}{2} e^{\alpha} n^{\beta} D_{\alpha}\left(\sigma_{\beta}{ }^{\mu} \tau^{\nu} \delta g_{\mu \nu}\right)\right]\right|_{\Sigma} } \tag{3.29}
\end{align*}
$$

[^8]Here, we have extended the frame $(\hat{e}, \hat{\tau}, \hat{n})$ to the whole spacetime, such that, when restricted on the Cauchy surface $\Sigma$, the $\hat{\tau}$ coincides with the normal vector of the Cauchy surface $\Sigma$. In deriving these equations, we have taken an ADM decomposition and used (A.3) in the first equation, and used (A.8) in the second equation. Second, we further restrict (3.29) on the geodesic $\gamma$ and rewrite it as

$$
\begin{align*}
& \left.\frac{1}{2} n^{\alpha} \tau^{\beta} e^{\gamma}\left(\nabla_{\alpha} \delta g_{\beta \gamma}-\nabla_{\beta} \delta g_{\alpha \beta}\right)\right|_{\gamma} \\
& \quad=\left.\left[\frac{1}{2} e^{\mu} K_{\mu}{ }^{\alpha} n^{\beta} \delta \sigma_{\alpha \beta}-e^{\alpha} n^{\beta} \delta K_{\alpha \beta}-\frac{1}{2} e^{\alpha} n^{\beta} D_{\alpha}\left(\sigma_{\beta}{ }^{\mu} \tau^{\nu} \delta g_{\mu \nu}\right)\right]\right|_{\gamma} \\
& \quad=\left.\left[\frac{1}{2} e^{m} n^{n} K_{m n} n^{a} n^{b} \delta \sigma_{a b}-e^{a} n^{b} \delta K_{a b}-\frac{1}{2} \frac{d}{d s}\left(\tau^{\mu} n^{\nu} \delta g_{\mu \nu}(x(s))\right)\right]\right|_{\gamma} \tag{3.30}
\end{align*}
$$

Here, we have used

$$
\begin{align*}
\left.e^{\nu} D_{\nu} e^{\mu}\right|_{\gamma} & =0 \\
\left.e^{\nu} D_{\nu} n^{\mu}\right|_{\gamma} & =0 \\
\left.K_{\mu \nu} e^{\mu} e^{\nu}\right|_{\gamma} & =0 \tag{3.31}
\end{align*}
$$

where the first and third equations of (3.31) can be derived from an ADM decomposition of the geodesic equation

$$
\begin{equation*}
e^{\nu} \nabla_{\nu} e^{\mu}=0 \tag{3.32}
\end{equation*}
$$

and the second equation of (3.31) can be checked component by component by taking use of the first equation of (3.31) and the orthonormal conditions as

$$
\begin{align*}
e^{\nu} D_{\nu} n^{\mu} n_{\mu} & =\frac{1}{2} e^{\nu} D_{\nu}\left(n^{\mu} n_{\mu}\right)=0 \\
e^{\nu} D_{\nu} n^{\mu} e_{\mu} & =e^{\nu} D_{\nu}\left(n^{\mu} e_{\mu}\right)-e^{\nu} D_{\nu} e^{\mu} n_{\mu}=0 \tag{3.33}
\end{align*}
$$

We rewrite the variation of the twist in terms of the variation of the initial data. By applying (3.30) to (3.24), we get

$$
\begin{align*}
\delta \zeta= & \int_{s_{1}}^{s_{2}} d s\left(\frac{1}{2} e^{m} n^{n} K_{m n} n^{a} n^{b} \delta \sigma_{a b}-e^{a} n^{b} \delta K_{a b}\right) \\
& +\left(\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta}+C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right)+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{\alpha} n^{\beta}\right) \\
& -\left(\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}+C_{\left(\tau^{(2)}\right)}^{n^{(2)}}\left(s_{2}\right)+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{\alpha} n^{\beta}\right) \tag{3.34}
\end{align*}
$$

where the integral is already in terms of the variation of the initial data. We now take the cutoff surface to the asymptotic boundary, where we also make an assumption that, under this limit, the contributions from the terms supporting at $s_{1}, s_{2}$ are ignorable. ${ }^{14}$ Under this

[^9]limit and based on this assumption, we then get the final expression of the variation of the twist with respect to the variation of the initial data
\[

$$
\begin{align*}
\delta \zeta & =\int_{\gamma} d s\left(\frac{1}{2} e^{m} n^{n} K_{m n} n^{a} n^{b} \delta \sigma_{a b}-e^{a} n^{b} \delta K_{a b}\right) \\
& =\int_{\Sigma} d^{2} x \sqrt{\sigma}\left(\frac{1}{2} e^{m} n^{n} K_{m n} n^{a} n^{b} \delta \sigma_{a b} \delta(\rho)-e^{a} n^{b} \delta K_{a b} \delta(\rho)\right) \tag{3.35}
\end{align*}
$$
\]

Finally, by applying (3.35) to (3.5), (3.6) and also by taking use of (B.9), we get the system's evolution generated by the twist $\zeta$ as ${ }^{15}$

$$
\begin{align*}
\Delta \sigma_{a b}\left(t_{0}, x\right) & =-8 \pi G \lambda\left(e_{a} n_{b}+n_{a} e_{b}\right) \delta(\rho)+o(\lambda) \\
\Delta K_{a b}\left(t_{0}, x\right) & =-8 \pi G \lambda e^{m} n^{n} K_{m n} n_{a} n_{b} \delta(\rho)+o(\lambda) \tag{3.36}
\end{align*}
$$

### 3.5 The geometric interpretation of the system's evolution generated by the twist $\zeta$ : a relative shift along the geodesic

We claim that the system's evolution (3.36) has a geometric interpretation, that is a relative shift along the geodesic $\gamma$ as in figure 4. Here, the relative shift is a diffeomorphism, which roughly speaking shifts the region in the one side of the geodesic relative to the region in the other side of the geodesic along the direction of the geodesic. And the system's evolution represented in (3.36) can be realized by this diffeomorphism.

The precise requirement of the diffeomorphism and a systematical discussion of the relative shift will be given in subsection 4.4. In this subsection, we support this relative shift interpretation of the system's evolution (3.36) with a concrete example. In this example, we directly give the system's evolution generated by the relative shift. And our goal here is to check its equivalence to the system's evolution represented in (3.36).

We now introduce our example. By focusing on the near geodesic region, we approximate the original system as a flat metric and the geodesic as a straight line. In particular, we take the original system as the following flat metric

$$
\begin{equation*}
d s^{(o) 2}=-d t^{2}+d x^{2}+d y^{2} \tag{3.37}
\end{equation*}
$$

and we put the geodesic $\gamma$ at the $y$-axis. We directly give the relative shift as the following diffeomorphism

$$
\begin{align*}
t & \rightarrow t \\
x & \rightarrow x \\
y & \rightarrow y-8 \pi G \lambda \theta(x), \tag{3.38}
\end{align*}
$$

which, when restricted on a Cauchy surface containing the $y$-axis, indeed exhibits a relative shift along the $y$-axis, as in figure 5 . By applying the diffeomorphism (3.38) to the metric of the original system (3.37), which, to be more precise, is to take a pullback of the metric (3.37) by the diffeomorphism (3.38), we get the metric of the evolved system as

$$
\begin{equation*}
d s^{(e) 2}=-d t^{2}+d x^{2}+d y^{2}-8 \pi G \lambda \delta(x)(d x d y+d y d x)+o(\lambda) \tag{3.39}
\end{equation*}
$$

[^10]

Figure 4. The relative shift along the geodesic $\gamma$ generated by the twist. Figure 4(a) and figure 4(b) represent the systems before and after the relative shift. As in figure 2, these figures should be viewed in a pushforward perspective. Namely, in the evolution of the relative shift from figure 4(a) to figure 4(b), we keep the three dimensional metric fixed and take a shift of one side of the Cauchy surface relative to the other side along the direction of the geodesic $\gamma$. (Here, the relative shift, though tangent to the geodesic $\gamma$, is not necessary parallel to the Cauchy surface $\Sigma$.) To manifest the relative shift, we introduce coordinates $(\rho, s)$ on the Cauchy surface $\Sigma$. Here, the dashed line denotes the geodesic $\gamma$ at $\rho=0$, and the dotted lines denote the curves with constant $s$ values. It is the evolution of the set of initial data in terms of the $(\rho, s)$ coordinates that equals to the system's evolution represented in (3.36). Moreover, in our mind, we should take an extra pullback on the evolved system in figure 4(b) acting on both the metric and the Cauchy surface. The pullback maps the Cauchy surface $\Sigma$ back to the same location as the one in figure 4(a) in terms of the three dimensional coordinates, maps the metric to be the evolved one, and keeps the set of initial data to be the one illustrated in figure 4(b). After acting this pullback on figure 4(b), the evolution of the set of initial data from figure 4(a) to figure 4(b) can indeed be interpreted as an evolution of the system.


Figure 5. The relative shift along the $y$-axis in the flat metric. Here, we put the Cauchy surface at $t=0$. The diffeomorphism (3.38), when restricted on this Cauchy surface, indeed exhibits a relative shift along the $y$-axis for the two sides of the $y$-axis.

Given the system's evolution generated by the relative shift from (3.37) to (3.39), we can then check its equivalence to the system's evolution represented in (3.36). Here, we only need to focus on the evolution of the set of initial data on a Cauchy surface that contains the $y$-axis, ${ }^{16}$ from which the evolution of the whole system is uniquely determined up to a non-physical diffeomorphism. In the following, we will provide two choices of the Cauchy surface with zero and non-zero extrinsic curvature. And we will take the equivalence check respectively.

### 3.5.1 The equivalence check on a Cauchy surface with zero extrinsic curvature

We first put the Cauchy surface at $t=0$. On such Cauchy surface, we can read out the set of initial data as

$$
\begin{align*}
\sigma_{a b}^{(o)} d \bar{x}^{a} d \bar{x}^{b} & =d x^{2}+d y^{2} \\
K_{a b}^{(o)} & =0 \tag{3.40}
\end{align*}
$$

for the original system (3.37), and

$$
\begin{align*}
\sigma_{a b}^{(e)} d \bar{x}^{a} d \bar{x}^{b} & =d x^{2}+d y^{2}-8 \pi G \lambda \delta(x)(d x d y+d y d x)+o(\lambda) \\
K_{a b}^{(e)} & =0 \tag{3.41}
\end{align*}
$$

for the evolved system (3.39). Here, we denote $\bar{x}^{a}=(x, y)$, and the vanishing of the extrinsic curvature is obtained from the time reversal symmetry of (3.37), (3.39). To compare with (3.36), we read out the $e_{a}, n_{a}$ for the original system from (3.40) as

$$
\begin{align*}
e_{a} & =(0,1) \\
n_{a} & =(1,0) . \tag{3.42}
\end{align*}
$$

And from (3.40), (3.41), (3.42), we can directly check that the system's evolution from (3.40) to (3.41) is precisely the system's evolution represented in (3.36). This equivalence check therefore supports the relative shift interpretation of the system's evolution (3.36).

### 3.5.2 The equivalence check on a Cauchy surface with non-zero extrinsic curvature

We now take the equivalence check on a Cauchy surface with non-zero extrinsic curvature. In particular, we consider the following Cauchy surface which contains the $y$-axis as ${ }^{17,18}$

$$
\begin{align*}
t & =\rho \sinh f(s) \\
x & =\rho \cosh f(s) \\
y & =s \tag{3.43}
\end{align*}
$$

[^11]We first compute the set of initial data for the original system (3.37). Specifically, we compute the set of initial data with the following equations

$$
\begin{align*}
\sigma_{a b} & =\eta_{\mu \nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \\
K_{a b} & =\eta_{\mu \nu} \frac{\partial \tau^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \tag{3.44}
\end{align*}
$$

Here, $x^{\mu}=(t, x, y)$ and $\bar{x}^{a}=(\rho, s)$. The first equation is by definition. And the second equation is derived as

$$
\begin{align*}
K_{a b} & =K_{\mu \nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \\
& =\sigma_{\mu}{ }^{\rho} \nabla_{\rho} \tau_{\nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \\
& =\sigma_{\mu}{ }^{\rho} \partial_{\rho} \tau_{\nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \\
& =\frac{\partial \tau_{\nu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \\
& =\eta_{\mu \nu} \frac{\partial \tau^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} . \tag{3.45}
\end{align*}
$$

We now compute the set of initial data with (3.44). We first compute the future-pointing normal vector $\tau^{\mu}$ of the Cauchy surface parameterized by (3.43). Here, the normal vector $\tau^{\mu}$ satisfies the following orthonormal conditions

$$
\begin{align*}
\eta_{\mu \nu} \tau^{\mu} \frac{\partial x^{\nu}}{\partial \bar{x}^{a}} & =0 \\
\eta_{\mu \nu} \tau^{\mu} \tau^{\nu} & =-1 \tag{3.46}
\end{align*}
$$

and has the following expression

$$
\begin{equation*}
\tau^{\mu}=\left(\frac{\cosh f(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}, \frac{\sinh f(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}, \frac{\rho f^{\prime}(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}\right) \tag{3.47}
\end{equation*}
$$

By applying (3.43) and (3.47) to (3.44), we then get the expression of the set of initial data for the original system as

$$
\begin{align*}
\sigma_{\rho \rho}^{(o)} & =1 \\
\sigma_{\rho s}^{(o)} & =\sigma_{s \rho}^{(o)}=0 \\
\sigma_{s s}^{(o)} & =1-\rho^{2} f^{\prime}(s)^{2} \\
K_{\rho \rho}^{(o)} & =0 \\
K_{\rho s}^{(o)} & =K_{s \rho}^{(o)}=\frac{f^{\prime}(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}} \\
K_{s s}^{(o)} & =\frac{\rho f^{\prime \prime}(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}} \tag{3.48}
\end{align*}
$$

We now compute the set of initial data for the evolved system (3.39). For convenience of the computation, we use a pushforward perspective to view the Cauchy surface embedded in the evolved system (3.39). The perspective is the following: instead of taking a pullback of the metric by the diffeomorphism (3.38), we keep the metric fixed and take a pushforward of the Cauchy surface by the diffeomorphism (3.38). Under this perspective, we equivalently view the Cauchy surface embedded in the evolved system (3.39) as the one parameterized by

$$
\begin{align*}
t & =\rho \sinh f(s) \\
x & =\rho \cosh f(s) \\
y & =s-8 \pi G \lambda \theta(\rho)+o(\lambda), \tag{3.49}
\end{align*}
$$

and embedded in the flat metric (3.37). We now compute the set of initial data for such Cauchy surface. Following a similar computation in the previous paragraph, we first compute the future-pointing normal vector of the Cauchy surface (3.49) as

$$
\begin{equation*}
\tau^{\mu}=\left(\frac{\cosh f(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}, \frac{\sinh f(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}, \frac{\rho f^{\prime}(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}\right), \tag{3.50}
\end{equation*}
$$

which has the same expression as (3.47). And by applying (3.49) and (3.50) to (3.44), we then get the set of initial data for the evolved system as

$$
\begin{align*}
\sigma_{s s}^{(e)} & =1-\rho^{2} f^{\prime}(s)^{2}+o(\lambda) \\
\sigma_{s \rho}^{(e)} & =\sigma_{\rho s}^{(o)}=-8 \pi G \lambda \delta(\rho)+o(\lambda) \\
\sigma_{\rho \rho}^{(e)} & =1+o(\lambda) \\
K_{s s}^{(e)} & =\frac{\rho f^{\prime \prime}(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}+o(\lambda) \\
K_{s \rho}^{(e)} & =K_{\rho s}^{(e)}=\frac{f^{\prime}(s)}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}+o(\lambda) \\
K_{\rho \rho}^{(e)} & =-8 \pi G \lambda f^{\prime}(s) \delta(\rho)+o(\lambda) . \tag{3.51}
\end{align*}
$$

We now compare the evolution of the set of initial data from (3.48) to (3.51) with the one represented in (3.36). To take the comparison, we read out the $e_{a}, n_{a}$ for the original system (3.48) as

$$
\begin{align*}
& e_{a}=\left(0, \frac{1}{\left[1-\rho^{2} f^{\prime}(s)^{2}\right]^{\frac{1}{2}}}\right) \\
& n_{a}=(1,0) . \tag{3.52}
\end{align*}
$$

From (3.48), (3.51), (3.52), we then check that the system's evolution from (3.48) to (3.51) is precisely the system's evolution represented in (3.36). The equivalence check again supports the relative shift interpretation of the system's evolution (3.36).

## 4 The system's evolution generated by the twist with the covariant phase space formalism

So far, we have studied the system's evolution generated by the twist $\zeta$ with the canonical formalism. In this section, we revisit the same problem with a different approach which is based on the covariant phase space formalism.

### 4.1 An introduction of the approach

We first introduce the approach, which is originally developed in [19] and is recast into the current form in [40].

The approach is based on the covariant phase space formalism [34-37]. In the covariant phase space formalism, the phase space is viewed as the set of inequivalent solutions, the observables are reinterpreted as functions of the set of solutions, and the system's evolutions are represented as evolutions in the set of solutions.

### 4.1. 1 The main idea of the approach

Based on the covariant phase space formalism, we now explain the main idea of the approach.
First, we represent the general solution under the Fefferman-Graham gauge as

$$
\begin{equation*}
d s^{2}=\frac{d Z^{2}}{Z^{2}}-\frac{1}{Z^{2}}\left(d U+\frac{6}{c} Z^{2} T_{V V}(V) d V\right)\left(d V+\frac{6}{c} Z^{2} T_{U U}(U) d U\right) . \tag{4.1}
\end{equation*}
$$

Here, we have taken use of the result in [41]. $(Z, U, V)$ are a set of coordinates, where $Z>0$ is the radial coordinate and $U / V \in(-\infty, \infty)$ is the left/right moving null boundary coordinate. $c$ is chosen to be

$$
\begin{equation*}
c=\frac{3}{2 G} . \tag{4.2}
\end{equation*}
$$

$T_{U U}, T_{V V}$ are the non-zero components of the boundary stress tensor.
Second, we reinterpret the observabes of our interest as functionals of $T_{U U}, T_{V V}$. This is realized by evaluating the observables under the general solution (4.1).

Third, we compute the brackets of the observables from the brackets of $T_{U U}, T_{V V}$. For example, given two observables $O_{1}, O_{2}$ which are already reinterpreted as functionals of $T_{U U}$, $T_{V V}$, their bracket can be computed by applying the chain rule as

$$
\begin{align*}
\left\{O_{1}, O_{2}\right\}= & \int d \widetilde{U}_{1} d \widetilde{U}_{2} \frac{\delta O_{1}}{\delta T_{U U}\left(\widetilde{U}_{1}\right)} \frac{\delta O_{2}}{\delta T_{U U}\left(\widetilde{U}_{2}\right)}\left\{T_{U U}\left(\widetilde{U}_{1}\right), T_{U U}\left(\widetilde{U}_{2}\right)\right\} \\
& +\int d \widetilde{V}_{1} d \widetilde{V}_{2} \frac{\delta O_{1}}{\delta T_{V V}\left(\widetilde{V}_{1}\right)} \frac{\delta O_{2}}{\delta T_{V V}\left(\widetilde{V}_{2}\right)}\left\{T_{V V}\left(\widetilde{V}_{1}\right), T_{V V}\left(\widetilde{V}_{2}\right)\right\} \tag{4.3}
\end{align*}
$$

Here, the brackets of the boundary stress tensor have the following expressions

$$
\begin{align*}
\left\{T_{U U}(U), T_{U U}(\widetilde{U})\right\} & =-2 \pi\left[\frac{c}{12} \delta^{\prime \prime \prime}(U-\widetilde{U})+2 T_{U U}(U) \delta^{\prime}(U-\widetilde{U})+T_{U U}^{\prime}(U) \delta(U-\widetilde{U})\right] \\
\left\{T_{V V}(V), T_{V V}(\widetilde{V})\right\} & =-2 \pi\left[\frac{c}{12} \delta^{\prime \prime \prime}(V-\widetilde{V})+2 T_{V V}(V) \delta^{\prime}(V-\widetilde{V})+T_{V V}^{\prime}(V) \delta(V-\widetilde{V})\right] \\
\left\{T_{U U}(U), T_{V V}(V)\right\} & =0, \tag{4.4}
\end{align*}
$$

which can be read out from the results of the asymptotic symmetry analysis [42-45], and which are also derived in appendix G for completeness.

Fourth, we represent the system's evolution as the evolution of the general solution (4.1). Precisely speaking, we apply the expression of the general solution (4.1) to the evolution equation (3.4) in the position of $W$. And the system's evolution generated by a given observable $O$ is represented as

$$
\begin{equation*}
\widetilde{\Delta} g_{\mu \nu}(X)=\lambda\left\{g_{\mu \nu}(X), O\right\}+o(\lambda) . \tag{4.5}
\end{equation*}
$$

Here, $X^{\mu}=(Z, U, V) . g_{\mu \nu}(X)$ takes the expression of the general solution (4.1). The observable $O$ is reinterpreted as a functional of $T_{U U}, T_{V V}$. The bracket $\left\{g_{\mu \nu}(X), O\right\}$ can be computed by applying the chain rule (4.3). The reason to use the symbol $\widetilde{\Delta}$ instead of $\Delta$ is to leave the symbol $\Delta$ for a transformed quantity below.

### 4.1.2 A reformulated version of the approach

So far, we have introduced the main idea of the approach. But, for the practical application, we take a further reformulation to simplify the computation and to manifest the geometric interpretation. We now introduce the reformulated version of the approach.

First, we reformulate the representation of the general solution (4.1) to a form appearing in [46], which we refer to as the pullback representation. The pullback representation is to represent the general solution (4.1) as a pullback of the vacuum solution

$$
\begin{equation*}
d s^{2}=\frac{d z^{2}-d u d v}{z^{2}} \tag{4.6}
\end{equation*}
$$

by the following diffeomorphism

$$
\begin{align*}
& z=Z \frac{4\left(u_{(b)}^{\prime}(U) v_{(b)}^{\prime}(V)\right)^{\frac{3}{2}}}{4 u_{(b)}^{\prime}(U) v_{(b)}^{\prime}(V)-Z^{2} u_{(b)}^{\prime \prime}(U) v_{(b)}^{\prime \prime}(V)} \\
& u=u_{(b)}(U)+\frac{2 Z^{2} u_{(b)}^{\prime}(U)^{2} v_{(b)}^{\prime \prime}(V)}{4 u_{(b)}^{\prime}(U) v_{(b)}^{\prime}(V)-Z^{2} u_{(b)}^{\prime \prime}(U) v_{(b)}^{\prime \prime}(V)} \\
& v=v_{(b)}(V)+\frac{2 Z^{2} u_{(b)}^{\prime \prime}(U) v_{(b)}^{\prime}(V)^{2}}{4 u_{(b)}^{\prime}(U) v_{(b)}^{\prime}(V)-Z^{2} u_{(b)}^{\prime \prime}(U) v_{(b)}^{\prime \prime}(V)} . \tag{4.7}
\end{align*}
$$

Here, we represent the vacuum solution in the $(z, u, v)$ coordinates and the general solution in the $(Z, U, V)$ coordinates. Note that the functions $u_{(b)}, v_{(b)}$ in (4.7) should also be viewed as functionals of $T_{U U}, T_{V V}$, which are solved from

$$
\begin{align*}
& T_{U U}(U)=\frac{c}{12}\left(\frac{u_{(b)}^{\prime \prime \prime}}{u_{(b)}^{\prime}}-\frac{3}{2}\left(\frac{u_{(b)}^{\prime \prime}}{u_{(b)}^{\prime}}\right)^{2}\right) \\
& T_{V V}(V)=\frac{c}{12}\left(\frac{v_{(b)}^{\prime \prime \prime}}{v_{(b)}^{\prime}}-\frac{3}{2}\left(\frac{v_{(b)}^{\prime \prime}}{v_{(b)}^{\prime}}\right)^{2}\right), \tag{4.8}
\end{align*}
$$

and

$$
\begin{align*}
u_{(b)}^{\prime}(U) & >0 \\
v_{(b)}^{\prime}(V) & >0 \tag{4.9}
\end{align*}
$$

We assume that such $u_{(b)}, v_{(b)}$ always exist for the physical solutions. And we also point out that the choice of such $u_{(b)}, v_{(b)}$ has the following arbitrariness

$$
\begin{align*}
u_{(b)}(U) & \rightarrow \frac{a_{u} u_{(b)}(U)+b_{u}}{c_{u} u_{(b)}(U)+d_{u}} \\
v_{(b)}(V) & \rightarrow \frac{a_{v} v_{(b)}(V)+b_{v}}{c_{v} v_{(b)}(V)+d_{v}} \tag{4.10}
\end{align*}
$$

where

$$
\begin{align*}
a_{u} d_{u}-b_{u} c_{u} & =1 \\
a_{v} d_{v}-b_{v} c_{v} & =1 \tag{4.11}
\end{align*}
$$

The pullback representation introduced here can be directly verified by taking a pullback of the vacuum solution (4.6) by the diffeomorphism (4.7) which gives precisely the general solution (4.1) after taking use of (4.8).

Second, we express the observables of our interest as functionals of $u_{(b)}, v_{(b)}$. This is realized by taking a pushforward of the observables by the diffeomorphism (4.7) to the vacuum solution (4.6) and computing their expressions there. The observables of our interest usually have explicit expressions with respect to $u_{(b)}, v_{(b)}$. But note that, as mentioned in the previous paragraph, the $u_{(b)}, v_{(b)}$ are in turn functionals of $T_{U U}, T_{V V}$.

Third, we compute the brackets of the observables by applying the chain rule recursively. Here, the chain rule still ends up at the brackets of the boundary stress tensor (4.4). For example, given an observable $O$ which is already expressed with respect to $u_{(b)}, v_{(b)}$, the brackets with the observable $O$ can be computed as

$$
\begin{equation*}
\{\cdot, O\}=\int d U \frac{\delta O}{\delta u_{(b)}(U)}\left\{\cdot, u_{(b)}(U)\right\}+\int d V \frac{\delta O}{\delta v_{(b)}(V)}\left\{\cdot, v_{(b)}(V)\right\}, \tag{4.12}
\end{equation*}
$$

together with

$$
\begin{align*}
& \left\{\cdot, u_{(b)}(U)\right\}=\int d \widetilde{U} \frac{\delta u_{(b)}(U)}{\delta T_{U U}(\widetilde{U})}\left\{\cdot, T_{U U}(\widetilde{U})\right\} \\
& \left\{\cdot, v_{(b)}(V)\right\}=\int d \widetilde{V} \frac{\delta v_{(b)}(V)}{\delta T_{V V}(\widetilde{V})}\left\{\cdot, T_{V V}(\widetilde{V})\right\} \tag{4.13}
\end{align*}
$$

Here, the brackets $\left\{\cdot, T_{U U}(\widetilde{U})\right\},\left\{\cdot, T_{V V}(\widetilde{V})\right\}$ can be computed by applying another chain rule. $\frac{\delta u_{(b)}(U)}{\delta T_{U U}(\widetilde{U})}, \frac{\delta v_{(b)}(V)}{\delta T_{V V}(\tilde{V})}$ are computed in the followings. By taking a variation of (4.8), we get the differential equations for $\delta u_{(b)}, \delta v_{(b)}$ as

$$
\begin{align*}
& u_{(b)}^{\prime}(U) \frac{\partial}{\partial U}\left(\frac{1}{u_{(b)}^{\prime}(U)} \frac{\partial}{\partial U}\left(\frac{1}{u_{(b)}^{\prime}(U)} \frac{\partial}{\partial U} \delta u_{(b)}(U)\right)\right)=\frac{12}{c} \delta T_{U U}(U) \\
& v_{(b)}^{\prime}(V) \frac{\partial}{\partial V}\left(\frac{1}{v_{(b)}^{\prime}(V)} \frac{\partial}{\partial V}\left(\frac{1}{v_{(b)}^{\prime}(V)} \frac{\partial}{\partial V} \delta v_{(b)}(V)\right)\right)=\frac{12}{c} \delta T_{V V}(V) \tag{4.14}
\end{align*}
$$

And by solving these differential equations (4.14), we get

$$
\begin{align*}
\delta u_{(b)}(U)= & -\int_{U}^{U_{0}} d \widetilde{U}_{3} u_{(b)}^{\prime}\left(\widetilde{U}_{3}\right) \int_{\widetilde{U}_{3}}^{U_{0}} d \widetilde{U}_{2} u_{(b)}^{\prime}\left(\widetilde{U}_{2}\right) \int_{\widetilde{U}_{2}}^{U_{0}} d \widetilde{U}_{1} \frac{1}{u_{(b)}^{\prime}\left(\widetilde{U}_{1}\right)} \frac{12}{c} \delta T_{U U}\left(\widetilde{U}_{1}\right) \\
& +a^{u, 1}\left[u_{(b)}, \delta T_{U U}\right] u_{(b)}(U)^{2}+a^{u, 0}\left[u_{(b)}, \delta T_{U U}\right] u_{(b)}(U)+a^{u,-1}\left[u_{(b)}, \delta T_{U U}\right] \\
\delta v_{(b)}(V)= & \int_{V_{0}}^{V} d \widetilde{V}_{3} v_{(b)}^{\prime}\left(\widetilde{V}_{3}\right) \int_{V_{0}}^{\widetilde{V}_{3}} d \widetilde{V}_{2} v_{(b)}^{\prime}\left(\widetilde{V}_{2}\right) \int_{V_{0}}^{\widetilde{V}_{2}} d \widetilde{V}_{1} \frac{1}{v_{(b)}^{\prime}\left(\widetilde{V}_{1}\right)} \frac{12}{c} \delta T_{V V}\left(\widetilde{V}_{1}\right) \\
& +a^{v, 1}\left[v_{(b)}, \delta T_{V V}\right] v_{(b)}(V)^{2}+a^{v, 0}\left[v_{(b)}, \delta T_{V V}\right] v_{(b)}(V)+a^{v,-1}\left[v_{(b)}, \delta T_{V V}\right], \tag{4.15}
\end{align*}
$$

which are the integral form of $\frac{\delta u_{(b)}(U)}{\delta T_{U U}(\tilde{U})}, \frac{\delta v_{(b)}(V)}{\delta T_{V V}(\widetilde{V})}$. Here, $a^{u, i} / a^{v, i}$, with $i=-1,0,1$, are arbitrary functionals of $u_{b} / v_{(b)}$ and $\delta T_{U U} / \delta T_{V V}$, whose dependence on $\delta T_{U U} / \delta T_{V V}$ is linear; the arbitrariness of $a^{u, i}, a^{v, i}$ is the linearized version of the arbitrariness in (4.10). ( $U_{0}, V_{0}$ ) is a reference point, whose dependence can be absorbed into $a^{u, i}, a^{v, i}$. The integral in the form of $\int_{a}^{b}$ is interpreted as

$$
\int_{a}^{b} \equiv \begin{cases}\int_{a}^{b} & \text { for } a<b  \tag{4.16}\\ -\int_{b}^{a} & \text { for } b<a\end{cases}
$$

the reason to write the integral as if $U_{0}>U, V_{0}<V$ is because we will put the reference point $\left(U_{0}, V_{0}\right)$ to the left of all other relevant points in the discussion below. The chain rule (4.12), (4.13) together with the expression (4.15) is sufficient to compute the brackets of the observables. While in practice, for a given observable $O$, we are most interested in the following two brackets

$$
\begin{equation*}
\left\{u_{(b)}(U), O\right\} \quad\left\{v_{(b)}(V), O\right\}, \tag{4.17}
\end{equation*}
$$

from which we can read out all of the other brackets with the observable $O$. For example, given another observable $W$ which is already expressed with respect to $u_{(b)}, v_{(b)}$, the bracket $\{W, O\}$ can be computed by applying the chain rule as

$$
\begin{equation*}
\{W, O\}=\int d U \frac{\delta W}{\delta u_{(b)}(U)}\left\{u_{(b)}(U), O\right\}+\int d V \frac{\delta W}{\delta v_{(b)}(V)}\left\{v_{(b)}(V), O\right\} . \tag{4.18}
\end{equation*}
$$

Fourth, we represent the system's evolution as an infinitesimal diffeomorphism. This can be derived by expressing the general solution with the pullback representation and applying the expression to the system's evolution equation (4.5). Precisely speaking, based on the pullback representation, we can represent the general solution in an abstract way as

$$
\begin{equation*}
g_{\mu \nu}(X)=g_{\alpha \beta}^{(0)}(x(X)) \frac{\partial x^{\alpha}}{\partial X^{\mu}} \frac{\partial x^{\beta}}{\partial X^{\nu}}, \tag{4.19}
\end{equation*}
$$

where we denote $X^{\mu}=(Z, U, V), x^{\mu}=(z, u, v), x(X)$ as the diffeomorphism (4.7), $g_{\mu \nu}(X)$ as the general solution, and $g_{\alpha \beta}^{(0)}(x)$ as the vacuum solution. By applying (4.19) to (4.5), we get the system's evolution generated by the observable $O$ as

$$
\begin{equation*}
\widetilde{\Delta} g_{\mu \nu}=\mathcal{L}_{\tilde{\xi}} g_{\mu \nu}+o(\lambda), \tag{4.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{\xi}^{\mu}=\frac{\partial X^{\mu}}{\partial x^{\alpha}} \cdot \Delta x^{\alpha}(X), \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta x^{\alpha}(X)=\lambda\left\{x^{\alpha}(X), O\right\} \tag{4.22}
\end{equation*}
$$

Here, we have ignored the $o(\lambda)$ terms in $(4.21)$, (4.22) to simplify the convention, but we still keep the $o(\lambda)$ term in (4.20). The bracket in (4.22) can be computed by applying $x^{\alpha}(X)$ to (4.18) in the position of $W$. (Note that the diffeomorphism $x(X)$ represented in (4.7) is already expressed with respect to $u_{(b)}, v_{(b)}$.) With some computation, we get the expression of $\widetilde{\xi}^{\mu}$ as

$$
\begin{align*}
& \widetilde{\xi}^{Z}=\frac{1}{2} Z\left(\eta^{U \prime}(U)+\eta^{V^{\prime}}(V)\right) \\
& \widetilde{\xi}^{U}=\eta^{U}(U)+\frac{\frac{1}{2} Z^{2}}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \eta^{V^{\prime \prime}}(V)-\frac{\frac{3}{c} Z^{4} T_{V V}(V)}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \eta^{U \prime \prime}(U) \\
& \widetilde{\xi}^{V}=\eta^{V}(V)+\frac{\frac{1}{2} Z^{2}}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \eta^{U \prime \prime}(U)-\frac{\frac{3}{c} Z^{4} T_{U U}(U)}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \eta^{V \prime \prime}(V) \tag{4.23}
\end{align*}
$$

where

$$
\begin{align*}
& \eta^{U}(U)=\frac{\Delta u_{(b)}(U)}{u_{(b)}^{\prime}(U)} \\
& \eta^{V}(V)=\frac{\Delta v_{(b)}(V)}{v_{(b)}^{\prime}(V)} \tag{4.24}
\end{align*}
$$

and

$$
\begin{align*}
\Delta u_{(b)}(U) & =\lambda\left\{u_{(b)}(U), O\right\} \\
\Delta v_{(b)}(V) & =\lambda\left\{v_{(b)}(V), O\right\} \tag{4.25}
\end{align*}
$$

The infinitesimal diffeomorphism (4.20) already describes the system's evolution. But for some reason that will be clear below, we would like to allow an extra non-physical diffeomorphism and represent the system's evolution as

$$
\begin{equation*}
\Delta g_{\mu \nu}=\widetilde{\Delta} g_{\mu \nu}+\mathcal{L}_{\Delta \xi} g_{\mu \nu}+o(\lambda) \tag{4.26}
\end{equation*}
$$

where the non-physical diffeomorphism parameter $\Delta \xi^{\mu}$ has the following asymptotic behavior ${ }^{19}$

$$
\begin{align*}
\Delta \xi^{Z} & =\mathcal{O}\left(Z^{3}\right) \\
\Delta \xi^{U} & =\mathcal{O}\left(Z^{2}\right) \\
\Delta \xi^{V} & =\mathcal{O}\left(Z^{2}\right) \tag{4.27}
\end{align*}
$$

[^12]By applying (4.20) to (4.26) and combining the two infinitesimal diffeomorphism, we get the final expression of the system's evolution as

$$
\begin{equation*}
\Delta g_{\mu \nu}=\mathcal{L}_{\xi} g_{\mu \nu}+o(\lambda) \tag{4.28}
\end{equation*}
$$

which again is an infinitesimal diffeomorphism whose diffeomorphism parameter $\xi^{\mu}$ can take any expression with the following asymptotic behavior ${ }^{20}$

$$
\begin{align*}
& \xi^{Z}=\frac{1}{2} Z\left(\eta^{U \prime}(U)+\eta^{V^{\prime}}(V)\right)+\mathcal{O}\left(Z^{3}\right) \\
& \xi^{U}=\eta^{U}(U)+\mathcal{O}\left(Z^{2}\right) \\
& \xi^{V}=\eta^{V}(V)+\mathcal{O}\left(Z^{2}\right) . \tag{4.29}
\end{align*}
$$

In the practical application, we would like to represent the diffeomorphism parameter $\xi^{\mu}$ in the $(z, u, v)$ coordinates, after a pushforward by the diffeomorphism (4.7). Here, the diffeomorphism parameter $\xi^{\mu}$ in the $(z, u, v)$ coordinates has the following asymptotic behavior

$$
\begin{align*}
& \xi^{z}=\frac{1}{2} z\left(\eta^{u \prime}(u)+\eta^{v \prime}(v)\right)+\mathcal{O}\left(z^{3}\right) \\
& \xi^{u}=\eta^{u}(u)+\mathcal{O}\left(z^{2}\right) \\
& \xi^{v}=\eta^{v}(v)+\mathcal{O}\left(z^{2}\right) \tag{4.30}
\end{align*}
$$

with

$$
\begin{align*}
\eta^{u}(u) & =\Delta u_{(b)} \circ u_{(b)}^{(-1)}(u) \\
\eta^{v}(v) & =\Delta v_{(b)} \circ v_{(b)}^{(-1)}(v) . \tag{4.31}
\end{align*}
$$

### 4.1.3 Some useful equations

So far, we have introduced the reformulated version of the approach. We now provide some useful equations for the application of the approach below.

First, we provide the following integral kernels

$$
\begin{align*}
K^{U}(U, \widetilde{U}) & \equiv \int_{\widetilde{U}}^{U_{0}} d \widetilde{U}_{3} u_{(b)}^{\prime}\left(\widetilde{U}_{3}\right) \int_{\widetilde{U}_{3}}^{U_{0}} d \widetilde{U}_{2} u_{(b)}^{\prime}\left(\widetilde{U}_{2}\right) \int_{\widetilde{U}_{2}}^{U_{0}} d \widetilde{U}_{1} \frac{1}{u_{(b)}^{\prime}\left(\widetilde{U}_{1}\right)} \delta\left(U-\widetilde{U}_{1}\right) \\
& =\frac{1}{2 u_{(b)}^{\prime}(U)}\left(u_{(b)}(U)-u_{(b)}(\widetilde{U})\right)^{2}\left(\theta(U-\widetilde{U})-\theta\left(U-U_{0}\right)\right) \\
K^{V}(V, \widetilde{V}) & \equiv-\int_{V_{0}}^{\widetilde{V}} d \widetilde{V}_{3} v_{(b)}^{\prime}\left(\widetilde{V}_{3}\right) \int_{V_{0}}^{\widetilde{V}_{3}} d \widetilde{V}_{2} v_{(b)}^{\prime}\left(\widetilde{V}_{2}\right) \int_{V_{0}}^{\widetilde{V}_{2}} d \widetilde{V}_{1} \frac{1}{v_{(b)}^{\prime}\left(\widetilde{V}_{1}\right)} \delta\left(V-\widetilde{V}_{1}\right) \\
& =\frac{1}{2 v_{(b)}^{\prime}(V)}\left(v_{(b)}(V)-v_{(b)}(\widetilde{V})\right)^{2}\left(\theta(V-\widetilde{V})-\theta\left(V-V_{0}\right)\right) . \tag{4.32}
\end{align*}
$$

[^13]Here, the integrals are extracted from the integral terms of (4.15). And these integral kernels are used to compute the brackets with $u_{(b)}, v_{(b)}$ from the brackets with $T_{U U}, T_{V V}$ of the same observable.

Second, we compute the brackets $\left\{T_{U U}(U), u_{(b)}(\widetilde{U})\right\},\left\{T_{V V}(V), v_{(b)}(\widetilde{V})\right\}$. Specifically, by applying $T_{U U}, T_{V V}$ to (4.13) and taking use of (4.4), (4.32), (4.8), we get

$$
\begin{align*}
\left\{T_{U U}(U), u_{(b)}(\widetilde{U})\right\}= & 2 \pi\left(\frac{\partial^{3}}{\partial U^{3}}+\frac{24}{c} T_{U U}(U) \frac{\partial}{\partial U}+\frac{12}{c} T_{U U}^{\prime}(U)\right) K^{U}(U, \widetilde{U}) \\
& +\bar{a}^{u, 1}(U) u_{(b)}(\widetilde{U})^{2}+\bar{a}^{u, 0}(U) u_{(b)}(\widetilde{U})+\bar{a}^{u,-1}(U) \\
= & 2 \pi u_{(b)}^{\prime}(\widetilde{U}) \delta(U-\widetilde{U})+\widetilde{a}^{u, 1}(U) u_{(b)}(\widetilde{U})^{2}+\widetilde{a}^{u, 0}(U) u_{(b)}(\widetilde{U})+\widetilde{a}^{u,-1}(U), \tag{4.33}
\end{align*}
$$

and

$$
\begin{align*}
\left\{T_{V V}(V), v_{(b)}(\widetilde{V})\right\}= & 2 \pi\left(\frac{\partial^{3}}{\partial V^{3}}+\frac{24}{c} T_{V V}(V) \frac{\partial}{\partial V}+\frac{12}{c} T_{V V}^{\prime}(V)\right) K^{V}(V, \tilde{V}) \\
& +\bar{a}^{v, 1}(V) v_{(b)}(\widetilde{V})^{2}+\bar{a}^{v, 0}(V) v_{(b)}(\widetilde{V})+\bar{a}^{v,-1}(V) \\
= & 2 \pi v_{(b)}^{\prime}(\widetilde{V}) \delta(V-\widetilde{V})+\widetilde{a}^{v, 1}(V) v_{(b)}(\widetilde{V})^{2}+\widetilde{a}^{v, 0}(V) v_{(b)}(\widetilde{V})+\widetilde{a}^{v,-1}(V), \tag{4.34}
\end{align*}
$$

where

$$
\begin{align*}
\bar{a}^{u, i}(U) & \left.\equiv a^{u, i}\left[u_{(b)}, \delta T_{U U}\right]\right|_{\delta T_{U U}\left(U^{*}\right) \rightarrow\left\{T_{U U}(U), T_{U U}\left(U^{*}\right)\right\}} \\
\bar{a}^{v, i}(V) & \left.\equiv a^{v, i}\left[v_{(b)}, \delta T_{V V}\right]\right|_{\delta T_{V V}\left(V^{*}\right) \rightarrow\left\{T_{V V}(V), T_{V V}\left(V^{*}\right)\right\}} \tag{4.35}
\end{align*}
$$

for $i=-1,0,1$, and $\widetilde{a}^{u, i}(U) / \widetilde{a}^{v, i}(V)$, with $i=-1,0,1$, are some $\tilde{U} / \widetilde{V}$ independent quantities whose explicit expressions are not important.

### 4.2 The expression of the twist

Having introduced the approach, we now use it to study the system's evolution generated by the twist $\zeta$. We divide the study into several subsections. In this subsection, we compute the expression of the twist $\zeta$ with respect to $u_{(b)}, v_{(b)}$.

We first introduce the setup and also clarify a subtlety in the definition of the twist $\zeta$. Here, the setup and the definition are all provided in the $(Z, U, V)$ coordinates where the general solution (4.1) is represented. As in figure 6(a), we consider a spacelike geodesic $\gamma$ with two endpoints $\left(U_{1}, V_{1}\right),\left(U_{2}, V_{2}\right)$ on the asymptotic boundary $Z=0$, where we assume that $\left(U_{1}, V_{1}\right)$ is to the left of $\left(U_{2}, V_{2}\right)$ such that

$$
\begin{align*}
U_{1} & >U_{2} \\
V_{1} & <V_{2} \tag{4.36}
\end{align*}
$$

For convenience of the following discussion, we equivalently represent the normal frames $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ as $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right),\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$, respectively, which are defined as

$$
\begin{align*}
& \hat{l}^{(i)}=\hat{\tau}^{(i)}-\hat{n}^{(i)} \\
& \hat{r}^{(i)}=\hat{\tau}^{(i)}+\hat{n}^{(i)} \tag{4.37}
\end{align*}
$$


(a) The geodesic and the IR cutoff surface in the $(Z, U, V)$ coordinates.

(b) The pushforward of the geodesic and the IR cutoff surface in the $(z, u, v)$ coordinates.

Figure 6. The geodesic and the IR cutoff surface in the $(Z, U, V)$ coordinates and in the $(z, u, v)$ coordinates. In both of the two figures, the solid curve denotes the geodesic and the dashed line/curve denotes the IR cutoff surface.
for $i=1,2$, where $\hat{l}^{(i)} / \hat{r}^{(i)}$ is left/right future pointing null vectors from the viewpoint of an observer facing along the geodesic $\gamma$. With the new representation of the normal frames $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right),\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$, we rewrite the parallel transport conditions (2.3) as

$$
\begin{equation*}
\left.e^{\mu} \nabla_{\mu} l^{(i) \nu}\right|_{\gamma}=\left.e^{\mu} \nabla_{\mu} r^{(i) \nu}\right|_{\gamma}=0 \tag{4.38}
\end{equation*}
$$

for $i=1,2$, the orthonormal conditions (2.4) as

$$
\begin{align*}
\left.\hat{e} \cdot \hat{l}^{(i)}\right|_{\gamma} & =\left.\hat{e} \cdot \hat{r}^{(i)}\right|_{\gamma}=0 \\
\left.\hat{l}^{(i)} \cdot \hat{l}^{(i)}\right|_{\gamma} & =\left.\hat{r}^{(i)} \cdot \hat{r}^{(i)}\right|_{\gamma}=0 \\
\left.\hat{l}^{(i)} \cdot \hat{r}^{(i)}\right|_{\gamma} & =-2, \tag{4.39}
\end{align*}
$$

for $i=1,2$, and the definition of the twist $\zeta$ (2.5) as

$$
\left.\begin{align*}
\hat{l}^{(2)} & \left.\right|_{\gamma} \\
=e^{\zeta} \hat{l}^{(1)} & \left.\right|_{\gamma}  \tag{4.40}\\
\left.\hat{r}^{(2)}\right|_{\gamma} & =e^{-\zeta} \hat{r}^{(1)}
\end{align*}\right|_{\gamma} .
$$

As mentioned in section 2 , to seriously define the twist $\zeta$, we need to specify two points close to the respective geodesic endpoints and also adopt a proper value for the normal frames there. Here, we introduce a cutoff surface at

$$
\begin{equation*}
Z=\epsilon \tag{4.41}
\end{equation*}
$$

as illustrated in figure $6(\mathrm{a})$, where $\epsilon$ will be taken to zero at the end of the computation. The cutoff surface intersects with the geodesic $\gamma$ at two points, denoted by their corresponding affine parameters of the geodesic as $s=s_{1}, s=s_{2}$. These two intersections are the positions where we adopt the proper value for the normal frames by inheriting the frame from the asymptotic boundary. Specifically, we adopt the following value for the normal frames at
the two intersections $s=s_{1}, s=s_{2}$ as

$$
\begin{align*}
\left.\hat{l}^{(1)}\right|_{s=s_{1}} & =\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial Z}+\left(2 \epsilon+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial U}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial V} \\
\left.\hat{r}^{(1)}\right|_{s=s_{1}} & =\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial Z}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial U}+\left(2 \epsilon+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial V} \\
\left.\hat{l}^{(2)}\right|_{s=s_{2}} & =\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial Z}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial U}+\left(2 \epsilon+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial V} \\
\left.\hat{r}^{(2)}\right|_{s=s_{2}} & =\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial Z}+\left(2 \epsilon+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial U}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial V} . \tag{4.42}
\end{align*}
$$

So far, we have clarified the definition of the twist for the general solution (4.1) in the $(Z, U, V)$ coordinates. And we now compute its expression by taking a pushforward of the whole kinematics by the diffeomorphism (4.7) to the vacuum solution (4.6) in the $(z, u, v)$ coordinates.

First, we study the geodesic $\gamma$, the cutoff surface, and their intersections in the $(z, u, v)$ coordinates, see figure $6(\mathrm{~b})$ for an illustration. We take a pushforward of the geodesic $\gamma$ by the diffeomorphism (4.7) to the $(z, u, v)$ coordinates, under which the geodesic endpoints $\left(U_{1}, V_{1}\right),\left(U_{2}, V_{2}\right)$ are mapped to $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)$ on the asymptotic boundary of the $(z, u, v)$ coordinates where

$$
\begin{align*}
u_{i} & =u_{(b)}\left(U_{i}\right) \\
v_{i} & =v_{(b)}\left(V_{i}\right), \tag{4.43}
\end{align*}
$$

for $i=1,2$. The geodesic $\gamma$ can therefore be expressed as

$$
\begin{align*}
& z(s)=\frac{1}{2} \sqrt{\left(u_{1}-u_{2}\right)\left(v_{2}-v_{1}\right)} \frac{1}{\cosh s} \\
& u(s)=\frac{u_{2}-u_{1}}{2} \frac{\sinh s}{\cosh s}+\frac{u_{1}+u_{2}}{2} \\
& v(s)=\frac{v_{2}-v_{1}}{2} \frac{\sinh s}{\cosh s}+\frac{v_{1}+v_{2}}{2}, \tag{4.44}
\end{align*}
$$

where $s$ is the proper length up to a shift. We also take a pushforward of the cutoff surface (4.41) to the $(z, u, v)$ coordinates, which can be represented as

$$
\begin{equation*}
z=\epsilon\left(u_{(b)}^{\prime} \circ u_{(b)}^{(-1)}(u)\right)^{\frac{1}{2}} \cdot\left(v_{(b)}^{\prime} \circ v_{(b)}^{(-1)}(v)\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right) \tag{4.45}
\end{equation*}
$$

where we have also taken an expansion with respect to $\epsilon$. By combining (4.44) and (4.45), we then solve the intersections between the geodesic and the cutoff surface represented by the affine parameters as

$$
\begin{align*}
& s_{1}=\log \epsilon-\frac{1}{2} \log \left(u_{1}-u_{2}\right)+\frac{1}{2} \log u_{(b)}^{\prime}\left(U_{1}\right)-\frac{1}{2} \log \left(v_{2}-v_{1}\right)+\frac{1}{2} \log v_{(b)}^{\prime}\left(V_{1}\right)+\mathcal{O}\left(\epsilon^{2}\right) \\
& s_{2}=-\log \epsilon+\frac{1}{2} \log \left(u_{1}-u_{2}\right)-\frac{1}{2} \log u_{(b)}^{\prime}\left(U_{2}\right)+\frac{1}{2} \log \left(v_{2}-v_{1}\right)-\frac{1}{2} \log v_{(b)}^{\prime}\left(V_{2}\right)+\mathcal{O}\left(\epsilon^{2}\right) \tag{4.46}
\end{align*}
$$

Given the affine parameters of the intersections (4.46), we compute the geodesic's length as

$$
\begin{equation*}
A=s_{2}-s_{1}=-2 \log \epsilon+A^{U}+A^{V}, \tag{4.47}
\end{equation*}
$$

with

$$
\begin{align*}
& A^{U}=\log \left(u_{1}-u_{2}\right)-\frac{1}{2} \log u_{(b)}^{\prime}\left(U_{1}\right)-\frac{1}{2} \log u_{(b)}^{\prime}\left(U_{2}\right) \\
& A^{V}=\log \left(v_{2}-v_{1}\right)-\frac{1}{2} \log v_{(b)}^{\prime}\left(V_{1}\right)-\frac{1}{2} \log v_{(b)}^{\prime}\left(V_{2}\right), \tag{4.48}
\end{align*}
$$

where we have ignored the terms which vanish under the $\epsilon \rightarrow 0$ limit in (4.47), (4.48). We also compute the value of the coordinates of intersections as

$$
\begin{align*}
& z\left(s_{1}\right)=\epsilon u_{(b)}^{\prime}\left(U_{1}\right)^{\frac{1}{2}} v_{(b)}^{\prime}\left(V_{1}\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right) \\
& u\left(s_{1}\right)=u_{1}+\mathcal{O}\left(\epsilon^{2}\right) \\
& v\left(s_{1}\right)=v_{1}+\mathcal{O}\left(\epsilon^{2}\right), \tag{4.49}
\end{align*}
$$

and

$$
\begin{align*}
& z\left(s_{2}\right)=\epsilon u_{(b)}^{\prime}\left(U_{2}\right)^{\frac{1}{2}} v_{(b)}^{\prime}\left(V_{2}\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right) \\
& u\left(s_{2}\right)=u_{2}+\mathcal{O}\left(\epsilon^{2}\right) \\
& v\left(s_{2}\right)=v_{2}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{4.50}
\end{align*}
$$

For the application below, we map the intersections (4.49), (4.50) back to the ( $Z, U, V$ ) coordinates by the reversal map of (4.7), which gives

$$
\begin{align*}
\left.Z\right|_{s=s_{1}} & =\epsilon \\
\left.U\right|_{s=s_{1}} & =U_{1}+\mathcal{O}\left(\epsilon^{2}\right) \\
\left.V\right|_{s=s_{1}} & =V_{1}+\mathcal{O}\left(\epsilon^{2}\right), \tag{4.51}
\end{align*}
$$

and

$$
\begin{align*}
& \left.Z\right|_{s=s_{2}}=\epsilon \\
& \left.U\right|_{s=s_{2}}=U_{2}+\mathcal{O}\left(\epsilon^{2}\right) \\
& \left.V\right|_{s=s_{2}}=V_{2}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{4.52}
\end{align*}
$$

Second, we study the normal frames $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right),\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$ and compute the twist $\zeta$ in the $(z, u, v)$ coordinates. We take a pushforward of the normal frames $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right),\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$ by the diffeomorphism (4.7) to the $(z, u, v)$ coordinates, under which their adopted value (4.42) at the intersections $s=s_{1}, s=s_{2}$ are mapped to the following expression

$$
\begin{align*}
& \left.\hat{l}^{(1)}\right|_{s=s_{1}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\left(2 \epsilon u_{(b)}^{\prime}\left(U_{1}\right)+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial u}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial v} \\
& \left.\hat{r}^{(1)}\right|_{s=s_{1}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial u}+\left(2 \epsilon v_{(b)}^{\prime}\left(V_{1}\right)+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial v} \\
& \left.\hat{l}^{(2)}\right|_{s=s_{2}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial u}+\left(2 \epsilon v_{(b)}^{\prime}\left(V_{2}\right)+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial v} \\
& \left.\hat{r}^{(2)}\right|_{s=s_{2}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\left(2 \epsilon u_{(b)}^{\prime}\left(U_{2}\right)+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial u}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial v}, \tag{4.53}
\end{align*}
$$

where, in deriving (4.53), we have also used (4.51), (4.52). We can in principle solve the expressions of $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right)$, $\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$ on the whole geodesic $\gamma$ in the $(z, u, v)$ coordinates from (4.38) and (4.53) up to $\mathcal{O}\left(\epsilon^{2}\right)$ correction. But here we take the following shortcut. We first provide a normal frame $\left(\hat{l}^{(0)}, \hat{r}^{(0)}\right)$ represented as

$$
\begin{align*}
& \left.\hat{l}^{(0)}\right|_{\gamma}=\frac{1}{2 \cosh ^{2} s}\left(\sqrt{\left(u_{1}-u_{2}\right)\left(v_{2}-v_{1}\right)} \frac{\partial}{\partial z}+\left(u_{1}-u_{2}\right) e^{-s} \frac{\partial}{\partial u}+\left(v_{2}-v_{1}\right) e^{s} \frac{\partial}{\partial v}\right) \\
& \left.\hat{r}^{(0)}\right|_{\gamma}=\frac{1}{2 \cosh ^{2} s}\left(-\sqrt{\left(u_{1}-u_{2}\right)\left(v_{2}-v_{1}\right)} \frac{\partial}{\partial z}+\left(u_{1}-u_{2}\right) e^{s} \frac{\partial}{\partial u}+\left(v_{2}-v_{1}\right) e^{-s} \frac{\partial}{\partial v}\right), \tag{4.54}
\end{align*}
$$

where $\hat{l}^{(0)} / \hat{r}^{(0)}$ is a left/right future pointing null vector from the viewpoint of an observer facing along the geodesic, and $\left(\hat{l}^{(0)}, \hat{r}^{(0)}\right)$ satisfy the parallel transport conditions

$$
\begin{equation*}
\left.e^{\mu} \nabla_{\mu} l^{(0) \nu}\right|_{\gamma}=\left.e^{\mu} \nabla_{\mu} r^{(0) \nu}\right|_{\gamma}=0 \tag{4.55}
\end{equation*}
$$

and the orthonormal conditions

$$
\begin{align*}
\left.\hat{e} \cdot \hat{l}^{(0)}\right|_{\gamma} & =\left.\hat{e} \cdot \hat{r}^{(0)}\right|_{\gamma}=0 \\
\left.\hat{l}^{(0)} \cdot \hat{l}^{(0)}\right|_{\gamma} & =\left.\hat{r}^{(0)} \cdot \hat{r}^{(0)}\right|_{\gamma}=0 \\
\left.\hat{l}^{(0)} \cdot \hat{r}^{(0)}\right|_{\gamma} & =-2 . \tag{4.56}
\end{align*}
$$

Based on the same argument around (2.5), we can represent $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right)$, $\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$ with $\left(\hat{l}^{(0)}, \hat{r}^{(0)}\right)$ as the following boost

$$
\begin{align*}
& \hat{l}^{(1)}=e^{\zeta_{1}} \hat{l}^{(0)} \\
& \hat{r}^{(1)}=e^{-\zeta_{1}} \hat{r}^{(0)}, \tag{4.57}
\end{align*}
$$

and

$$
\begin{align*}
\hat{l}^{(2)} & =e^{\zeta_{2}} \hat{l}^{(0)} \\
\hat{r}^{(2)} & =e^{-\zeta_{2}} \hat{r}^{(0)} \tag{4.58}
\end{align*}
$$

where the rapidity $\zeta_{1}, \zeta_{2}$ are constant along the geodesic $\gamma$. The constant rapidity $\zeta_{1}, \zeta_{2}$ can be furthermore fixed by comparing the value of $\left(\hat{l}^{(0)}, \hat{r}^{(0)}\right),\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right),\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$ at the intersections $s=s_{1}, s=s_{2}$. Specifically, the value of $\left(\hat{l}^{(0)}, \hat{r}^{(0)}\right)$ at the intersections $s=s_{1}$, $s=s_{2}$ is as

$$
\begin{align*}
& \left.\hat{l}^{(0)}\right|_{s=s_{1}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\left(2 \epsilon\left(\frac{u_{1}-u_{2}}{v_{2}-v_{1}}\right)^{\frac{1}{2}} u_{(b)}^{\prime}\left(U_{1}\right)^{\frac{1}{2}} v_{(b)}^{\prime}\left(V_{1}\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial u}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial v} \\
& \left.\hat{r}^{(0)}\right|_{s=s_{1}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial u}+\left(2 \epsilon\left(\frac{v_{2}-v_{1}}{u_{1}-u_{2}}\right)^{\frac{1}{2}} u_{(b)}^{\prime}\left(U_{1}\right)^{\frac{1}{2}} v_{(b)}^{\prime}\left(V_{1}\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial v} \\
& \left.\hat{l}^{(0)}\right|_{s=s_{2}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial u}+\left(2 \epsilon\left(\frac{v_{2}-v_{1}}{u_{1}-u_{2}}\right)^{\frac{1}{2}} u_{(b)}^{\prime}\left(U_{2}\right)^{\frac{1}{2}} v_{(b)}^{\prime}\left(V_{2}\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial v} \\
& \left.\hat{r}^{(0)}\right|_{s=s_{2}}=\mathcal{O}\left(\epsilon^{2}\right) \frac{\partial}{\partial z}+\left(2 \epsilon\left(\frac{u_{1}-u_{2}}{v_{2}-v_{1}}\right)^{\frac{1}{2}} u_{(b)}^{\prime}\left(U_{2}\right)^{\frac{1}{2}} v_{(b)}^{\prime}\left(V_{2}\right)^{\frac{1}{2}}+\mathcal{O}\left(\epsilon^{3}\right)\right) \frac{\partial}{\partial u}+\mathcal{O}\left(\epsilon^{3}\right) \frac{\partial}{\partial v} . \tag{4.59}
\end{align*}
$$

And by comparing (4.53) with (4.59), we get the rapidity $\zeta_{1}, \zeta_{2}$ as

$$
\begin{align*}
& \zeta_{1}=-\frac{1}{2} \log \left(u_{1}-u_{2}\right)+\frac{1}{2} \log u_{(b)}^{\prime}\left(U_{1}\right)+\frac{1}{2}\left(v_{2}-v_{1}\right)-\frac{1}{2} \log v_{(b)}^{\prime}\left(V_{1}\right)+\mathcal{O}\left(\epsilon^{3}\right) \\
& \zeta_{2}=\frac{1}{2} \log \left(u_{1}-u_{2}\right)-\frac{1}{2} \log u_{(b)}^{\prime}\left(U_{2}\right)-\frac{1}{2} \log \left(v_{2}-v_{1}\right)+\frac{1}{2} \log v_{(b)}^{\prime}\left(V_{2}\right)+\mathcal{O}\left(\epsilon^{3}\right) . \tag{4.60}
\end{align*}
$$

(4.57), (4.58) together with (4.60) are in principle the expressions of $\left(\hat{l}^{(1)}, \hat{r}^{(1)}\right),\left(\hat{l}^{(2)}, \hat{r}^{(2)}\right)$. Moreover, by applying (4.57), (4.58) to (4.40) and by taking use of (4.60), we get the expression of the twist $\zeta$ as

$$
\begin{equation*}
\zeta=\zeta_{2}-\zeta_{1}=A^{U}-A^{V} \tag{4.61}
\end{equation*}
$$

where $A^{U}, A^{V}$ are given in (4.48), and we have ignored the terms which vanish under the $\epsilon \rightarrow 0$ limit.

### 4.3 The brackets with the twist

In this subsection, we compute some relevant brackets with the twist $\zeta$. First, by applying $T_{U U} / T_{V V}$ and $\zeta$ to (4.12) with $T_{U U} / T_{V V}$ in the position of • and $\zeta$ in the position $O$, we get the brackets of $T_{U U}, T_{V V}$ with the twist $\zeta$ as

$$
\begin{align*}
& \left\{T_{U U}(U), \zeta\right\}=2 \pi\left(\frac{\partial \zeta}{\partial U_{1}} \delta\left(U-U_{1}\right)+\frac{\partial \zeta}{\partial U_{2}} \delta\left(U-U_{2}\right)-\frac{1}{2} \frac{\partial}{\partial U_{1}} \delta\left(U-U_{1}\right)-\frac{1}{2} \frac{\partial}{\partial U_{2}} \delta\left(U-U_{2}\right)\right) \\
& \left\{T_{V V}(V), \zeta\right\}=2 \pi\left(\frac{\partial \zeta}{\partial V_{1}} \delta\left(V-V_{1}\right)+\frac{\partial \zeta}{\partial V_{2}} \delta\left(V-V_{2}\right)+\frac{1}{2} \frac{\partial}{\partial V_{1}} \delta\left(V-V_{1}\right)+\frac{1}{2} \frac{\partial}{\partial V_{2}} \delta\left(V-V_{2}\right)\right), \tag{4.62}
\end{align*}
$$

where we have also used (4.33), (4.34), (4.48), (4.61). Second, by applying $\zeta$ to (4.13) in the position of $\cdot$, we get the brackets of $u_{(b)}, v_{(b)}$ with $\zeta$ as

$$
\begin{align*}
\left\{u_{(b)}(U), \zeta\right\}= & -\frac{12 \pi}{c} \frac{1}{u_{1}-u_{2}}\left(u_{(b)}(U)-u_{1}\right)\left(u_{(b)}(U)-u_{2}\right)\left(-\theta\left(U-U_{1}\right)+\theta\left(U-U_{2}\right)\right) \\
& +a_{\zeta}^{u, 1} u_{(b)}(U)^{2}+a_{\zeta}^{u, 0} u_{(b)}(U)+a_{\zeta}^{u,-1} \\
\left\{v_{(b)}(V), \zeta\right\}= & \frac{12 \pi}{c} \frac{1}{v_{2}-v_{1}}\left(v_{(b)}(V)-v_{1}\right)\left(v_{(b)}(V)-v_{2}\right)\left(\theta\left(V-V_{1}\right)-\theta\left(V-V_{2}\right)\right) \\
& +a_{\zeta}^{v, 1} v_{(b)}(V)^{2}+a_{\zeta}^{v, 0} v_{(b)}(V)+a_{\zeta}^{v,-1} \tag{4.63}
\end{align*}
$$

Here, $a_{\zeta}^{u, i}, a_{\zeta}^{v, i}$, with $i=-1,0,1$, are defined from $a^{u, i}\left[u_{(b)}, \delta T_{U U}\right], a^{v, i}\left[v_{(b)}, \delta T_{V V}\right]$, which appear in (4.15), as

$$
\begin{align*}
a_{\zeta}^{u, i} & \left.\equiv a^{u, i}\left[u_{(b)}, \delta T_{U U}\right]\right|_{\delta T_{U U}\left(U^{*}\right) \rightarrow\left\{T_{U U}\left(U^{*}\right), \zeta\right\}} \\
a_{\zeta}^{v, i} & \left.\equiv a^{v, i}\left[v_{(b)}, \delta T_{V V}\right]\right|_{\delta T_{V V}\left(V^{*}\right) \rightarrow\left\{T_{V V}\left(V^{*}\right), \zeta\right\}} \tag{4.64}
\end{align*}
$$

which are independent of $U, V$. In deriving (4.63), we have used (4.15), (4.32), (4.62), and we have assumed that the reference point $\left(U_{0}, V_{0}\right)$ is to the left of $\left(U_{1}, V_{1}\right),\left(U_{2}, V_{2}\right)$ such that

$$
\begin{align*}
& U_{0}>U_{1}>U_{2} \\
& V_{0}<V_{1}<V_{2} . \tag{4.65}
\end{align*}
$$

### 4.4 The system's evolution generated by the twist

In this subsection, we study the system's evolution generated by the twist $\zeta$.
In the approach applied in this section, the system's evolution generated by a given observable is represented as an infinitesimal diffeomorphism (4.28). Here, the diffeomorphism parameter $\xi^{\mu}$ is expressed as (4.29) in the $(Z, U, V)$ coordinates, or equivalently as (4.30) after a pushforward by the diffeomorphism (4.7) to the $(z, u, v)$ coordinates. In the following discussion for the twist $\zeta$, we will express the corresponding diffeomorphism parameter $\xi^{\mu}$ in the $(z, u, v)$ coordinates. But we will discuss the system's evolution in the $(Z, U, V)$ coordinates.

We now express the diffeomorphism parameter $\xi^{\mu}$ in the $(z, u, v)$ coordinates for the system's evolution generated by the twist $\zeta$. Following the approach, the diffeomorphism parameter $\xi^{\mu}$ in the $(z, u, v)$ coordinates can be any one with the asymptotic behavior (4.30), where the $\eta^{u}, \eta^{v}$ in (4.30) take the following expression

$$
\begin{align*}
\eta^{u}(u) & =\lambda\left[-\frac{12 \pi}{c} \frac{1}{u_{1}-u_{2}}\left(u-u_{1}\right)\left(u-u_{2}\right)\left(-\theta\left(u-u_{1}\right)+\theta\left(u-u_{2}\right)\right)+a_{\zeta}^{u, 1} u^{2}+a_{\zeta}^{u, 0} u+a_{\zeta}^{u,-1}\right] \\
\eta^{v}(v) & =\lambda\left[\frac{12 \pi}{c} \frac{1}{v_{2}-v_{1}}\left(v-v_{1}\right)\left(v-v_{2}\right)\left(\theta\left(v-v_{1}\right)-\theta\left(v-v_{2}\right)\right)+a_{\zeta}^{v, 1} v^{2}+a_{\zeta}^{v, 0} v+a_{\zeta}^{v,-1}\right], \tag{4.66}
\end{align*}
$$

which are computed by applying (4.63) through (4.25) to (4.31). Note that all such diffeomorphism parameters are equivalent in describing the system's evolution.

Given the asymptotic behavior of the diffeomorphism parameter $\xi^{\mu}$, we would like to make a further requirement for its bulk behavior to simplify the geometric interpretation of the system's evolution.

The requirement is inspired from the observation that the $\eta^{u}, \eta^{v}$ in (4.66) are piecewise quadratic polynomials of $u, v$ respectively, which implies a close relationship between the diffeomorphism parameter $\xi^{\mu}$ and the Killing fields (H.2), (H.3). To be more precise, we divide the asymptotic boundary into subregions as in figure 7 , such that, in each subregion, $\eta^{u}, \eta^{v}$ take uniform quadratic polynomials of $u, v$ respectively. Each of these subregions on the asymptotic boundary corresponds to a near boundary region in the bulk. And in each of these near boundary regions, the asymptotic behavior of the diffeomorphism parameter $\xi^{\mu}$ in (4.30) coincides with the one of a Killing field. Here, the Killing field can be represented by its corresponding global conformal Killing field as

$$
\begin{equation*}
\hat{\eta}=\eta^{u}(u) \frac{\partial}{\partial u}+\eta^{v}(v) \frac{\partial}{\partial v}, \tag{4.67}
\end{equation*}
$$

where we have used the correspondence between the Killing fields (H.2), (H.3) and the global conformal Killing fields (H.4), and the fact that the $\eta^{u}, \eta^{v}$ take uniform quadratic polynomials respectively in the corresponding subregion on the asymptotic boundary. For the following application, we explicitly represent the Killing fields $\xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$ corresponding to the subregion I, II on the asymptotic boundary by their corresponding global conformal Killing fields $\hat{\eta}_{\mathrm{I}}, \hat{\eta}_{\mathrm{II}}$ as

$$
\begin{align*}
\hat{\eta}_{\mathrm{I}}= & \lambda\left(a_{\zeta}^{u, 1} u^{2}+a_{\zeta}^{u, 0} u+a_{\zeta}^{u,-1}\right) \frac{\partial}{\partial u}+\lambda\left(a_{\zeta}^{v, 1} v^{2}+a_{\zeta}^{v, 0} v+a^{v,-1}\right) \frac{\partial}{\partial v} \\
\hat{\eta}_{\mathrm{II}}= & \lambda\left(-\frac{12 \pi}{c} \frac{1}{u_{1}-u_{2}}\left(u-u_{1}\right)\left(u-u_{2}\right)+a_{\zeta}^{u, 1} u^{2}+a_{\zeta}^{u, 0} u+a_{\zeta}^{u,-1}\right) \frac{\partial}{\partial u} \\
& +\lambda\left(\frac{12 \pi}{c} \frac{1}{v_{2}-v_{1}}\left(v-v_{1}\right)\left(v-v_{2}\right)+a_{\zeta}^{v, 1} v^{2}+a_{\zeta}^{v, 0} v+a_{\zeta}^{v,-1}\right) \frac{\partial}{\partial v} \tag{4.68}
\end{align*}
$$



Figure 7. The subregions on the asymptotic boundary. We divide the asymptotic boundary into subregions labeled by the Roman numerals, where, in each subregion labeled by a Roman numeral, the $\eta^{u}, \eta^{v}$ in (4.66) take uniform quadratic polynomials of $u, v$ respectively.

(a) The Cauchy surface $\Sigma$.

(b) The intersection of the Cauchy surface $\Sigma$ with the asymptotic boundary.

Figure 8. The Cauchy surface $\Sigma$ that contains the geodesic $\gamma$. (a) illustrates the Cauchy surface in the bulk denoted by the green plane. (b) illustrates the intersection of the Cauchy surface with the asymptotic boundary denoted by the green curve.

We now explicitly provide the requirement for the diffeomorphism parameter $\xi^{\mu}$. We first introduce a Cauchy surface $\Sigma$ containing and being divided by the geodesic $\gamma$ as in figure 8(a). Here, we denote the piece of the Cauchy surface $\Sigma$ outside/inside the geodesic $\gamma$ as $\Sigma_{\mathrm{I}} / \Sigma_{\mathrm{II}}$. And by comparing figure 8 (a) and figure $8(\mathrm{~b})$, we see that the intersection of $\Sigma_{\mathrm{I}} / \Sigma_{\mathrm{II}}$ with the asymptotic boundary is in the subregion I/II. Given this setup, we make the following
requirement for the restriction of the diffeomorphism parameter $\xi^{\mu}$ on the Cauchy surface $\Sigma$ as

$$
\begin{equation*}
\left.\xi^{\mu}\right|_{\Sigma}=\left.\left(\theta(-\rho) \xi_{\mathrm{I}}^{\mu}+\theta(\rho) \xi_{\mathrm{II}}^{\mu}\right)\right|_{\Sigma} . \tag{4.69}
\end{equation*}
$$

Here, $\rho$ takes the definition below (3.7). $\xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$ are Killing fields presented in (4.68) by the corresponding global conformal Killing fields. And the requirement (4.69) means that the diffeomorphism parameter $\xi^{\mu}$, when restricted on the piece of the Cauchy surface $\Sigma_{\mathrm{I}} / \Sigma_{\mathrm{II}}$, coincides with the Killing field $\xi_{\mathrm{I}}{ }^{\mu} / \xi_{\mathrm{II}}{ }^{\mu}$ that corresponds to the subregion I/II on the asymptotic boundary. It is clear that the requirement (4.69) of the diffeomorphism parameter $\xi^{\mu}$ is consistent with its asymptotic behavior. ${ }^{21}$ For the following application, we also derive the relative difference between $\xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$ as

$$
\begin{equation*}
\xi_{\mathrm{II}}{ }^{\mu}-\xi_{\mathrm{I}}{ }^{\mu}=-\lambda \frac{6 \pi}{c} \xi_{(u, e)}{ }^{\mu}-\lambda \frac{6 \pi}{c} \xi_{(v, e)}{ }^{\mu}, \tag{4.70}
\end{equation*}
$$

and its behavior near the geodesic $\gamma$ as

$$
\begin{align*}
\left.\left(\xi_{\mathrm{II}}{ }^{\mu}-\xi_{\mathrm{I}}{ }^{\mu}\right)\right|_{\gamma} & =-\left.\lambda \frac{12 \pi}{c} e^{\mu}\right|_{\gamma} \\
\left.\nabla_{\mu}\left(\xi_{\mathrm{II}}{ }^{\nu}-\xi_{\mathrm{I}}{ }^{\nu}\right)\right|_{\gamma} & =0 . \tag{4.71}
\end{align*}
$$

Here, (4.70) is derived by equivalently mapping to the following equation for the corresponding global conformal Killing fields

$$
\begin{equation*}
\hat{\eta}_{\mathrm{II}}-\hat{\eta}_{\mathrm{I}}=-\lambda \frac{6 \pi}{c} \hat{\eta}_{(u, e)}-\lambda \frac{6 \pi}{c} \hat{\eta}_{(v, e)}, \tag{4.72}
\end{equation*}
$$

which in turn can be verified with (4.68) and (H.11). And (4.71) is derived by restricting (4.70) and its derivative on the geodesic $\gamma$ and taking use of (H.12) and (H.5).

So far we have expressed the diffeomorphism parameter $\xi^{\mu}$ in the $(z, u, v)$ coordinates. But remember that the system's evolution (4.28) should be discussed in the ( $Z, U, V$ ) coordinates, so we need to take a pullback by the diffeomorphism (4.7) from the $(z, u, v)$ coordinates to the $(Z, U, V)$ coordinates. Specifically, we take a pullback of the Cauchy surface $\Sigma$, the Killing fields $\xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$, and the diffeomorphism parameter $\xi^{\mu}$ to the ( $Z, U, V$ ) coordinates. For the corresponding objects in the $(Z, U, V)$ coordinates, the Cauchy surface $\Sigma$ still contains the geodesic $\gamma, \xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$ are still the Killing fields of the corresponding metric, and the equations (4.69), (4.71) still hold.

We are now ready to discuss the system's evolution (4.28) in the ( $Z, U, V$ ) coordinates. Here, we already have all relevant quantities, and we only need to make two explanations. First, up to a non-physical diffeomorphism, the system's evolution (4.28) is completely captured by the restriction of the diffeomorphism parameter $\xi^{\mu}$ on the Cauchy surface $\Sigma$ which is represented in (4.69)..$^{22}$ Second, since the $\xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$ in (4.69) are both Killing fields,

[^14]the system's evolution is finally captured by the relative difference between $\xi_{\mathrm{I}}{ }^{\mu}$ and $\xi_{\mathrm{II}}{ }^{\mu}$ for the region near the geodesic $\gamma$ which is given in (4.71). Based on the two explanations, we now give the final expression of the system's evolution: it is the infinitesimal diffeomorphism (4.28) whose diffeomorphism parameter $\xi^{\mu}$ satisfy (4.69) on the Cauchy surface $\Sigma$, where the $\xi_{\mathrm{I}}{ }^{\mu}$, $\xi_{\text {II }}{ }^{\mu}$ in (4.69) are the Killing fields of the unevolved metric and satisfy (4.71) on the geodesic $\gamma$. From (4.69), (4.71), we see that the system's evolution is again a relative shift along the geodesic $\gamma$. And by taking use of (4.2), we see that this relative shift is the same as the one we mentioned in subsection 3.5.

We can also compare the system's evolution with the one derived with the canonical formalism (3.36). Specifically, by applying (4.69) to (A.13), we get the evolution of the set of initial data on the Cauchy surface $\Sigma$ as

$$
\begin{align*}
\left.\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \Delta \sigma_{\mu \nu}\right|_{\Sigma} & =-\lambda \frac{12 \pi}{c} \delta(\rho)\left(n_{\alpha} e_{\beta}+e_{\alpha} n_{\beta}\right)+o(\lambda) \\
\left.\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \Delta K_{\mu \nu}\right|_{\Sigma} & =-\lambda \frac{12 \pi}{c} \delta(\rho) K_{\mu \nu} e^{\mu} n^{\nu} n_{\alpha} n_{\beta}+o(\lambda), \tag{4.73}
\end{align*}
$$

which is precisely the same as (3.36) after the replacement of (4.2). ${ }^{23}$ In deriving (4.73), we have used the fact that $\xi_{\mathrm{I}}{ }^{\mu}, \xi_{\mathrm{II}}{ }^{\mu}$ are Killing fields, so the terms proportional to $\theta(\rho), \theta(-\rho)$ automatically vanish, and the remaining terms can be combined into the ones only in terms of $\xi_{\text {II }}{ }^{\mu}-\xi_{\mathrm{I}}{ }^{\mu}$. We have also used the following equations

$$
\begin{align*}
\left.\tau_{\mu}\left(\xi_{\mathrm{II}}{ }^{\mu}-\xi_{\mathrm{I}}{ }^{\mu}\right)\right|_{\gamma} & =0 \\
\left.\sigma_{\alpha \mu}\left(\xi_{\mathrm{II}}{ }^{\mu}-\xi_{\mathrm{I}}{ }^{\mu}\right)\right|_{\gamma} & =-\left.\lambda \frac{12 \pi}{c} e_{\alpha}\right|_{\gamma} \\
\left.D_{\alpha}\left(\tau_{\mu}\left(\xi_{\mathrm{II}}{ }^{\mu}-\xi_{\mathrm{I}}{ }^{\mu}\right)\right)\right|_{\gamma} & =-\left.\lambda \frac{12 \pi}{c} K_{\alpha \mu} e^{\mu}\right|_{\gamma}, \tag{4.74}
\end{align*}
$$

the equation (3.9), and the last equation of (3.31), where (4.74) are derived from an ADM decomposition of (4.71).

## 5 The bracket between the geodesic length and the twist

We now switch to the second topic, the brackets with the twist $\zeta$. In particular, we only study the bracket between the geodesic length $A$ and the twist $\zeta$ of the same geodesic $\gamma$. Remember that our original motivation to study the twist $\zeta$ is that it may be a candidate element in the center. But being an element in the center requires the twist $\zeta$ at least to be commutative with the HRT-area which is the geodesic length $A$ in our setup. In the following, we will compute the bracket between the geodesic length $A$ and the twist $\zeta$ with the canonical formalism and the covariant phase space formalism respectively. Both of the two approaches give the same result, that is the twist $\zeta$ indeed commutes with the geodesic length $A$.

We first compute the bracket $\{A, \zeta\}$ with the canonical formalism. Following the treatment in section 3 , we choose a Cauchy surface $\Sigma$ whose boundary $\partial \Sigma$ contains the

[^15]geodesic's endpoints. We also restrict the computation to the subset of the solutions such that the geodesic $\gamma$ is contained in the Cauchy surface $\Sigma$. Here, this restriction makes no difference to the final result, since all solutions can be mapped to this subset by a non-physical diffeomorphism. Based on this setup, we compute the bracket $\{A, \zeta\}$ with the chain rule as
\[

$$
\begin{align*}
\{A, \zeta\}=\int d^{2} x \int d^{2} y[ & \frac{\delta A}{\delta \sigma_{a b}\left(t_{0}, x\right)} \frac{\delta \zeta}{\delta \sigma_{c d}\left(t_{0}, y\right)}\left\{\sigma_{a b}\left(t_{0}, x\right), \sigma_{c d}\left(t_{0}, y\right)\right\} \\
& \quad+\frac{\delta A}{\delta \sigma_{a b}\left(t_{0}, x\right)} \frac{\delta \zeta}{\delta K_{c d}\left(t_{0}, y\right)}\left\{\sigma_{a b}\left(t_{0}, x\right), K_{c d}\left(t_{0}, y\right)\right\} \\
& +\frac{\delta A}{\delta K_{a b}\left(t_{0}, x\right)} \frac{\delta \zeta}{\delta \sigma_{c d}\left(t_{0}, y\right)}\left\{K_{a b}\left(t_{0}, x\right), \sigma_{c d}\left(t_{0}, y\right)\right\} \\
& \left.+\frac{\delta A}{\delta K_{a b}\left(t_{0}, x\right)} \frac{\delta \zeta}{\delta K_{c d}\left(t_{0}, y\right)}\left\{K_{a b}\left(t_{0}, x\right), K_{c d}\left(t_{0}, y\right)\right\}\right] . \tag{5.1}
\end{align*}
$$
\]

Here, we have introduced a coordinate system $\left(t, x^{a}\right)$ such that the Cauchy surface $\Sigma$ is at $t=t_{0}$. The functional derivatives of $A$ and $\zeta$ with respect to the set of initial data can be read out from (3.7) and (3.35). And the brackets between the set of initial data are given in (B.9). ${ }^{24}$ In the first sight, we may expect a divergent result in the bracket $\{A, \zeta\}$, since both $\delta A$ in (3.7) and $\delta \zeta$ in (3.35) support only on the geodesic $\gamma$. However, by applying (3.7), (3.35), (B.9) to (5.1), we can explicitly compute the bracket $\{A, \zeta\}$ and verify its vanishing as

$$
\begin{align*}
\{A, \zeta\}= & (-1) \int_{\Sigma} d^{2} x \sqrt{\sigma(x)} \frac{1}{2} e^{a}(x) e^{b}(x) \delta(\rho(x)) \int_{\Sigma} d^{2} y \sqrt{\sigma(y)} e^{c}(y) n^{d}(y) \delta(\rho(y)) \\
& \cdot 8 \pi G\left(\sigma_{a c}(x) \sigma_{b d}(x)+\sigma_{a d}(x) \sigma_{b c}(x)-2 \sigma_{a b}(x) \sigma_{c d}(x)\right) \frac{1}{\sqrt{\sigma(x)}} \delta^{2}(x-y) \\
= & (-1) \int_{\Sigma} d^{2} x \sqrt{\sigma(x)} \frac{1}{2} e^{a}(x) e^{b}(x) e^{c}(x) n^{d}(x) \\
& \cdot 8 \pi G\left(\sigma_{a c}(x) \sigma_{b d}(x)+\sigma_{a d}(x) \sigma_{b c}(x)-2 \sigma_{a b}(x) \sigma_{c d}(x)\right) \delta(\rho(x))^{2} \\
= & \int_{\Sigma} d^{2} x \sqrt{\sigma(x)} \cdot 0 \cdot \delta(\rho(x))^{2} \\
= & 0 . \tag{5.2}
\end{align*}
$$

Here, in the second line from the end, the $\delta(\rho)^{2}$ reflects the potential divergence that we just mentioned. Nevertheless, the 0 is a 0 everywhere on the Cauchy surface, so we believe it beats the $\delta(\rho)^{2}$ and leads to a zero result in the integral. We admit that this argument is not solid enough and requires further regularization. See subsubsection 6.3.2 for an attempt of the regularization.

We now provide a more rigorous computation of the bracket $\{A, \zeta\}$ with the covariant phase space formalism namely the approach used in section 4 . We list the expressions of the geodesic length (4.47) and the twist (4.61) as

$$
\begin{align*}
A & =-2 \log \epsilon+A^{U}+A^{V} \\
\zeta & =A^{U}-A^{V}, \tag{5.3}
\end{align*}
$$

[^16]with $A^{U}, A^{V}$ given in (4.48). Naively, if we accept that $A^{U}, A^{V}$ are self commutative
\[

$$
\begin{equation*}
\left\{A^{U}, A^{U}\right\}=\left\{A^{V}, A^{V}\right\}=0, \tag{5.4}
\end{equation*}
$$

\]

we can directly show that the geodesic length $A$ and the twist $\zeta$ are commutative

$$
\begin{equation*}
\{A, \zeta\}=0 \tag{5.5}
\end{equation*}
$$

However, we point out that the brackets $\left\{A^{U}, A^{U}\right\},\left\{A^{V}, A^{V}\right\}$ are ill-defined in our approach, and the whole computation needs a regularization.

We first explain why the brackets $\left\{A^{U}, A^{U}\right\},\left\{A^{V}, A^{V}\right\}$ are ill-defined. In our approach, these brackets are computed in two steps. First, we compute the brackets of $u_{(b)}, v_{(b)}$ with $A^{U}, A^{V}$ respectively as

$$
\begin{align*}
\left\{u_{(b)}(U), A^{U}\right\}= & -\frac{12 \pi}{c} \frac{1}{u_{1}-u_{2}}\left(u_{(b)}(U)-u_{1}\right)\left(u_{(b)}(U)-u_{2}\right)\left(-\theta\left(U-U_{1}\right)+\theta\left(U-U_{2}\right)\right) \\
& +a_{A U}^{u, 1} u_{(b)}(U)^{2}+a_{A U}^{u, 0} u_{(b)}(U)+a_{A U}^{u,-1} \\
\left\{v_{(b)}(V), A^{V}\right\}= & -\frac{12 \pi}{c} \frac{1}{v_{2}-v_{1}}\left(v_{(b)}(V)-v_{1}\right)\left(v_{(b)}(V)-v_{2}\right)\left(\theta\left(V-V_{1}\right)-\theta\left(V-V_{2}\right)\right) \\
& +a_{A^{V}}^{v, 1} v_{(b)}(V)^{2}+a_{A^{V}}^{v, 0} v_{(b)}(V)+a_{A V}^{v,-1} \tag{5.6}
\end{align*}
$$

where

$$
\begin{align*}
a_{A A^{u}}^{u, i} & \left.\equiv a^{u, i}\left[u_{(b)}, \delta T_{U U}\right]\right|_{\delta T_{U U}\left(U^{*}\right) \rightarrow\left\{T_{U U}\left(U^{*}\right), A^{U}\right\}} \\
a_{A^{v}}^{v, i} & \left.\equiv a^{v, i}\left[v_{(b)}, \delta T_{V V}\right]\right|_{\delta T_{V V}\left(V^{*}\right) \rightarrow\left\{T_{V V}\left(V^{*}\right), A^{V}\right\}}, \tag{5.7}
\end{align*}
$$

for $i=-1,0,1$. Second, we compute the brackets $\left\{A^{U}, A^{U}\right\},\left\{A^{V}, A^{V}\right\}$ by applying (5.6) to the following chain rule

$$
\begin{align*}
& \left\{A^{U}, A^{U}\right\}=\int d U \frac{\delta A^{U}}{\delta u_{(b)}(U)}\left\{u_{(b)}(U), A^{U}\right\} \\
& \left\{A^{V}, A^{V}\right\}=\int d V \frac{\delta A^{V}}{\delta v_{(b)}(V)}\left\{v_{(b)}(V), A^{V}\right\} \tag{5.8}
\end{align*}
$$

We point out that the computation in (5.8) lead to the brackets $\left\{A^{U}, A^{U}\right\},\left\{A^{V}, A^{V}\right\}$ being ill-defined. In more detail, the bracket $\left\{u_{(b)}(U), A^{U}\right\} /\left\{v_{(b)}(V), A^{V}\right\}$ computed in (5.6) has discontinuity in its first order derivative at $U_{1} / V_{1}, U_{2} / V_{2}$. While, by taking use of the expressions (4.48), the functional derivative $\frac{\delta A^{U}}{\delta u_{(b)}(U)} / \frac{\delta A^{V}}{\delta v_{(b)}(V)}$ contains terms $\delta^{\prime}\left(U-U_{1}\right) / \delta^{\prime}(V-$ $\left.V_{1}\right), \delta^{\prime}\left(U-U_{2}\right) / \delta^{\prime}\left(V-V_{2}\right)$. These two facts together lead to the computation (5.8) being ill-defined. Technically, both of the two facts are from the appearance of $u_{(b)}^{\prime}, v_{(b)}^{\prime}$ in the expressions of $A^{U}, A^{V}$ in (4.48), which in turn is because the geodesic $\gamma$ ends up at the asymptotic boundary.

We now provide a regularization for the computation of the bracket $\{A, \zeta\}$, where we also take a regularization for the geodesic $\gamma$, the geodesic length $A$, and the twist $\zeta$, and where the main idea is to regularize the geodesic $\gamma$ to one which no long ends up at the


Figure 9. The geodesic network for the regularization. Here, the geodesic $\gamma_{1}$ connects the boundary points $\left(U_{1}, V_{1}\right),\left(\widetilde{U}_{1}, \widetilde{V}_{1}\right)$, the geodesic $\gamma_{2}$ connects the boundary points $\left(U_{2}, V_{2}\right),\left(\widetilde{U}_{2}, \widetilde{V}_{2}\right)$, and the geodesic $\gamma^{(r)}$ orthogonally intersects with the geodesics $\gamma_{1}, \gamma_{2}$ at $i_{1}, i_{2}$ respectively.
asymptotic boundary. In particular, we consider the geodesic network in figure 9, where the geodesic $\gamma_{1}$ connects the boundary points $\left(U_{1}, V_{1}\right),\left(\widetilde{U}_{1}, \widetilde{V}_{1}\right)$, the geodesic $\gamma_{2}$ connects the boundary points $\left(U_{2}, V_{2}\right),\left(\widetilde{U}_{2}, \widetilde{V}_{2}\right)$, the geodesic $\gamma^{(r)}$ orthogonally intersects with the geodesics $\gamma_{1}, \gamma_{2}$ at $i_{1}, i_{2}$ respectively, and we choose

$$
\begin{align*}
& \widetilde{U}_{1}=U_{1}-2 \epsilon \\
& \widetilde{V}_{1}=V_{1}+2 \epsilon \\
& \widetilde{U}_{2}=U_{2}-2 \epsilon \\
& \widetilde{V}_{2}=V_{2}+2 \epsilon, \tag{5.9}
\end{align*}
$$

for the reason that will be clear below. In this geodesic network, we view the geodesics $\gamma_{1}$, $\gamma_{2}$ as the regularized version of the original geodesic's endpoints, and we view the geodesic $\gamma^{(r)}$ as the regularized version of the original geodesic $\gamma$. Given this geodesic network, we define the regularized version of the geodesic length and the twist through the geodesic $\gamma^{(r)}$. Here, we define the regularized version of the geodesic length, denoted by $A^{(r)}$, as the length of $\gamma^{(r)}$. And we define the regularized version of the twist as the followings. Similar as the original definition, we introduce two normal frames $\left(\hat{\tau}^{(r, 1)}, \hat{n}^{(r, 1)}\right),\left(\hat{\tau}^{(r, 2)}, \hat{n}^{(r, 2)}\right)$ to the geodesic $\gamma^{(r)}$ by the following two steps. First, we construct the normal frames $\left(\hat{\tau}^{(r, 1)}, \hat{n}^{(r, 1)}\right)$, $\left(\hat{\tau}^{(r, 2)}, \hat{n}^{(r, 2)}\right)$ at the intersections $i_{1}, i_{2}$ respectively as

$$
\begin{align*}
& \left.n^{(r, 1) \mu}\right|_{i_{1}}=\left.e_{1}^{\mu}\right|_{i_{1}} \\
& \left.\tau^{(r, 1) \mu}\right|_{i_{1}}=-\left.g^{\mu \lambda} \epsilon_{\lambda \nu \rho} e_{1}^{\nu} e^{(r) \rho}\right|_{i_{1}}, \tag{5.10}
\end{align*}
$$

and

$$
\begin{align*}
\left.n^{(r, 2) \mu}\right|_{i_{2}} & =-\left.e_{2}{ }^{\mu}\right|_{i_{2}} \\
\left.\tau^{(r, 2) \mu}\right|_{i_{2}} & =\left.g^{\mu \lambda} \epsilon_{\lambda \nu \rho} e_{2}{ }^{\nu} e^{(r) \rho}\right|_{i_{2}}, \tag{5.11}
\end{align*}
$$

where $e_{1}^{\mu}, e_{2}^{\mu}, e^{(r) \mu}$ are the unit tangent vector of $\gamma_{1}, \gamma_{2}, \gamma^{(r)}$ pointing from left to right. Second, by taking a parallel transport, we extend the definition of the normal frames $\left(\hat{\tau}^{(r, 1)}, \hat{n}^{(r, 1)}\right)$, $\left(\hat{\tau}^{(r, 2)}, \hat{n}^{(r, 2)}\right)$ to the whole geodesic $\gamma^{(r)}$. Based on the same argument around (2.5), the two
normal frames are different by a relative boost

$$
\begin{align*}
& \tau^{(r, 2) \mu}-\left.n^{(r, 2) \mu}\right|_{\gamma}=\left.e^{\zeta^{(r)}}\left(\tau^{(r, 1) \mu}-n^{(r, 1) \mu}\right)\right|_{\gamma} \\
& \tau^{(r, 2) \mu}+\left.n^{(r, 2) \mu}\right|_{\gamma}=\left.e^{-\zeta^{(r)}}\left(\tau^{(r, 1) \mu}+n^{(r, 1) \mu}\right)\right|_{\gamma} \tag{5.12}
\end{align*}
$$

with a constant rapidity $\zeta^{(r)}$. And we define the regularized version of the twist as this constant rapidity $\zeta^{(r)}$. Here, we directly give the expressions of $A^{(r)}, \zeta^{(r)}$ as $^{25}$

$$
\begin{align*}
A^{(r)} & =A^{(r) U}+A^{(r) V} \\
\zeta^{(r)} & =A^{(r) U}-A^{(r) V} \tag{5.13}
\end{align*}
$$

where

$$
\begin{align*}
& A^{(r) U}=\log \left[\left(\frac{\left(u_{1}-u_{2}\right)\left(\tilde{u}_{1}-\tilde{u}_{2}\right)}{\left(u_{1}-\tilde{u}_{1}\right)\left(u_{2}-\tilde{u}_{2}\right)}\right)^{\frac{1}{2}}+\left(\frac{\left(u_{1}-\tilde{u}_{2}\right)\left(\tilde{u}_{1}-u_{2}\right)}{\left(u_{1}-\tilde{u}_{1}\right)\left(u_{2}-\tilde{u}_{2}\right)}\right)^{\frac{1}{2}}\right] \\
& A^{(r) V}=\log \left[\left(\frac{\left(v_{2}-v_{1}\right)\left(\tilde{v}_{2}-\tilde{v}_{1}\right)}{\left(\tilde{v}_{1}-v_{1}\right)\left(\tilde{v}_{2}-v_{2}\right)}\right)^{\frac{1}{2}}+\left(\frac{\left(\tilde{v}_{2}-v_{1}\right)\left(v_{2}-\tilde{v}_{1}\right)}{\left(\tilde{v}_{1}-v_{1}\right)\left(\tilde{v}_{2}-v_{2}\right)}\right)^{\frac{1}{2}}\right] \tag{5.14}
\end{align*}
$$

and

$$
\left\{\begin{array} { l } 
{ u _ { 1 } \equiv u _ { ( b ) } ( U _ { 1 } ) }  \tag{5.15}\\
{ v _ { 1 } \equiv v _ { ( b ) } ( V _ { 1 } ) }
\end{array} \quad \left\{\begin{array} { l } 
{ \tilde { u } _ { 1 } \equiv u _ { ( b ) } ( \tilde { U } _ { 1 } ) } \\
{ \tilde { v } _ { 1 } \equiv v _ { ( b ) } ( \tilde { V } _ { 1 } ) }
\end{array} \quad \left\{\begin{array} { l } 
{ u _ { 2 } \equiv u _ { ( b ) } ( U _ { 2 } ) } \\
{ v _ { 2 } \equiv v _ { ( b ) } ( V _ { 2 } ) }
\end{array} \quad \left\{\begin{array}{l}
\tilde{u}_{2} \equiv u_{(b)}\left(\tilde{U}_{2}\right) \\
\tilde{v}_{2} \equiv v_{(b)}\left(\tilde{V}_{2}\right)
\end{array}\right.\right.\right.\right.
$$

and remember that $\left(\widetilde{U}_{1}, \widetilde{V}_{1}\right),\left(\widetilde{U}_{2}, \widetilde{V}_{2}\right)$ are set as (5.9). With these expressions, we can get the following two results. First, we verify the regularization by showing that

$$
\begin{align*}
A^{(r)} & =A \\
\zeta^{(r)} & =\zeta \tag{5.16}
\end{align*}
$$

under the $\epsilon \rightarrow 0$ limit, where $A, \zeta$ are given in (4.47), (4.61) with $A^{U}, A^{V}$ given in (4.48). Second, we show that the brackets $\left\{A^{(r) U}, A^{(r) U}\right\},\left\{A^{(r) V}, A^{(r) V}\right\}$ are well defined and vanish as

$$
\begin{equation*}
\left\{A^{(r) U}, A^{(r) U}\right\}=\left\{A^{(r) V}, A^{(r) V}\right\}=0 \tag{5.17}
\end{equation*}
$$

Based on these two results, we then regularize the bracket $\{A, \zeta\}$ and show its vanishing as

$$
\begin{equation*}
\{A, \zeta\} \equiv\left\{A^{(r)}, \zeta^{(r)}\right\}=0 \tag{5.18}
\end{equation*}
$$

## 6 Conclusion and discussion

In this paper, we studied the twist along a geodesic for its properties in the Hamiltonian formalism. Specifically, we got the following two results

- First, we studied the system's evolution generated by the twist, which, under a proper gauge choice, exhibits a relative shift along the geodesic.
- Second, we showed that the twist commutes with the geodesic length of the same geodesic, which supports that the twist can be a candidate element in the center.
In the following, we will give some discussions related to our study.

[^17]
### 6.1 Operators defined in geodesic networks

We first discuss the relation between our study with our original motivation, the construction of the Hilbert space of gravity. A generally used approach to construct the Hilbert space in other theories is to take use of the properties of operators. (For example, in oscillator or in free field theories, the Hilbert space can be constructed in a straightforward way after writing down the creation and annihilation operators.) However, in gravity, our knowledge of the properties of operators are very limited. Therefore, before constructing the Hilbert space of gravity, we need to first study some properties of diffeomorphism invariant operators. The study of HRT-area [19] and the study in this paper are indeed some exploratory attempts in this direction. However, to pursue further, we need to introduce more operators and study their properties.

Partially inspired from the tensor network model of holography [47-50], we would like to focus on operators defined in a geodesic network, where the geodesic network can be viewed as the dual network of the tensor network $[39,51,52]$. (See figure 9 for an example of the geodesic network.) Given a geodesic network, we can define diffeomorphism invariant operators by measuring the length and the twist along each geodesic segment. We can furthermore study the properties of these operators including their system's evolutions and their commutators as what we did in this paper.

Holding the commutators of the operators, we may then study the Hilbert space of gravity. Among all operators, we may have a set of operators commuting with each other. We view these operators as elements in the center and use them to take Hilbert space decomposition. We may also have sets of operators, where the operators of each set form a noncommutative subalgebra. We can study the representations of these subalgebras and use them to construct the Hilbert space.

The final goal in this direction is to study a sufficient fine-grained geodesic network and use it to approximate the gravity in the algebraic aspects.

### 6.2 The asymptotic boundary conditions of the pure $\mathrm{AdS}_{\mathbf{3}}$ gravity

We now discuss the compatibility between the system's evolutions (3.8), (3.36) and the asymptotic boundary conditions of the pure $\mathrm{AdS}_{3}$ gravity. We notice that the system's evolutions (3.8) and (3.36), generated by the geodesic length $A$ and the twist $\zeta$ respectively, have non-zero behaviors which extend to the asymptotic boundary without an apparent suppression. We therefore come up with the question whether these system's evolutions (3.8) and (3.36) are compatible with the asymptotic boundary conditions of the pure $\mathrm{AdS}_{3}$ gravity. ${ }^{26}$

[^18]The widely adopted asymptotic boundary conditions are the ones provided in [42] as

$$
\begin{align*}
& g_{Z Z}=\frac{1}{Z^{2}}+\mathcal{O}\left(Z^{0}\right) \\
& g_{Z A}=\mathcal{O}(Z) \\
& g_{A B}=\frac{1}{Z^{2}} \eta_{A B}+\mathcal{O}\left(Z^{0}\right), \tag{6.1}
\end{align*}
$$

where $A, B$ run through the boundary coordinates. However, we find that the asymptotic boundary conditions (6.1) are not compatible with the system's evolutions (3.8) and (3.36). In particular, we do the following computation. We start from the vacuum solution which is compatible with the asymptotic boundary conditions (6.1). We act the system's evolutions (3.8) and (3.36) on the vacuum solution. And we find that the evolutions on $g_{Z A}$ have the following asymptotic behavior

$$
\begin{equation*}
\Delta g_{Z A}=\mathcal{O}\left(\frac{1}{Z}\right) \tag{6.2}
\end{equation*}
$$

which is not compatible with the asymptotic boundary conditions of the corresponding components, namely the second equation of (6.1). (See appendix I for more detail.)

To discuss the system's evolutions (3.8) and (3.36) in a rigorous way, we suggest to weaken the asymptotic behavior of $g_{Z A}$ and adopt the following asymptotic boundary conditions

$$
\begin{align*}
& g_{Z Z}=\frac{1}{Z^{2}}+\mathcal{O}\left(Z^{0}\right) \\
& g_{Z A}=\mathcal{O}\left(\frac{1}{Z}\right) \\
& g_{A B}=\frac{1}{Z^{2}} \eta_{A B}+\mathcal{O}\left(Z^{0}\right) \tag{6.3}
\end{align*}
$$

Here, the asymptotic boundary conditions (6.3) are equivalent to (6.1) after removing the extra gauge redundancies by taking some non-physical diffeomorphism. Up to now, we haven't found any incompatibility between the system's evolutions (3.8), (3.36) and the asymptotic boundary conditions (6.3)..$^{27,28}$

[^19]
### 6.3 Some technical questions for the canonical formalism

We now raise some technical questions for the canonical formalism. Comparing the two approaches used in this paper, we believe that the canonical formalism has its advantages in illustrating the geometric interpretations and in generalizing to other systems. However, we admit that there are still some technical issues in the canonical formalism. In particular, we raise two technical questions in the following and leave them for the future study.

### 6.3.1 The brackets with the boundary stress tensor

The first question is about the computation of the brackets of the boundary stress tensor with the geodesic length $A$ and with the twist $\zeta$. In the covariant phase space formalism, after we get the expressions of the geodesic length $A$ and the twist $\zeta$, the computation is straightforward. (See (4.62) for an example.) However, in the canonical formalism, we haven't achieved such a computation. In principle, the computation can be done by applying the system's evolutions (3.8) and (3.36), generated by the geodesic length $A$ and the twist $\zeta$, on the boundary stress tensor. However, to perform such a computation in practice, we need to first figure out the expression of the boundary stress tensor under the asymptotic boundary conditions (6.3), which to our knowledge is not totally clear. ${ }^{29}$ Regarding the value of this question, we admit that it is only to reproduce a known result derived with the covariant phase space formalism. But we still think the question is worth studying: we view it as a stress test of the capability of the canonical formalism approach.

### 6.3.2 The bracket $\{A, \zeta\}$

The second question is about the regularization in the computation of the bracket $\{A, \zeta\}$. In the computation of the bracket $\{A, \zeta\}$ in (5.2), the last equation is not very rigorous and requires a further regularization. Here, the main problem is that both $\delta A$ in (3.7) and $\delta \zeta$ in (3.35) support on the same lower dimensional submanifold of the Cauchy surface namely the geodesic $\gamma$. And we suggest to regularize $\delta A$ and $\delta \zeta$ by adding terms proportional to the variation of the constraints, such that the regularized version of $\delta A$ and $\delta \zeta$ are two dimensional integrals with finite integrands. ${ }^{30}$ We will provide more details in the following.

[^20]Here, we directly give the regularized observables corresponding to $A$ and $\zeta$ as

$$
\begin{align*}
\tilde{A} & =A-8 \pi G \int_{\Sigma} d^{2} x \rho \theta(\rho) \mathcal{H} \\
\widetilde{\zeta} & =\zeta-8 \pi G \int_{\Sigma} d^{2} x \theta(-\rho) \mathcal{H}_{m} e^{m}+8 \pi G \int_{\Sigma} d^{2} x \rho \theta(-\rho) e^{m} n^{n} K_{m n} \mathcal{H} \tag{6.6}
\end{align*}
$$

where $\mathcal{H}, \mathcal{H}_{a}$ are constraints given in (B.10). And we now explain in which sense the observables $\widetilde{A}$ and $\widetilde{\zeta}$ regularize $A$ and $\zeta$. First, since $A$ and $\zeta$ are diffeomorphism invariant observables, the bracket of the regularized observables $\{\widetilde{A}, \widetilde{\zeta}\}$ is the same as the bracket of the original ones $\{A, \zeta\}$, namely

$$
\begin{equation*}
\{\widetilde{A}, \widetilde{\zeta}\}=\{A, \zeta\} \tag{6.7}
\end{equation*}
$$

We can therefore use the bracket of the regularized observables $\{\widetilde{A}, \widetilde{\zeta}\}$ to represent the bracket of the original ones $\{A, \zeta\}$. Second, the observables $\widetilde{A}$ and $\widetilde{\zeta}$ indeed have more regular behaviors. Specifically, by taking a variation of $\widetilde{A}$ and $\widetilde{\zeta}$, we get the following expressions

$$
\begin{align*}
\delta \widetilde{A}= & \int_{\Sigma} d^{2} x \sqrt{\sigma}\left\{\theta(\rho)\left[\rho\left(K_{m}^{a} K^{b m}-K K^{a b}-\frac{1}{4} \widetilde{R} \sigma^{a b}\right)+\left(\frac{1}{2} D^{a} D^{b} \rho-\frac{1}{2} D^{m} D_{m} \rho \sigma^{a b}\right)\right] \delta \sigma_{a b}\right. \\
& +\rho \theta(\rho)\left(-K^{a b}+K \sigma^{a b}\right) \delta K_{a b} \\
& \left.+D_{m}\left[\theta(\rho)\left(\frac{1}{2} \rho \sigma^{a m} D^{b} \delta \sigma_{a b}-\frac{1}{2} D^{a} \rho \sigma^{b m} \delta \sigma_{a b}-\frac{1}{2} \rho D^{m}\left(\sigma^{a b} \delta \sigma_{a b}\right)+\frac{1}{2} D^{m} \rho \sigma^{a b} \delta \sigma_{a b}\right)\right]\right\} \\
\delta \widetilde{\zeta}= & \int_{\Sigma} d^{2} x \sqrt{\sigma}\left\{\theta ( - \rho ) \left[\left(\frac{1}{2} e^{m} D_{m} K^{a b}-\frac{1}{2} D^{n} K_{m n} e^{m} \sigma^{a b}-\frac{1}{2} D_{m} e^{m} K^{a b}+D^{a} e^{m} K_{m}^{b}-\frac{1}{2} K_{m n} D^{m} e^{n} \sigma^{a b}\right)\right.\right. \\
& +\rho e^{m} n^{n} K_{m n}\left(-K^{a p} K_{p}^{b}+K K^{a b}+\frac{1}{4} \widetilde{R} \sigma^{a b}\right) \\
& \left.+\left(-\frac{1}{2} D^{a} D^{b}\left(\rho e^{m} n^{n} K_{m n}\right)+\frac{1}{2} D^{p} D_{p}\left(\rho e^{m} n^{n} K_{m n}\right) \sigma^{a b}\right)\right] \delta \sigma_{a b} \\
& +\theta(-\rho)\left[\left(-D^{a} e^{b}+D_{m} e^{m} \sigma^{a b}\right)+\rho e^{m} n^{n} K_{m n}\left(K^{a b}-K \sigma^{a b}\right)\right] \delta K_{a b} \\
& +D_{m}\left[\theta ( - \rho ) \left(-\delta \sigma_{a b} K^{a}{ }_{n} e^{n} \sigma^{b m}+\frac{1}{2} \sigma^{a b} \delta \sigma_{a b} K^{m}{ }_{n} e^{n}+\frac{1}{2} K^{a b} \delta \sigma_{a b} e^{m}\right.\right. \\
& -\frac{1}{2} \rho e^{n} n^{p} K_{n p} D^{b} \delta \sigma_{a b} \sigma^{a m}+\frac{1}{2} D^{a}\left(\rho e^{n} n^{p} K_{n p}\right) \delta \sigma_{a b} \sigma^{b m} \\
& +\frac{1}{2} \rho e^{n} n^{p} K_{n p} D^{m}\left(\sigma^{a b} \delta \sigma_{a b}\right)-\frac{1}{2} D^{m}\left(\rho e^{n} n^{p} K_{n p}\right) \sigma^{a b} \delta \sigma_{a b} \\
& \left.\left.\left.+\delta K_{a b} e^{a} \sigma^{b m}-\sigma^{a b} \delta K_{a b} e^{m}\right)\right]\right\}, \tag{6.8}
\end{align*}
$$

where we have taken several integration by parts and used (B.8), (B.10), (3.17), (3.31). We see that, up to total derivative terms, the expressions of $\delta \widetilde{A}, \delta \widetilde{\zeta}$ in (6.8) are indeed two dimensional integrals of $\delta \sigma_{a b}, \delta K_{a b}$ with finite coefficients.

We now try to use the expressions (6.8) to argue that the bracket $\{\widetilde{A}, \widetilde{\zeta}\}$ should vanish. In an intuitive level, we make the following argument. By taking an integration by parts, we first rewrite the total derivative terms in (6.8) as boundary terms. After this integration by parts, we see that $\delta \widetilde{A}$ only supports at the region with $\rho>0$ and $\delta \zeta$ only supports at the region with $\rho<0$. And we then get the conclusion that the bracket $\{\widetilde{A}, \widetilde{\zeta}\}$ vanishes. However, there is a subtlety related to the boundary terms. Based on the experience in studying the

ADM energy in [42, 53], we may further require that the boundary terms from the integration by parts vanishes. For the part of the boundary away from the geodesic's endpoints, this requirement may be achieved by properly choosing the near boundary behavior of $\rho, e^{a}$, $n^{a}$. (So far, we have only made requirement for $\rho, e^{a}, n^{a}$ at the near geodesic region, which is to represent $\delta A(3.7)$ and $\delta \zeta$ (3.35). We therefore have a lot of freedom for their near boundary behavior.) While, for the part of the boundary around the geodesic's endpoints, we may need a further regularization, for example to regularize the geodesic $\gamma$ to figure 9 . We leave this subtlety to the future study.

As for the value of this question, we admit that regularizing a zero result may not be very interesting. But the regularization technique may have more applications, for example to compute the brackets between the segment lengths in the geodesic network in figure 9 . (It was shown in [39, 40], with the covariant phase space formalism, that some of these brackets are non-zero.)

### 6.4 The generalization to the gravitational systems with bulk degrees of freedom

We now comment about the generalization of our study to the gravitational systems with bulk degrees of freedom. In this paper, as an exploratory attempt, we restrict the study to the pure $\mathrm{AdS}_{3}$ gravity, where the twist may be the only non-trivial observable which is defined on a geodesic and different from the geodesic length. While, in future, we should generalize the discussion to the gravitational systems with bulk degrees of freedom (for example the systems with matter fields coupled or the systems in higher dimension) and study the operators/observables defined on the HRT-surface. The difficulty in the generalization is that there are too many independent operators/observables defined on the HRT-surface, and it is not clear how to exhaust them or which ones of them are more important. We don't have concrete idea to deal with this difficulty. But one attempt may be to start from some easily constructed operators/observables and use their commutators/brackets to generate the other operators/observables.

### 6.5 The generalization to the gravitational systems with boundaries at finite distance

We now comment about the generalization to the gravitational systems with boundaries at finite distance. The gravitational systems with boundaries at finite distance [54-56] are interesting models, especially considering the recent developments on their field theory correspondences [57-62]. Given this fact, it is therefore interesting to generalize the previous study on the action of the HRT-area [17-19] and our current study to the gravitational systems with boundaries at finite distance.

One observation in such generalization is an extra discontinuity in the set of initial data on the Cauchy surface at the intersection of the HRT-surface and the spatial boundary. We now explain it in the pure $\mathrm{AdS}_{3}$ gravity with the results of this paper. We notice that the evolutions (3.8), (3.36), for the set of initial data on the Cauchy surface $\Sigma$ embedded in the bulk, have singular behaviors on the geodesic extending to the spatial boundary. While, the induced metric and the extrinsic curvature of the boundary of the Cauchy surface $\partial \Sigma$
embedded in the spatial boundary are regular and fixed. Though the former and the latter are not precisely the same quantity, their different behaviors still indicate a discontinuity in the set of initial data on the Cauchy surface $\Sigma$ at the intersection of the geodesic with the spatial boundary.

Given the previous observation, one interesting question is to figure out the origin of the discontinuity of the set of initial data. Here, the set of initial data with discontinuity is generated by an observable. And the more precise question is to figure out which specific property of the observable generates this discontinuity.

### 6.6 The field theory dual of the twist

We now comment about the field theory dual of the twist $\zeta$. From the JLMS formula [14-16], we know that the HRT-area is dual to the modular Hamiltonian in field theory, in the sense of taking the classical limit and restricting to the amplitudes of the code subspace $[8,63]$. Comparing the expressions of the geodesic length $A$ in (4.47) and the twist $\zeta$ in (4.61), we suggest that the twist $\zeta$ may correspond to a conjugation of the modular Hamiltonian, where the conjugation is a specific action on the left moving modes which changes the signature of $A^{V}$, and the correspondence is in the same sense of the HRT-area. However, we don't know any further properties of the conjugation or if the conjugation really exists. We leave these questions for the future study.

### 6.7 The twist along a closed geodesic

We now discuss the generalization to the twist along a closed geodesic. So far, we have only focused on the twist along a geodesic anchored on the asymptotic boundary. However, it is interesting to generalize the discussion to the twist along a closed geodesic. In particular, we can consider a system with two asymptotic boundaries. And we consider the set of solutions with the two asymptotic boundaries being connected, for example the eternal wormhole or the fluctuations beyond it. For such solutions, we do have a closed geodesic going around the non-contractible cycle. (For the eternal wormhole, this curve is the bifurcated horizon.) And we can then define the twist along this closed geodesic. Specifically, we can introduce a normal frame $(\hat{\tau}, \hat{n})$ on the geodesic, which satisfies the parallel transport conditions and is multi-valued. With the multi-valued normal frame, we can then define the twist in the following equation

$$
\begin{align*}
& \hat{\tau}(s+A)-\left.\hat{n}(s+A)\right|_{\gamma}=\left.e^{\zeta}(\hat{\tau}(s)-\hat{n}(s))\right|_{\gamma} \\
& \hat{\tau}(s+A)+\left.\hat{n}(s+A)\right|_{\gamma}=e^{-\left.\zeta(\hat{\tau}(s)+\hat{n}(s))\right|_{\gamma}} \tag{6.9}
\end{align*}
$$

where $A$ is the length of the closed geodesic, and $\zeta$ is the twist along the closed geodesic. We can also study the properties of the twist along the closed geodesic. Actually, our canonical formalism approach can be directly applied to this study. And our two results work the same for the twist along the closed geodesic.
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## A Two results in terms of the set of initial data

In this appendix, we introduce two results used in the main context in terms of the set of initial data ( $\sigma_{a b}, K_{a b}$ ).

In order to introduce these two results, we first review the definitions of the induced metric, the extrinsic curvature, and some other relevant quantities appearing in these two results. Here, the definitions are in the framework of the ADM decomposition. ${ }^{31}$ In more detail, we foliate the spacetime by Cauchy surfaces $\Sigma_{t}$ parameterized by a time parameter $t$. We introduce a coordinate system $x^{\mu}=\left(t, x^{a}\right)$ adapted to the foliation which specifies a time shift vector

$$
\begin{equation*}
\hat{T}=\frac{\partial}{\partial t} . \tag{A.1}
\end{equation*}
$$

We define the future-pointing normal vector $\tau^{\mu}$, the induced metric $\sigma_{\mu \nu}$, the lapse $N$, and the shift $\beta^{\mu}$ as

$$
\begin{align*}
\tau_{\mu} & =-N \partial_{\mu} t \\
\sigma_{\mu \nu} & =g_{\mu \nu}+\tau_{\mu} \tau_{\nu} \\
N & =\frac{1}{\sqrt{-g^{\alpha \beta} \partial_{\alpha} t \partial_{\beta} t}} \\
\beta^{\mu} & =T^{\mu}-N \tau^{\mu} . \tag{A.2}
\end{align*}
$$

And we also define the extrinsic curvature and the acceleration as

$$
\begin{align*}
K_{\mu \nu} & \equiv \sigma_{\mu}{ }^{\rho} \nabla_{\rho} \tau_{\nu}=\sigma_{\nu}{ }^{\rho} \nabla_{\rho} \tau_{\mu} \\
a_{\mu} & \equiv \tau^{\rho} \nabla_{\rho} \tau_{\mu}=\frac{1}{N} D_{\mu} N . \tag{A.3}
\end{align*}
$$

[^21]For clarity, we provide the expressions of the metric $g_{\mu \nu}$ and the normal vector $\tau^{\mu}$ in component formalism as

$$
g_{\mu \nu}=\left(\begin{array}{cc}
-N^{2}+\sigma_{i j} \beta^{i} \beta^{j} & \beta_{b}  \tag{A.4}\\
\beta_{a} & \sigma_{a b}
\end{array}\right) \quad g^{\mu \nu}=\left(\begin{array}{cc}
-\frac{1}{N^{2}} & \frac{\beta^{b}}{N^{2}} \\
\frac{\beta^{a}}{N^{2}} & \sigma^{a b}-\frac{\beta^{a} \beta^{b}}{N^{2}}
\end{array}\right)
$$

and

$$
\begin{equation*}
\tau_{\mu}=(-N, 0) \quad \tau^{\mu}=\left(\frac{1}{N},-\frac{\beta^{a}}{N}\right) \tag{A.5}
\end{equation*}
$$

Having reviewed the previous definitions, we now introduce the two results in terms of the set of initial data $\left(\sigma_{a b}, K_{a b}\right)$. Note that, when we refer to the induced metric and the extrinsic curvature in the set of initial data, we only mean their spatial components.

The first result is about the variation of the set of initial data with respect to the variation of the metric. In practice, we compute the following two quantities

$$
\begin{equation*}
\sigma_{\alpha}^{\mu} \sigma_{\beta}^{\nu} \delta \sigma_{\mu \nu} \quad \sigma_{\alpha}^{\mu} \sigma_{\beta}^{\nu} \delta K_{\mu \nu} \tag{A.6}
\end{equation*}
$$

whose spatial components are exactly what we want

$$
\begin{align*}
\delta \sigma_{a b} & =\sigma_{a}{ }^{\mu} \sigma_{b}^{\nu} \delta \sigma_{\mu \nu} \\
\delta K_{a b} & =\sigma_{a}^{\mu}{ }^{\mu}{ }_{b}^{\nu} \delta K_{\mu \nu} \tag{A.7}
\end{align*}
$$

With a concrete computation, we get

$$
\begin{align*}
\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \delta \sigma_{\mu \nu}= & \sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \delta g_{\mu \nu} \\
\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \delta K_{\mu \nu}= & \frac{1}{2}{\sigma_{\alpha}}^{\mu}{\sigma_{\beta}}^{\nu} \tau^{\rho} \nabla_{\rho}\left(\sigma_{\mu}{ }^{\sigma}{\sigma_{\nu}}^{\lambda} \delta g_{\sigma \lambda}\right)+\frac{1}{2} K_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \delta g_{\mu \nu}+\frac{1}{2} K_{\beta}{ }^{\mu} \sigma_{\alpha}{ }^{\nu} \delta g_{\mu \nu} \\
& -\frac{1}{2} D_{\alpha}\left(\sigma_{\beta}{ }^{\mu} \tau^{\nu} \delta g_{\mu \nu}\right)-\frac{1}{2} D_{\beta}\left(\sigma_{\alpha}{ }^{\mu} \tau^{\nu} \delta g_{\mu \nu}\right) \\
& -\frac{1}{2 N} D_{\alpha} N{\sigma_{\beta}}^{\mu} \tau^{\nu} \delta g_{\mu \nu}-\frac{1}{2 N} D_{\beta} N{\sigma_{\alpha}}^{\mu} \tau^{\nu} \delta g_{\mu \nu}+\frac{1}{2} K_{\alpha \beta} \tau^{\mu} \tau^{\nu} \delta g_{\mu \nu} \tag{A.8}
\end{align*}
$$

Here, we have represented the expressions in the form of the ADM decomposition. In deriving (A.8), we have used (A.2), (A.3), and

$$
\begin{equation*}
\delta \tau_{\mu}=-\frac{1}{2} \tau_{\mu} \tau^{\alpha} \tau^{\beta} \delta g_{\alpha \beta} \tag{A.9}
\end{equation*}
$$

which can be read out from $\delta\left(g^{\mu \nu} \tau_{\mu} \tau_{\nu}\right)=0$.
The second result is about the action of a diffeomorphism on the set of initial data $\left(\sigma_{a b}, K_{a b}\right)$. Here, we consider the following infinitesimal diffeomorphism

$$
\begin{equation*}
\Delta_{\xi} g_{\mu \nu}=\nabla_{\mu} \xi_{\nu}+\nabla_{\nu} \xi_{\mu} \tag{A.10}
\end{equation*}
$$

but we keep the foliation being fixed. Under such a diffeomorphism, we would like to compute the transformation of the set of initial data $\left(\Delta_{\xi} \sigma_{a b}, \Delta_{\xi} K_{a b}\right)$. Again, we transform the computation to the following two quantities

$$
\begin{equation*}
\sigma_{\alpha}^{\mu} \sigma_{\beta}^{\nu} \Delta_{\xi} \sigma_{\mu \nu} \quad \sigma_{\alpha}^{\mu} \sigma_{\beta}^{\nu} \Delta_{\xi} K_{\mu \nu} \tag{A.11}
\end{equation*}
$$

whose spatial components are exactly what we want

$$
\begin{align*}
\Delta_{\xi} \sigma_{a b} & =\sigma_{a}{ }^{\mu} \sigma_{b}^{\nu} \Delta_{\xi} \sigma_{\mu \nu} \\
\Delta_{\xi} K_{a b} & =\sigma_{a}{ }^{\mu} \sigma_{b}^{\nu} \Delta_{\xi} K_{\mu \nu} . \tag{A.12}
\end{align*}
$$

With a concrete computation, we get

$$
\begin{align*}
& \sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \Delta_{\xi} \sigma_{\mu \nu}= D_{\alpha}\left(\sigma_{\beta \mu} \xi^{\mu}\right)+D_{\beta}\left(\sigma_{\alpha \mu} \xi^{\mu}\right)-2 K_{\alpha \beta} \tau_{\mu} \xi^{\mu} \\
&{\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}^{\nu} \Delta_{\xi} K_{\mu \nu}=} K_{\alpha \nu} D_{\beta}\left(\sigma_{\mu}^{\nu} \xi^{\mu}\right)+K_{\beta \nu} D_{\alpha}\left(\sigma_{\mu}^{\nu} \xi^{\mu}\right)+D_{\nu} K_{\alpha \beta} \sigma_{\mu}^{\nu} \xi^{\mu} \\
&-D_{\alpha} D_{\beta}\left(\tau_{\mu} \xi^{\mu}\right)+\left(-\sigma_{\alpha}^{\nu} \sigma_{\beta}^{\rho} \tau^{\sigma} \nabla_{\sigma} K_{\nu \rho}-2 K_{\alpha \nu} K_{\beta}^{\nu}+\frac{1}{N} D_{\alpha} D_{\beta} N\right) \tau_{\mu} \xi^{\mu} \tag{A.13}
\end{align*}
$$

Here, we have again represented the expressions in the form of the ADM decomposition. In deriving (A.13), we have used (A.2), (A.3). We have used

$$
\begin{equation*}
\Delta_{\xi} \tau_{\mu}=\left(\frac{1}{N} D_{\nu} N \sigma_{\rho}^{\nu} \xi^{\rho}-\tau^{\nu} \nabla_{\nu}\left(\tau_{\rho} \xi^{\rho}\right)\right) \tau_{\mu} \tag{A.14}
\end{equation*}
$$

which can be read out from $\Delta_{\xi}\left(g_{\mu \nu} \tau^{\mu} \tau^{\nu}\right)=0$. We have used

$$
\begin{align*}
\Delta_{\xi} \Gamma_{\mu \nu}^{\rho} & =\frac{1}{2} g^{\rho \sigma}\left(\nabla_{\mu} \Delta_{\xi} g_{\nu \sigma}+\nabla_{\nu} \Delta_{\xi} g_{\mu \sigma}-\nabla_{\sigma} \Delta_{\xi} g_{\mu \nu}\right) \\
& =\frac{1}{2} g^{\rho \sigma}\left(\nabla_{\mu} \nabla_{\nu} \xi_{\sigma}+\nabla_{\nu} \nabla_{\mu} \xi_{\sigma}+R_{\mu \sigma \nu \lambda} \xi^{\lambda}+R_{\nu \sigma \mu \lambda} \xi^{\lambda}\right) \tag{A.15}
\end{align*}
$$

And we have also used the ADM decomposition of the Riemann tensor

$$
\begin{align*}
\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \sigma_{\gamma}{ }^{\rho} \sigma_{\delta}{ }^{\sigma} R_{\mu \nu \rho \sigma} & =\widetilde{R}_{\alpha \beta \gamma \delta}+K_{\alpha \gamma} K_{\beta \delta}-K_{\beta \gamma} K_{\alpha \delta} \\
\sigma_{\alpha}{ }^{\mu} \sigma_{\beta}{ }^{\nu} \sigma_{\gamma}{ }^{\rho} \tau^{\sigma} R_{\mu \nu \rho \sigma} & =D_{\alpha} K_{\beta \gamma}-D_{\beta} K_{\alpha \gamma} \\
\sigma_{\alpha}{ }^{\mu} \tau^{\nu} \sigma_{\gamma}{ }^{\rho} \tau^{\sigma} R_{\mu \nu \rho \sigma} & =-K_{\alpha}{ }^{\mu} K_{\gamma \mu}-\sigma_{\alpha}{ }^{\mu} \sigma_{\gamma}{ }^{\rho} \tau^{\lambda} \nabla_{\lambda} K_{\mu \rho}+\frac{1}{N} D_{\alpha} D_{\gamma} N, \tag{A.16}
\end{align*}
$$

where $\widetilde{R}_{\alpha \beta \gamma \delta}$ denotes the Riemann curvature of the induced metric.

## B Canonical formalism

In this appendix, we recast the pure $\mathrm{AdS}_{3}$ gravity into the canonical formalism. During this procedure, we introduce the set of initial data, the Poisson bracket, and the constraints, which are used in the main context and in other appendices. ${ }^{32}$

To apply the canonical formalism, we first rewrite the action in a proper form. Specifically, we represent the metric in the framework of the ADM decomposition as in (A.4). And by applying (A.4) to the action (1.1), by taking use of (A.16), and by taking a proper integration by parts, we can rewrite the action as

$$
\begin{equation*}
S=\int d t d^{2} x \mathcal{L}+\text { boundary terms } \tag{B.1}
\end{equation*}
$$

[^22]with the Lagrangian density $\mathcal{L}$ being
\[

$$
\begin{equation*}
\mathcal{L}=\frac{1}{16 \pi G} N \sqrt{\sigma}\left(\widetilde{R}+K_{a b} K^{a b}-K^{2}+2\right) \tag{B.2}
\end{equation*}
$$

\]

where $\widetilde{R}$ is the Ricci scalar of the induced metric $\sigma_{a b}$, and $K_{a b}$ is the spatial components of the extrinsic curvature with the following expression

$$
\begin{equation*}
K_{a b}=\frac{1}{2 N}\left(\partial_{t} \sigma_{a b}-D_{a} \beta_{b}-D_{b} \beta_{a}\right) \tag{B.3}
\end{equation*}
$$

The action (B.1) is now in a proper form to apply the canonical formalism. Specifically, the Lagrangian density (B.2) depends on $\sigma_{a b}, \dot{\sigma}_{a b}, N, \beta^{a}$. And we thus view $\sigma_{a b}$ as a dynamical field, and $N, \beta^{a}$ as Lagrangian multipliers.

We now recast the action (B.1) into the canonical formalism. Following the canonical formalism, we define the conjugate momentum of $\sigma_{a b}$ as

$$
\begin{equation*}
\pi^{a b} \equiv \frac{\partial \mathcal{L}}{\partial \dot{\sigma}_{a b}(t, x)}=\frac{1}{16 \pi G} \sqrt{\sigma}\left(K^{a b}-K \sigma^{a b}\right) \tag{B.4}
\end{equation*}
$$

We view the canonical pair $\left(\sigma_{a b}, \pi^{a b}\right)$ together as a set of initial data. We introduce the following Poisson bracket for $\left(\sigma_{a b}, \pi^{a b}\right)$ as

$$
\begin{align*}
& \left\{\sigma_{a b}\left(t, x_{1}\right), \sigma_{c d}\left(t, x_{2}\right)\right\}=0 \\
& \left\{\sigma_{a b}\left(t, x_{1}\right), \pi^{c d}\left(t, x_{2}\right)\right\}=\frac{1}{2}\left(\delta_{a}^{c} \delta_{b}^{d}+\delta_{a}^{d} \delta_{b}^{c}\right) \delta^{2}\left(x_{1}-x_{2}\right) \\
& \left\{\pi^{a b}\left(t, x_{1}\right), \pi^{c d}\left(t, x_{2}\right)\right\}=0 \tag{B.5}
\end{align*}
$$

We define the Hamiltonian as

$$
\begin{align*}
H & =\int d^{2} x\left(\pi^{a b} \dot{\sigma}_{a b}-\mathcal{L}\right)+\text { boundary terms } \\
& =\int d^{2} x\left(N \mathcal{H}+\beta^{a} \mathcal{H}_{a}\right)+\text { boundary terms } \tag{B.6}
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{H} & =16 \pi G \frac{1}{\sqrt{\sigma}}\left(\pi^{a b} \pi_{a b}-\pi^{2}\right)-\frac{1}{16 \pi G} \sqrt{\sigma}(\widetilde{R}+2) \\
\mathcal{H}_{a} & =-2 \sqrt{\sigma} D^{b}\left(\frac{1}{\sqrt{\sigma}} \pi_{a b}\right) \tag{B.7}
\end{align*}
$$

where $\pi=\sigma_{a b} \pi^{a b}$, and the covariant derivative is acted as if $\frac{1}{\sqrt{\sigma}} \pi_{a b}$ is a tensor. And we point out that the $\mathcal{H}, \mathcal{H}_{a}$ appearing in (B.6) are actually constraints which satisfy

$$
\begin{align*}
\mathcal{H} & =0 \\
\mathcal{H}_{a} & =0 \tag{B.8}
\end{align*}
$$

So far, we have recast the pure $A d S_{3}$ gravity into the canonical formalism, which is specified by the set of initial data $\left(\sigma_{a b}, \pi^{a b}\right)$, the Poisson bracket (B.5), the Hamiltonian (B.6), and the constraints (B.7), (B.8).

For the applications in other places, we equivalently represent the set of initial data as $\left(\sigma_{a b}, K_{a b}\right)$. With this set of initial data $\left(\sigma_{a b}, K_{a b}\right)$, we represent the Poisson bracket (B.5) as

$$
\begin{align*}
& \left\{\sigma_{a b}\left(t, x_{1}\right), \sigma_{c d}\left(t, x_{2}\right)\right\}=0 \\
& \left\{\sigma_{a b}\left(t, x_{1}\right), K_{c d}\left(t, x_{2}\right)\right\}=8 \pi G\left(\sigma_{a c} \sigma_{b d}+\sigma_{a d} \sigma_{b c}-2 \sigma_{a b} \sigma_{c d}\right) \frac{1}{\sqrt{\sigma}} \delta^{2}\left(x_{1}-x_{2}\right) \\
& \left\{K_{a b}\left(t, x_{1}\right), K_{c d}\left(t, x_{2}\right)\right\}=8 \pi G\left(\sigma_{a b} K_{c d}-K_{a b} \sigma_{c d}\right) \frac{1}{\sqrt{\sigma}} \delta^{2}\left(x_{1}-x_{2}\right) \tag{B.9}
\end{align*}
$$

and the constraints (B.7) as

$$
\begin{align*}
\mathcal{H} & =\frac{1}{16 \pi G} \sqrt{\sigma}\left(K^{a b} K_{a b}-K^{2}-\widetilde{R}-2\right) \\
\mathcal{H}_{a} & =-\frac{1}{8 \pi G} \sqrt{\sigma} D^{b}\left(K_{a b}-K \sigma_{a b}\right) \tag{B.10}
\end{align*}
$$

## C The derivation for the equations of the variation of the geodesic and the normal frames

In this appendix, we provide a detailed derivation for the equations of the variation of the geodesic and the normal frames.

First, we derive the equation of the variation of the geodesic. As we know, the geodesic equation is

$$
\begin{equation*}
\frac{d^{2} x^{\mu}}{d s^{2}}+\Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} \frac{d x^{\rho}}{d s}=0 \tag{C.1}
\end{equation*}
$$

By taking a variation, we get

$$
\begin{equation*}
\frac{d^{2}}{d s^{2}} \delta x^{\mu}+\partial_{\lambda} \Gamma_{\nu \rho}^{\mu}(x(s)) \delta x^{\lambda}(s) \frac{d x^{\nu}}{d s} \frac{d x^{\rho}}{d s}+\delta_{g} \Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} \frac{d x^{\rho}}{d s}+2 \Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} \frac{d}{d s} \delta x^{\rho}=0 \tag{C.2}
\end{equation*}
$$

where $\delta_{g} \Gamma_{\nu \rho}^{\mu}$ denotes the variation of the Christoffel symbol generated by the variation of the metric, which equals to

$$
\begin{equation*}
\delta_{g} \Gamma_{\nu \rho}^{\mu}=\frac{1}{2} g^{\mu \sigma}\left(\nabla_{\nu} \delta g_{\rho \sigma}+\nabla_{\rho} \delta g_{\nu \sigma}-\nabla_{\sigma} \delta g_{\nu \rho}\right) \tag{C.3}
\end{equation*}
$$

We now rewrite (C.2) into a covariant form. We need the following results, which are the action of covariant derivatives on $\delta x^{\mu}$ along the tangent direction, as

$$
\begin{equation*}
e^{\alpha} \nabla_{\alpha} \delta x^{\mu}=\frac{d}{d s} \delta x^{\mu}+\Gamma_{\nu \rho}^{\mu} \frac{d x^{\nu}}{d s} \delta x^{\rho} \tag{C.4}
\end{equation*}
$$

and

$$
\begin{align*}
e^{\alpha} \nabla_{\alpha}\left(e^{\beta} \nabla_{\beta} \delta x^{\mu}\right)= & \frac{d^{2}}{d s^{2}} \delta x^{\mu}+2 \Gamma_{\nu \rho}^{\mu} \frac{d x^{\nu}}{d s} \frac{d}{d s} \delta x^{\rho}+\partial_{\sigma} \Gamma_{\nu \rho}^{\mu} \frac{d x^{\nu}}{d s} \frac{d x^{\sigma}}{d s} \delta x^{\rho} \\
& +\Gamma_{\nu \rho}^{\mu} \frac{d^{2} x^{\nu}}{d s^{2}} \delta x^{\rho}+\Gamma_{\nu \lambda}^{\mu} \Gamma_{\rho \sigma}^{\lambda} \frac{d x^{\nu}}{d s} \frac{d x^{\rho}}{d s} \delta x^{\sigma} \tag{C.5}
\end{align*}
$$

By applying (C.5) to (C.2) and taking use of (C.1), we get the equation of the variation of the geodesic as

$$
\begin{equation*}
e^{\alpha} \nabla_{\alpha}\left(e^{\beta} \nabla_{\beta} \delta x^{\mu}\right)+R_{\nu \alpha}{ }^{\mu} \delta x^{\nu} e^{\alpha} e^{\beta}+\delta_{g} \Gamma_{\alpha \beta}^{\mu} e^{\alpha} e^{\beta}=0 . \tag{C.6}
\end{equation*}
$$

Second, we derive the equation of the variation of the normal frames. By definition, the basis of the normal frames satisfy the parallel transport equation

$$
\begin{equation*}
\frac{d x^{\alpha}}{d s} \nabla_{\alpha} V^{\mu}=0 \tag{C.7}
\end{equation*}
$$

or equivalently written as

$$
\begin{equation*}
\frac{d}{d s} V^{\mu}+\Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} V^{\rho}(s)=0 \tag{C.8}
\end{equation*}
$$

where $V^{\mu}$ represents $\tau^{(1) \mu}, n^{(1) \mu}, \tau^{(2) \mu}, n^{(2) \mu}$. By taking a variation of (C.8), we get

$$
\begin{align*}
\frac{d}{d s} \delta V^{\mu}+\partial_{\sigma} \Gamma_{\nu \rho}^{\mu} & (x(s)) \delta x^{\sigma}(s) \frac{d x^{\nu}}{d s} V^{\rho}(s)+\delta_{g} \Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} V^{\rho}(s) \\
& +\Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d}{d s} \delta x^{\nu} V^{\rho}(s)+\Gamma_{\nu \rho}^{\mu}(x(s)) \frac{d x^{\nu}}{d s} \delta V^{\rho}(s)=0 \tag{C.9}
\end{align*}
$$

We now try to rewrite (C.9) into a covariant form. We first notice that $V^{\mu}(s)+\delta V^{\mu}(s)$ and $V^{\mu}(s)$ are defined at different locations, which are at $x^{\mu}(s)+\delta x^{\mu}(s)$ and $x^{\mu}(s)$, respectively. Therefore, it is reasonable to introduce the following definition

$$
\begin{equation*}
\delta^{(c)} V^{\mu}(s) \equiv \delta V^{\mu}(s)+\Gamma_{\nu \rho}^{\mu}(x(s)) \delta x^{\nu}(s) V^{\rho}(s) \tag{C.10}
\end{equation*}
$$

which measures the relative difference between $V^{\mu}(s)+\delta V^{\mu}(s)$ and the parallel transported $V^{\mu}(s)$ from $x^{\mu}(s)$ to $x^{\mu}(s)+\delta x^{\mu}(s)$. Moreover, as the derivation of the equation of the variation of the geodesic, we also act a covariant derive on $\delta^{(c)} V^{\mu}$ along the tangent direction and get

$$
\begin{align*}
e^{\alpha} \nabla_{\alpha} \delta^{(c)} V^{\mu}= & \frac{d}{d s} \delta V^{\mu}+\partial_{\sigma} \Gamma_{\nu \rho}^{\mu} \frac{d x^{\sigma}}{d s} \delta x^{\nu} V^{\rho}+\Gamma_{\nu \rho}^{\mu} \frac{d}{d s} \delta x^{\nu} V^{\rho}+\Gamma_{\nu \rho}^{\mu} \delta x^{\nu} \frac{d}{d s} V^{\rho} \\
& +\Gamma_{\nu \rho}^{\mu} \frac{d x^{\nu}}{d s} \delta V^{\rho}+\Gamma_{\nu \lambda}^{\mu} \Gamma_{\rho \sigma}^{\lambda} \frac{d x^{\nu}}{d s} \delta x^{\rho} V^{\sigma} . \tag{C.11}
\end{align*}
$$

By applying (C.11) to (C.9) and taking use of (C.8), we get the equation of the variation of the normal frames as

$$
\begin{equation*}
e^{\alpha} \nabla_{\alpha} \delta^{(c)} V^{\mu}+R_{\nu \alpha}{ }^{\mu}{ }_{\beta} \delta x^{\nu} e^{\alpha} V^{\beta}+\delta_{g} \Gamma_{\alpha \beta}^{\mu} e^{\alpha} V^{\beta}=0 . \tag{C.12}
\end{equation*}
$$

## D The solution for the equations of the variation of the geodesic and the normal frames

In this appendix, we solve the differential equations (3.13), (3.14) for the variation of the geodesic $\delta x^{\mu}$ and the variation of the normal frames $\delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$.

We first solve the differential equation (3.13) for $\delta x^{\mu}$. For convenience, we take a decomposition with respect to the orthonormal frames $\left(\hat{e}, \hat{\tau}^{(i)}, \hat{n}^{(i)}\right)$ as

$$
\begin{equation*}
\delta x^{\mu}(s)=C^{e}(s) e^{\mu}(s)+C^{\tau^{(i)}}(s) \tau^{(i) \mu}(s)+C^{n^{(i)}}(s) n^{(i) \mu}(s) \tag{D.1}
\end{equation*}
$$

for $i=1,2$. Here, because of the relation (2.5), the $C$ s satisfy the following relation

$$
\begin{align*}
& C^{\tau^{(2)}}(s)=\cosh \zeta \cdot C^{\tau^{(1)}}(s)+\sinh \zeta \cdot C^{n^{(1)}}(s) \\
& C^{n^{(2)}}(s)=\sinh \zeta \cdot C^{\tau^{(1)}}(s)+\cosh \zeta \cdot C^{n^{(1)}}(s) . \tag{D.2}
\end{align*}
$$

By applying (D.1) to the differential equation (3.13) and also taking a decomposition for the differential equation (3.13) with respect to $\left(\hat{e}, \hat{\tau}^{(i)}, \hat{n}^{(i)}\right)$, for $i=1,2$, we get the following differential equations

$$
\begin{align*}
\frac{d^{2}}{d s^{2}} C^{e}+\frac{1}{2} \frac{d}{d s}\left(\delta g_{\alpha \beta} e^{\alpha} e^{\beta}\right) & =0 \\
\frac{d^{2}}{d s^{2}} C^{\tau^{(i)}}-C^{\tau^{(i)}}-\frac{d}{d s}\left(\delta g_{\alpha \beta} e^{\alpha} \tau^{(i) \beta}\right)+\frac{1}{2} \tau^{(i) \gamma} \nabla \gamma \delta g_{\alpha \beta} e^{\alpha} e^{\beta} & =0 \\
\frac{d^{2}}{d s^{2}} C^{n^{(i)}}-C^{n^{(i)}}+\frac{d}{d s}\left(\delta g_{\alpha \beta} e^{\alpha} n^{(i) \beta}\right)-\frac{1}{2} n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} e^{\beta} & =0 \tag{D.3}
\end{align*}
$$

for $i=1,2$. Here, the differential equations in (D.3) are decoupled from each other, and can be solved as

$$
\begin{align*}
C^{e}(s)= & -\frac{s_{2}-s}{2\left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}+\frac{s-s_{1}}{2\left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta} \\
& +\frac{s_{2}-s}{s_{2}-s_{1}} C^{e}\left(s_{1}\right)+\frac{s-s_{1}}{s_{2}-s_{1}} C^{e}\left(s_{2}\right) \\
C^{\tau^{(i)}}(s)= & \frac{\sinh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(i) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\sinh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s} \delta g_{\alpha \beta}\left(x(\widetilde{s}) e^{\alpha} \tau^{(i) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}\left(x(\widetilde{s}) e^{\alpha} e^{\beta}\right)\right.\right.\right. \\
& +\frac{\sinh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(i)}}\left(s_{1}\right)+\frac{\sinh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(i)}}\left(s_{2}\right) \\
C^{n^{(i)}}(s)= & -\frac{\sinh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(i) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\sinh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(i) \beta}-\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\sinh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(i)}}\left(s_{1}\right)+\frac{\sinh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(i)}}\left(s_{2}\right) . \tag{D.4}
\end{align*}
$$

Here, the $C$ s appear in the right hand side of the equations are the boundary values at $s_{1}, s_{2}$ of the $C$ s in the left hand side. They also satisfy (D.2), which can be explicitly written as

$$
\begin{align*}
& C^{\tau^{(2)}}\left(s_{1}\right)=\cosh \zeta \cdot C^{\tau^{(1)}}\left(s_{1}\right)+\sinh \zeta \cdot C^{n^{(1)}}\left(s_{1}\right) \\
& C^{n^{(2)}}\left(s_{1}\right)=\sinh \zeta \cdot C^{\tau^{(1)}}\left(s_{1}\right)+\cosh \zeta \cdot C^{n^{(1)}}\left(s_{1}\right) \\
& C^{\tau^{(2)}}\left(s_{2}\right)=\cosh \zeta \cdot C^{\tau^{(1)}}\left(s_{2}\right)+\sinh \zeta \cdot C^{n^{(1)}}\left(s_{2}\right) \\
& C^{n^{(2)}}\left(s_{2}\right)=\sinh \zeta \cdot C^{\tau^{(1)}}\left(s_{2}\right)+\cosh \zeta \cdot C^{n^{(1)}}\left(s_{2}\right) . \tag{D.5}
\end{align*}
$$

These boundary values of the $C$ s are nothing else but some linear combinations of the components of $\delta x^{\mu}\left(s_{1}\right), \delta x^{\mu}\left(s_{2}\right)$, which, as mentioned in subsection 3.3, are allowed to appear in the solution.

We next solve the differential equations (3.14) for $\delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$. We also take a decomposition as

$$
\begin{align*}
& \delta^{(c)} \tau^{(i) \mu}(s)=C_{\left(\tau^{(i)}\right)}^{e}(s) e^{\mu}(s)+C_{\left(\tau^{(i)}\right)}^{\tau^{(i)}}(s) \tau^{(i) \mu}(s)+C_{\left(\tau^{(i)}\right)}^{n^{(i)}}(s) n^{(i) \mu}(s) \\
& \delta^{(c)} n^{(i) \mu}(s)=C_{\left(n^{(i)}\right)}^{e}(s) e^{\mu}(s)+C_{\left(n^{(i)}\right)}^{\tau^{(i)}}(s) \tau^{(i) \mu}(s)+C_{\left(n^{(i)}\right)}^{n^{(i)}}(s) n^{(i) \mu}(s) \tag{D.6}
\end{align*}
$$

for $i=1,2$. By applying (D.6) in (3.14), we then get

$$
\begin{align*}
\frac{d}{d s} C_{\left(\tau^{(i)}\right)}^{e}-C^{\tau^{(i)}}+\frac{1}{2} \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} e^{\beta} & =0 \\
\frac{d}{d s} C_{\left(\tau^{(i)}\right)}^{\tau^{(i)}}-\frac{1}{2} \frac{d}{d s}\left(\delta g_{\alpha \beta} \tau^{(i) \alpha} \tau^{(i) \beta}\right) & =0 \\
\frac{d}{d s} C_{\left(\tau^{(i)}\right)}^{n^{(i)}}+\frac{1}{2} \frac{d}{d s}\left(\delta g_{\alpha \beta} \tau^{(i) \alpha} n^{(i) \beta}\right)+\frac{1}{2} \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} n^{(i) \beta}-\frac{1}{2} n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} \tau^{(i) \beta} & =0 \\
\frac{d}{d s} C_{\left(n^{(i)}\right)}^{e}+C^{n^{(i)}}+\frac{1}{2} n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} e^{\beta} & =0 \\
\frac{d}{d s} C_{\left(n^{(i)}\right)}^{\tau^{(i)}}-\frac{1}{2} \frac{d}{d s}\left(\delta g_{\alpha \beta} \tau^{(i) \alpha} n^{(i) \beta}\right)+\frac{1}{2} \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} n^{(i) \beta}-\frac{1}{2} n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta} e^{\alpha} \tau^{(i) \beta} & =0 \\
\frac{d}{d s} C_{\left(n^{(i)}\right)}^{n^{(i)}}+\frac{1}{2} \frac{d}{d s}\left(\delta g_{\alpha \beta} n^{(i) \alpha} n^{(i) \beta}\right) & =0 \tag{D.7}
\end{align*}
$$

for $i=1,2$. We can solve these differential equations (D.7) as

$$
\begin{align*}
C_{\left(\tau^{(1)}\right)}^{e}(s)= & \int_{s_{1}}^{s} d \widetilde{s}\left(\frac{-\cosh \left(s_{2}-s\right) \cosh \left(\widetilde{s}-s_{1}\right)+\cosh \left(s_{2}-\widetilde{s}\right)}{\sinh \left(s_{2}-s_{1}\right)} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}\right. \\
& \left.-\frac{\cosh \left(s_{2}-s\right) \sinh \left(\widetilde{s}-s_{1}\right)+\sinh \left(s_{2}-\widetilde{s}\right)}{2 \sinh \left(s_{2}-s_{1}\right)} \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)-1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}\right. \\
& \left.+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +C_{\left(\tau^{(1)}\right)}^{e}\left(s_{1}\right)+\frac{\cosh \left(s_{2}-s_{1}\right)-\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(1)}}\left(s_{1}\right)+\frac{\cosh \left(s-s_{1}\right)-1}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(1)}}\left(s_{2}\right) \\
C_{\left(\tau^{(1)}\right)}^{\tau^{(1)}}(s)= & \frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(1) \alpha} \tau^{(1) \beta}-\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} \tau^{(1) \beta}+C_{\left(\tau^{(1)}\right)}^{\tau^{(1)}}\left(s_{1}\right) \\
C_{\left(\tau^{(1)}\right)}^{n^{(1)}}(s)= & \int_{s_{1}}^{s} d \widetilde{s}\left(-\frac{1}{2} \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}\right) \\
& -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(1) \alpha} n^{(1) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta}+C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right) \tag{D.8}
\end{align*}
$$

for $\delta^{(c)} \tau^{(1) \mu}$,

$$
\begin{aligned}
C_{\left(n^{(1)}\right)}^{e}(s)= & \int_{s_{1}}^{s} d \widetilde{s}\left(\frac{-\cosh \left(s_{2}-s\right) \cosh \left(\widetilde{s}-s_{1}\right)+\cosh \left(s_{2}-\widetilde{s}\right)}{\sinh \left(s_{2}-s_{1}\right)} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}\right. \\
& \left.-\frac{\cosh \left(s_{2}-s\right) \sinh \left(\widetilde{s}-s_{1}\right)+\sinh \left(s_{2}-\widetilde{s}\right)}{2 \sinh \left(s_{2}-s_{1}\right)} n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\cosh \left(s-s_{1}\right)-1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}\right. \\
& \left.+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +C_{\left(n^{(1)}\right)}^{e}\left(s_{1}\right)-\frac{\cosh \left(s_{2}-s_{1}\right)-\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(1)}}\left(s_{1}\right)-\frac{\cosh \left(s-s_{1}\right)-1}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(1)}}\left(s_{2}\right) \\
C_{\left(n^{(1)}\right)}^{\tau^{(1)}(s)=} & \int_{s_{1}}^{s} d \widetilde{s}\left(-\frac{1}{2} \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}\right) \\
& +\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(1) \alpha} n^{(1) \beta}-\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta}+C_{\left(n^{(1)}\right)}^{\tau^{(1)}}\left(s_{1}\right) \\
C_{\left(n^{(1)}\right)}^{n^{(1)}}(s)= & -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) n^{(1) \alpha} n^{(1) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) n^{(1) \alpha} n^{(1) \beta}+C_{\left(n^{(1)}\right)}^{n^{(1)}\left(s_{1}\right),} \tag{D.9}
\end{align*}
$$

for $\delta^{(c)} n^{(1) \mu}$,

$$
\begin{align*}
C_{\left(\tau^{(2)}\right)}^{e}(s)= & -\frac{\cosh \left(s_{2}-s\right)-1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}\right. \\
& \left.+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\int_{s}^{s_{2}} d \widetilde{s}\left(\frac{\cosh \left(\widetilde{s}-s_{1}\right)-\cosh \left(s-s_{1}\right) \cosh \left(s_{2}-\widetilde{s}\right)}{\sinh \left(s_{2}-s_{1}\right)} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}\right. \\
& \left.+\frac{\sinh \left(\widetilde{s}-s_{1}\right)+\cosh \left(s-s_{1}\right) \sinh \left(s_{2}-\widetilde{s}\right)}{2 \sinh \left(s_{2}-s_{1}\right)} \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +C_{\left(\tau^{(2)}\right)}^{e}\left(s_{2}\right)-\frac{\cosh \left(s_{2}-s\right)-1}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(2)}\left(s_{1}\right)-\frac{\cosh \left(s_{2}-s_{1}\right)-\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(2)}}\left(s_{2}\right)} \\
C_{\left(\tau^{(2)}\right)}^{\tau^{(2)}(s)=} & \frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(2) \alpha} \tau^{(2) \beta}-\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} \tau^{(2) \beta}+C_{\left(\tau^{(2))}\right.}^{\tau^{(2)}\left(s_{2}\right)} \\
C_{\left(\tau^{(2)}\right)}^{n^{(2)}}(s)= & \int_{s}^{s_{2}} d \widetilde{s}\left(\frac{1}{2} \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}-\frac{1}{2} n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}\right) \\
& -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(2) \alpha} n^{(2) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}+C_{\left(\tau^{(2))}\right.}^{n^{(2)}}\left(s_{2}\right), \tag{D.10}
\end{align*}
$$

for $\delta^{(c)} \tau^{(2) \mu}$, and

$$
\begin{aligned}
C_{\left(n^{(2))}\right.}^{e}(s)= & -\frac{\cosh \left(s_{2}-s\right)-1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}\right. \\
& \left.+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\int_{s}^{s_{2}} d \widetilde{s}\left(\frac{\cosh \left(\widetilde{s}-s_{1}\right)-\cosh \left(s-s_{1}\right) \cosh \left(s_{2}-\widetilde{s}\right)}{\sinh \left(s_{2}-s_{1}\right)} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}\right. \\
& \left.+\frac{\sinh \left(\widetilde{s}-s_{1}\right)+\cosh \left(s-s_{1}\right) \sinh \left(s_{2}-\widetilde{s}\right)}{2 \sinh \left(s_{2}-s_{1}\right)} n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +C_{\left(n^{(2))}\right.}^{e}\left(s_{2}\right)+\frac{\cosh \left(s_{2}-s\right)-1}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(2)}}\left(s_{1}\right)+\frac{\cosh \left(s_{2}-s_{1}\right)-\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(2)}}\left(s_{2}\right)
\end{aligned}
$$

$$
\begin{align*}
C_{\left(n^{(2)}\right)}^{\tau^{(2)}}(s)= & \int_{s}^{s_{2}} d \widetilde{s}\left(\frac{1}{2} \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}-\frac{1}{2} n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}\right) \\
& +\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(2) \alpha} n^{(2) \beta}-\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}+C_{\left(n^{(2))}\right.}^{\tau^{(2)}\left(s_{2}\right)} \\
C_{\left(n^{(2)}\right)}^{n^{(2)}}(s)= & -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) n^{(2) \alpha} n^{(2) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) n^{(2) \alpha} n^{(2) \beta}+C_{\left(n^{(2))}\right.}^{n^{(2)}}\left(s_{2}\right), \tag{D.11}
\end{align*}
$$

for $\delta^{(c)} n^{(2) \mu}$. Here, the boundary values of the Cs, that appear in the right hand side of the equations in (D.8), (D.9), (D.10), (D.11), are some linear combinations of the components of $\delta x^{\mu}\left(s_{1}\right), \delta x^{\mu}\left(s_{2}\right), \delta^{(c)} \tau^{(1) \mu}\left(s_{1}\right), \delta^{(c)} n^{(1) \mu}\left(s_{1}\right), \delta^{(c)} \tau^{(2) \mu}\left(s_{2}\right), \delta^{(c)} n^{(2) \mu}\left(s_{2}\right)$, which, as mentioned in subsection 3.3, are allowed to appear in the solution. Moreover, by applying the orthonormal conditions (2.4), we can get some relations for these boundary values of the $C$ s, which we will explain in the following two paragraphs.

We will need $\delta^{(c)} e^{\mu}$ in deriving the relations for the boundary values of the $C \mathrm{~s}$. So we now compute $\delta^{(c)} e^{\mu}$ from $\delta x^{\mu}$. We first read out $\delta^{(c)} \frac{d x^{\mu}}{d s}$ from $\delta x^{\mu}$ as

$$
\begin{align*}
\delta^{(c)} \frac{d x^{\mu}}{d s} & =\delta \frac{d}{d s} x^{\mu}+\Gamma_{\nu \rho}^{\mu} \delta x^{\nu} \frac{d x^{\rho}}{d s} \\
& =e^{\nu} \partial_{\nu} \delta x^{\mu}+\Gamma_{\nu \rho}^{\mu} \delta x^{\nu} e^{\rho} \\
& =e^{\nu} \nabla_{\nu} \delta x^{\mu} \\
& =\frac{d}{d s} C^{e} e^{\mu}+\frac{d}{d s} C^{\tau^{(i)}} \tau^{(i) \mu}+\frac{d}{d s} C^{n^{(i)}} n^{(i) \mu}, \tag{D.12}
\end{align*}
$$

where, in the second equation, we have used

$$
\begin{equation*}
e^{\mu}=\frac{d x^{\mu}}{d s} . \tag{D.13}
\end{equation*}
$$

We can then read out $\delta^{(c)} e^{\mu}$ from $\delta^{(c)} \frac{d x^{\mu}}{d s}$. Remember that we have chosen the parameter $s$ to be the proper length up to a shift for the geodesic $x^{\mu}(s)$ in the unvaried metric $g_{\mu \nu}$ and to be the affine parameter for the geodesic $x^{\mu}(s)+\delta x^{\mu}(s)$ in the varied metric $g_{\mu \nu}+\delta g_{\mu \nu}$, so we have

$$
\begin{align*}
\frac{d}{d s} x^{\mu} & =e^{\mu} \\
\frac{d}{d s}\left(x^{\mu}+\delta x^{\mu}\right) & =\left(1+\delta A_{0}\right)\left(e^{\mu}+\delta e^{\mu}\right) \tag{D.14}
\end{align*}
$$

where $\delta A_{0}$ is a constant along the geodesic. From the two equations in (D.14), we can derive

$$
\begin{equation*}
\delta^{(c)} \frac{d x^{\mu}}{d s}=\delta A_{0} e^{\mu}+\delta^{(c)} e^{\mu} . \tag{D.15}
\end{equation*}
$$

The decomposition in the right hand side of (D.15) can be uniquely fixed by the normalization of the tangent vector. Specifically, by taking a variation on the normalization condition of the tangent vector

$$
\begin{equation*}
g_{\mu \nu}(x(s)) e^{\mu}(s) e^{\nu}(s)=1, \tag{D.16}
\end{equation*}
$$

we have

$$
\begin{align*}
0 & =\delta g_{\mu \nu}(x(s)) e^{\mu}(s) e^{\nu}(s)+\delta x^{\rho}(s) \partial_{\rho} g_{\mu \nu}(x(s)) e^{\mu}(s) e^{\nu}(s)+2 g_{\mu \nu}(x(s)) \delta e^{\mu}(s) e^{\nu}(s) \\
& =\delta g_{\mu \nu}(x(s)) e^{\mu}(s) e^{\nu}(s)+2 \delta^{(c)} e^{\mu}(s) e_{\mu}(s) \tag{D.17}
\end{align*}
$$

From (D.12), (D.15), (D.17) together with (D.4), we then read out

$$
\begin{equation*}
\delta A_{0}=\left(\frac{1}{2\left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s_{2}} d \widetilde{s} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right)-\frac{1}{s_{2}-s_{1}} C^{e}\left(s_{1}\right)+\frac{1}{s_{2}-s_{1}} C^{e}\left(s_{2}\right) \tag{D.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta^{(c)} e^{\mu}=C_{(e)}^{e} e^{\mu}+C_{(e)}^{\tau^{(i)}} \tau^{(i) \mu}+C_{(e)}^{n^{(i)}} n^{(i) \mu} \tag{D.19}
\end{equation*}
$$

where

$$
\begin{align*}
C_{(e)}^{e}(s)= & -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) e^{\alpha} e^{\beta} \\
C_{(e)}^{\tau^{(i)}}(s)= & -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(i) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(i) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) \tau^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\delta g_{\alpha \beta}(x(s)) e^{\alpha} \tau^{(i) \beta}-\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(i)}\left(s_{1}\right)+\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(i)}}\left(s_{2}\right)} \\
C_{(e)}^{n^{(i)}}(s)= & \frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(i) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(i) \beta}-\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) n^{(i) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& -\delta g_{\alpha \beta}(x(s)) e^{\alpha} n^{(i) \beta}-\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(i)}}\left(s_{1}\right)+\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(i)}}\left(s_{2}\right) . \tag{D.20}
\end{align*}
$$

We are now ready to derive the boundary values of the $C$ s from the orthonormal conditions (2.4), where, similar as equation (D.17), we need a variational version of the orthonormal conditions. By taking a variation for the orthonormal conditions

$$
\begin{align*}
& \hat{e} \cdot \hat{\tau}^{(i)}=\hat{e} \cdot \hat{n}^{(i)}=\hat{\tau}^{(i)} \cdot \hat{n}^{(i)}=0 \\
& -\hat{\tau}^{(i) 2}=\hat{n}^{(i) 2}=1 \tag{D.21}
\end{align*}
$$

we get

$$
\begin{align*}
\delta g_{\mu \nu}(x(s)) e^{\mu} \tau^{(i) \nu}+\delta^{(c)} e^{\mu} \tau_{\mu}^{(i)}+\delta^{(c)} \tau^{(i) \mu} e_{\mu} & =0 \\
\delta g_{\mu \nu}(x(s)) e^{\mu} n^{(i) \nu}+\delta^{(c)} e^{\mu} n^{(i)}{ }_{\mu}+\delta^{(c)} n^{(i) \mu} e_{\mu} & =0 \\
\delta g_{\mu \nu}(x(s)) \tau^{(i) \mu} n^{(i) \nu}+\delta^{(c)} \tau^{(i) \mu} n^{(i)}{ }_{\mu}+\delta^{(c)} n^{(i) \mu} \tau^{(i)}{ }_{\mu} & =0 \\
\delta g_{\mu \nu}(x(s)) \tau^{(i) \mu} \tau^{(i) \nu}+2 \delta^{(c)} \tau^{(i) \mu} \tau^{(i)}{ }_{\mu} & =0 \\
\delta g_{\mu \nu}(x(s)) n^{(i) \mu} n^{(i) \nu}+2 \delta^{(c)} n^{(i) \mu} n^{(i)}{ }_{\mu} & =0 \tag{D.22}
\end{align*}
$$

for $i=1,2$, and, by taking use of (D.1), (D.6), we equivalently represent (D.22) as

$$
\begin{align*}
& \delta g_{\alpha \beta}(x(s)) e^{\alpha} \tau^{(i) \beta}-C_{(e)}^{\tau^{(i)}}+C_{\left(\tau^{(i)}\right)}^{e}=0 \\
& \delta g_{\alpha \beta}(x(s)) e^{\alpha} n^{(i) \beta}+C_{(e)}^{n^{(i)}}+C_{\left(n^{(i)}\right)}^{e}=0 \\
& \delta g_{\alpha \beta}(x(s)) \tau^{(i) \alpha} n^{(i) \beta}+C_{\left(\tau^{(i)}\right)}^{n^{(i)}}-C_{\left(n^{(i)}\right)}^{\tau^{(i)}}=0 \\
& \delta g_{\alpha \beta}(x(s)) \tau^{(i) \alpha} \tau^{(i) \beta}-2 C_{\left(\tau^{(i)}\right)}^{\tau^{(i)}}=0 \\
& \delta g_{\alpha \beta}(x(s)) n^{(i) \alpha} n^{(i) \beta}+2 C_{\left(n^{(i)}\right)}^{n^{(i)}}=0 \tag{D.23}
\end{align*}
$$

for $i=1,2$. By applying (D.8), (D.9), (D.10), (D.11), (D.20) in (D.23), we get the relations for the boundary values of the $C$ s as

$$
\begin{align*}
C_{\left(\tau^{(1)}\right)}^{e}\left(s_{1}\right)= & \frac{1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& -\frac{\cosh \left(s_{2}-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(1)}}\left(s_{1}\right)+\frac{1}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(1)}}\left(s_{2}\right) \\
C_{\left(n^{(1)}\right)}^{e}\left(s_{1}\right)= & \frac{1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s_{2}-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(1)}}\left(s_{1}\right)-\frac{1}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(1)}}\left(s_{2}\right) \\
C_{\left(n^{(1)}\right)}^{\tau^{(1)}}\left(s_{1}\right)= & C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right)+\delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta} \\
C_{\left(\tau^{(1)}\right)}^{\tau^{(1)}}\left(s_{1}\right)= & \frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} \tau^{(1) \beta} \\
C_{\left(n^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right)= & -\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) n^{(1) \alpha} n^{(1) \beta}, \tag{D.24}
\end{align*}
$$

and

$$
\begin{align*}
C_{\left(\tau^{(2))}\right.}^{e}\left(s_{2}\right)= & -\frac{1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s_{2}} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& -\frac{1}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(2)}}\left(s_{1}\right)+\frac{\cosh \left(s_{2}-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(2)}}\left(s_{2}\right) \\
C_{\left(n^{(2)}\right)}^{e}\left(s_{2}\right)= & -\frac{1}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s_{2}} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{1}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(2)}\left(s_{1}\right)-\frac{\cosh \left(s_{2}-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(2)}}\left(s_{2}\right)} \\
C_{\left(n^{(2))}\right.}^{\tau^{(2)}}\left(s_{2}\right)= & C_{\left(\tau^{(2))}\left(s_{2}\right)+\delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}\right.}^{C_{\left(\tau^{(2)}\right)}^{\tau^{(2)}}\left(s_{2}\right)=}=\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} \tau^{(2) \beta} \\
C_{\left(n^{(2)}\right)}^{n^{(2)}}\left(s_{2}\right)= & -\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) n^{(2) \alpha} n^{(2) \beta} .
\end{align*}
$$

We now apply the relations for the boundary values of the $C$ s (D.24), (D.25) to (D.8), (D.9), (D.10), (D.11), from which we get the final expressions of the variation of the normal
frames as

$$
\begin{align*}
C_{\left(\tau^{(1)}\right)}^{e}(s)= & -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(1)}}\left(s_{1}\right)+\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(1)}}\left(s_{2}\right) \\
C_{\left(\tau^{(1)}\right)}^{\tau^{(1)}}(s)= & \frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(1) \alpha} \tau^{(1) \beta} \\
C_{\left(\tau^{(1)}\right)}^{n^{(1)}}(s)= & \int_{s_{1}}^{s} d \widetilde{s}\left(-\frac{1}{2} \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(1) \beta}\right) \\
& -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(1) \alpha} n^{(1) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta}+C_{\left(\tau^{(1)}\right)}^{n^{(1)}\left(s_{1}\right),} \tag{D.26}
\end{align*}
$$

for $\delta^{(c)} \tau^{(1) \mu}$,

$$
\begin{aligned}
C_{\left(n^{(1)}\right)}^{e}(s)= & -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(1)}}\left(s_{1}\right)-\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(1)}}\left(s_{2}\right)
\end{aligned}
$$

$$
C_{\left(n^{(1)}\right)}^{\tau^{(1)}}(s)=\int_{s_{1}}^{s} d \widetilde{s}\left(-\frac{1}{2} \tau^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(1) \beta}+\frac{1}{2} n^{(1) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}\left(x(\widetilde{s}) e^{\alpha} \tau^{(1) \beta}\right)\right.
$$

$$
+\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(1) \alpha} n^{(1) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{1}\right)\right) \tau^{(1) \alpha} n^{(1) \beta}+C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right)
$$

$$
\begin{equation*}
C_{\left(n^{(1)}\right)}^{n^{(1)}}(s)=-\frac{1}{2} \delta g_{\alpha \beta}(x(s)) n^{(1) \alpha} n^{(1) \beta} \tag{D.27}
\end{equation*}
$$

for $\delta^{(c)} n^{(1) \mu}$,

$$
\begin{align*}
C_{\left(\tau^{(2)}\right)}^{e}(s)= & -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(2)}}\left(s_{1}\right)+\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{\tau^{(2)}}\left(s_{2}\right) \\
C_{\left(\tau^{(2)}\right)}^{\tau^{(2)}(s)=}= & \frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(2) \alpha} \tau^{(2) \beta} \\
C_{\left(\tau^{(2)}\right)}^{n^{(2)}}(s)= & \int_{s}^{s_{2}} d \widetilde{s}\left(\frac{1}{2} \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}-\frac{1}{2} n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}\right) \\
& -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(2) \alpha} n^{(2) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}+C_{\left(\tau^{(2)}\right)}^{n^{(2)}\left(s_{2}\right),} \tag{D.28}
\end{align*}
$$

for $\delta^{(c)} \tau^{(2) \mu}$, and

$$
\begin{aligned}
C_{\left(n^{(2)}\right)}^{e}(s)= & -\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s_{1}}^{s} d \widetilde{s}\left(\cosh \left(\widetilde{s}-s_{1}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}+\frac{1}{2} \sinh \left(\widetilde{s}-s_{1}\right) n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} \int_{s}^{s_{2}} d \widetilde{s}\left(-\cosh \left(s_{2}-\widetilde{s}\right) \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}+\frac{1}{2} \sinh \left(s_{2}-\widetilde{s}\right) n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} e^{\beta}\right) \\
& +\frac{\cosh \left(s_{2}-s\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(2)}}\left(s_{1}\right)-\frac{\cosh \left(s-s_{1}\right)}{\sinh \left(s_{2}-s_{1}\right)} C^{n^{(2)}}\left(s_{2}\right)
\end{aligned}
$$

$$
\begin{align*}
C_{\left(n^{(2)}\right)}^{\tau^{(2)}}(s)= & \int_{s}^{s_{2}} d \widetilde{s}\left(\frac{1}{2} \tau^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} n^{(2) \beta}-\frac{1}{2} n^{(2) \gamma} \nabla_{\gamma} \delta g_{\alpha \beta}(x(\widetilde{s})) e^{\alpha} \tau^{(2) \beta}\right) \\
& +\frac{1}{2} \delta g_{\alpha \beta}(x(s)) \tau^{(2) \alpha} n^{(2) \beta}+\frac{1}{2} \delta g_{\alpha \beta}\left(x\left(s_{2}\right)\right) \tau^{(2) \alpha} n^{(2) \beta}+C_{\left(\tau^{(2)}\right)}^{n^{(2)}\left(s_{2}\right)} \\
C_{\left(n^{(2)}\right)}^{n^{(2)}}(s)= & -\frac{1}{2} \delta g_{\alpha \beta}(x(s)) n^{(2) \alpha} n^{(2) \beta}, \tag{D.29}
\end{align*}
$$

for $\delta^{(c)} n^{(2) \mu} .{ }^{33}$ For the application in subsection 3.3, we also provide the explicit expressions for $C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right), C_{\left(\tau^{(2)}\right)}^{n^{(2)}}\left(s_{2}\right)$ as

$$
\begin{align*}
& C_{\left(\tau^{(1)}\right)}^{n^{(1)}}\left(s_{1}\right)=\delta^{(c)} \tau^{(1) \mu}\left(s_{1}\right) n_{\mu}^{(1)}\left(s_{1}\right) \\
& C_{\left(\tau^{(2)}\right)}^{n^{(2)}}\left(s_{2}\right)=\delta^{(c)} \tau^{(2) \mu}\left(s_{2}\right) n^{(2)}\left(s_{2}\right) \tag{D.30}
\end{align*}
$$

## E The preserving of the constraints under the system's evolution generated by the twist

In this appendix, we verify that the system's evolution (3.36), which is generated by the twist, indeed preserves the constraints (B.8). Precisely speaking, our goal is the following. We start from an arbitrary choice of the set of initial data $\left(\sigma_{a b}, K_{a b}\right)$, that satisfies the constraints (B.8). We then take an evolution on the set of initial data in terms of (3.36), and act this evolution on the constraints (B.10). We would like to verify that this evolution on the constraints indeed vanishes.

For convenience of the computations, we make a special choice for the quantities $\rho, e^{a}$, $n^{a}$ in a finite region around the geodesic $\gamma$. Here, we still use the definition of $\rho$ below equation (3.7); we choose $n^{a}$ to be

$$
\begin{equation*}
n_{a}=D_{a} \rho \tag{E.1}
\end{equation*}
$$

which works not only on the geodesic $\gamma$ but also on the finite region; we then determine $e^{a}$ from $n^{a}$ through the orthonormal conditions

$$
\begin{align*}
\sigma_{a b} e^{a} e^{b} & =\sigma_{a b} n^{a} n^{b}=1 \\
\sigma_{a b} e^{a} n^{b} & =0 \tag{E.2}
\end{align*}
$$

Under such choice of $e^{a}, n^{a}$, we have more relations for their derivative. Here, we only list two of them for the following discussion, including

$$
\begin{equation*}
D_{a} e^{a}=0 \tag{E.3}
\end{equation*}
$$

which works for the finite region around the geodesic $\gamma$, and

$$
\begin{equation*}
\left.D_{a} e_{b}\right|_{\gamma}=\left.D_{a} n_{b}\right|_{\gamma}=0 \tag{E.4}
\end{equation*}
$$

[^23]which only works on the geodesic $\gamma$. We can directly check the relations (E.3), (E.4) in the Gaussian normal coordinates, where the induced metric are represented as
\[

$$
\begin{equation*}
\sigma_{a b} d x^{a} d x^{b}=d \rho^{2}+l(\rho, s)^{2} d s^{2} \tag{E.5}
\end{equation*}
$$

\]

with $^{34}$

$$
\begin{align*}
l(\rho=0, s) & =1 \\
\partial_{\rho} l(\rho & =0, s) \tag{E.6}
\end{align*}=0, ~ \$
$$

and the vectors $e^{a}, n^{a}$ are represented as

$$
\begin{align*}
& e^{a}=\left(0, \frac{1}{l(\rho, s)}\right) \\
& n^{a}=(1,0) . \tag{E.7}
\end{align*}
$$

We are now ready to compute the action of the evolution (3.36) on the constraints (B.10). First, we compute the evolution on $\mathcal{H}$ as

$$
\begin{equation*}
\Delta \mathcal{H}=\mathrm{I}+\mathrm{II}+\mathrm{III}+o(\lambda), \tag{E.8}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{I} & =\frac{1}{32 \pi G} \sqrt{\sigma}\left(K^{a b} K_{a b}-K^{2}-\widetilde{R}-2\right) \sigma^{m n} \Delta \sigma_{m n} \\
\mathrm{II} & =\frac{1}{16 \pi G} \sqrt{\sigma}\left(\left(-2 K^{a m} K_{m}^{b}+2 K K^{a b}+\widetilde{R}^{a b}\right) \Delta \sigma_{a b}+2\left(K^{a b}-K \sigma^{a b}\right) \Delta K_{a b}\right) \\
\mathrm{III} & =\frac{1}{16 \pi G} \sqrt{\sigma}\left(-D^{a} D^{b} \Delta \sigma_{a b}+D^{2}\left(\sigma^{a b} \Delta \sigma_{a b}\right)\right), \tag{E.9}
\end{align*}
$$

and the $\Delta \sigma_{a b}, \Delta K_{a b}$ in (E.9) should be interpreted as being applied with (3.36). With some computations, we get

$$
\begin{align*}
\mathrm{I} & =0 \\
\mathrm{II} & =o(\lambda) \\
\mathrm{III} & =o(\lambda), \tag{E.10}
\end{align*}
$$

where we have used (B.8), (B.10), (E.1), (E.2), (E.3), (E.4), the last equation of (3.31), and

$$
\begin{equation*}
\widetilde{R}_{a b}=\frac{1}{2} \sigma_{a b} \widetilde{R} \tag{E.11}
\end{equation*}
$$

which can be derived by noting that in two dimension the Riemann tensor only has one independent component as

$$
\begin{equation*}
\widetilde{R}_{a b c d}=\frac{1}{2}\left(\sigma_{a c} \sigma_{b d}-\sigma_{a d} \sigma_{b c}\right) \widetilde{R} . \tag{E.12}
\end{equation*}
$$

[^24]By applying (E.10) to (E.8), we get

$$
\begin{equation*}
\Delta \mathcal{H}=o(\lambda) . \tag{E.13}
\end{equation*}
$$

Second, we compute the evolution on $\mathcal{H}_{a}$ as

$$
\begin{equation*}
\Delta \mathcal{H}_{a}=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+\mathrm{V}+o(\lambda) \tag{E.14}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{I} & =-\frac{1}{16 \pi G} \sqrt{\sigma} D^{b}\left(K_{a b}-K \sigma_{a b}\right) \sigma^{m n} \Delta \sigma_{m n} \\
\mathrm{II} & =\frac{1}{8 \pi G} \sqrt{\sigma} \Delta \sigma_{b c} D^{c}\left(K_{a}^{b}-K{\delta_{a}}^{b}\right) \\
\mathrm{III} & =\frac{1}{8 \pi G} \sqrt{\sigma} D^{b}\left(K \Delta \sigma_{a b}-K^{m n} \Delta \sigma_{m n} \sigma_{a b}-\Delta K_{a b}+\sigma^{m n} \Delta K_{m n} \sigma_{a b}\right) \\
\mathrm{IV} & =\frac{1}{8 \pi G} \sqrt{\sigma} \sigma^{b c} \Delta \widetilde{\Gamma}_{c a}^{m}\left(K_{m b}-K \sigma_{m b}\right) \\
\mathrm{V} & =\frac{1}{8 \pi G} \sqrt{\sigma} \sigma^{b c} \Delta \widetilde{\Gamma}_{c b}^{m}\left(K_{a m}-K \sigma_{a m}\right), \tag{E.15}
\end{align*}
$$

the $\Delta \tilde{\Gamma}_{a b}^{c}$ in (E.15) is determined from $\Delta \sigma_{a b}$ as

$$
\begin{equation*}
\Delta \widetilde{\Gamma}_{a b}^{c}=\frac{1}{2} \sigma^{c d}\left(D_{a} \Delta \sigma_{b d}+D_{b} \Delta \sigma_{a d}-D_{d} \Delta \sigma_{a b}\right)+o(\lambda) \tag{E.16}
\end{equation*}
$$

and the $\Delta \sigma_{a b}, \Delta K_{a b}$ in (E.15) and (E.16) are interpreted as being applied with (3.36). With some computations, we get

$$
\begin{align*}
\mathrm{I}= & 0 \\
\mathrm{II}= & \sqrt{\sigma} \lambda\left(-e^{p} D_{p}\left(K_{m n} e^{m} n^{n}\right)+n^{p} D_{p}\left(K_{m n} n^{m} n^{n}\right)\right) \delta(\rho) e_{a} \\
& -\sqrt{\sigma} \lambda n^{p} D_{p}\left(K_{m n} e^{m} n^{n}\right) \delta(\rho) n_{a}+o(\lambda) \\
\mathrm{III}= & -\sqrt{\sigma} \lambda K_{m n} n^{m} n^{n} \delta^{\prime}(\rho) e_{a}+2 \sqrt{\sigma} \lambda K_{m n} e^{m} n^{n} \delta^{\prime}(\rho) n_{a} \\
& +\sqrt{\sigma} \lambda\left(e^{p} D_{p}\left(K_{m n} e^{m} n^{n}\right)-n^{p} D_{p}\left(K_{m n} n^{m} n^{n}\right)\right) \delta(\rho) e_{a} \\
& +\sqrt{\sigma} \lambda\left(2 n^{p} D_{p}\left(K_{m n} e^{m} n^{n}\right)-e^{p} D_{p}\left(K_{m n} n^{m} n^{n}\right)\right) \delta(\rho) n_{a}+o(\lambda) \\
\mathrm{IV}= & -\sqrt{\sigma} \lambda K_{m n} e^{m} n^{n} \delta^{\prime}(\rho) n_{a}+o(\lambda) \\
\mathrm{V}= & \sqrt{\sigma} \lambda K_{m n} n^{m} n^{n} \delta^{\prime}(\rho) e_{a}-\sqrt{\sigma} \lambda K_{m n} e^{m} n^{n} \delta^{\prime}(\rho) n_{a}+o(\lambda), \tag{E.17}
\end{align*}
$$

where we have used (B.8), (B.10), (E.1), (E.2), (E.4), the last equation of (3.31), and

$$
\begin{equation*}
\Delta \widetilde{\Gamma}_{a b}^{c}=-8 \pi G \lambda n_{a} n_{b} e^{c} \delta^{\prime}(\rho)+o(\lambda) \tag{E.18}
\end{equation*}
$$

which is computed from (E.16) together with (E.1), (E.4). We also point out the following relation

$$
\begin{equation*}
\left.\left(n^{p} D_{p}\left(K_{m n} e^{m} n^{n}\right)-e^{p} D_{p}\left(K_{m n} n^{m} n^{n}\right)\right)\right|_{\gamma}=0 \tag{E.19}
\end{equation*}
$$

which can be derived from contracting the second equation of (B.8) with $e^{a}$, restricting to the geodesic $\gamma$, and taking use of (B.10), (E.2), (E.4). By applying (E.17) to (E.14) and taking use of (E.19), we get

$$
\begin{equation*}
\Delta \mathcal{H}_{a}=o(\lambda) . \tag{E.20}
\end{equation*}
$$

From the equations (E.13) and (E.20), we verify that the evolution generated by the twist represented in (3.36) indeed preserves the constraints (B.8).

## F More on the example appearing in subsection 3.5

In this appendix, we study more on the example appearing in subsection 3.5. Here, we revisit the equivalence check of the system's evolution on a general Cauchy surface that contains the $y$-axis. From the computation, we also manifest how the evolution of the extrinsic curvature in (3.36) arises from the relative shift.

We first clarify some conventions. We denote the coordinates of the three dimensional spacetime as $x^{\mu}=(t, x, y)$, and the coordinates of the Cauchy surface as $\bar{x}^{a}=(\rho, s)$. Here, $\rho$ takes the definition below equation (3.7), and $s$ is another coordinate of the Cauchy surface. We also denote the embedding of the Cauchy surface as $x^{\mu}(\bar{x})$.

With these conventions, we now represent the set of initial data for the original system (3.37). We first introduce the future-pointing normal vector $\tau^{(o) \mu}(\bar{x})$ of the Cauchy surface for the original metric (3.37), which satisfies the following conditions

$$
\begin{align*}
\eta_{\mu \nu} \tau^{(o) \mu}(\bar{x}) \frac{\partial x^{\nu}}{\partial \bar{x}^{a}} & =0 \\
\eta_{\mu \nu} \tau^{(o) \mu}(\bar{x}) \tau^{(o) \nu}(\bar{x}) & =-1 . \tag{F.1}
\end{align*}
$$

With the embedding of the Cauchy surface $x^{\mu}(\bar{x})$ and the normal vector $\tau^{(o) \mu}(\bar{x})$, we can represent the set of initial data for the original system (3.37) as

$$
\begin{align*}
\sigma_{a b}^{(o)} & =\eta_{\mu \nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} \\
K_{a b}^{(o)} & =\eta_{\mu \nu} \frac{\partial \tau^{(o) \mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{\bar{c}}} . \tag{F.2}
\end{align*}
$$

For the following application, we also provide the following relations on the $y$-axis for the normal vector $\tau^{(o) \mu}$ as

$$
\begin{equation*}
\left.\tau^{(o) \mu}(\bar{x}) \delta_{\mu}{ }^{y}\right|_{\rho=0}=0, \tag{F.3}
\end{equation*}
$$

and for $e_{a}, n_{a}$ as

$$
\begin{align*}
& \left.e_{a}\right|_{\rho=0}=\left.\frac{\partial x^{\mu}}{\partial \bar{x}^{\alpha}} \delta_{\mu}{ }^{y}\right|_{\rho=0} \\
& \left.n_{a}\right|_{\rho=0}=\delta_{a}{ }^{\rho} . \tag{F.4}
\end{align*}
$$

Here, (F.3) is derived as

$$
\begin{align*}
0 & =\left.\eta_{\mu \nu} \tau^{(o) \mu} \frac{\partial x^{\nu}}{\partial \bar{x}^{a}}{ }^{a}\right|_{\rho=0} \\
& =\left.\eta_{\mu \nu} \tau^{(o) \mu} \delta^{\nu}{ }_{y}\right|_{\rho=0} \\
& =\left.\tau^{(o) \mu} \delta_{\mu}{ }^{y}\right|_{\rho=0}, \tag{F.5}
\end{align*}
$$

where we have used the first equation of (F.1), and the fact that on the $y$-axis the pushforward of $e^{a}$ to the three dimensional spacetime is $\frac{\partial}{\partial y}$ as

$$
\begin{equation*}
\left.e^{a} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}}\right|_{\rho=0}=\delta^{\mu}{ }_{y} . \tag{F.6}
\end{equation*}
$$

The first equation of (F.4) is derived as

$$
\begin{align*}
\left.e_{a}\right|_{\rho=0} & =\left.\sigma_{a b} e^{b}\right|_{\rho=0} \\
& =\left.\eta_{\mu \nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \frac{\partial x^{\nu}}{\partial \bar{x}^{b}} e^{b}\right|_{\rho=0} \\
& =\left.\eta_{\mu \nu} \frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \delta^{\nu}{ }_{y}\right|_{\rho=0} \\
& =\left.\frac{\partial x^{\mu}}{\partial \bar{x}^{a}} \delta_{\mu}{ }^{y}\right|_{\rho=0}, \tag{F.7}
\end{align*}
$$

where we have used (F.2) and (F.6). The second equation of (F.4) is from (3.9).
We now switch to the study of the set of initial data for the evolved system (3.39). Before doing the computation, we would like to first reformulate the question to a more convenient version. The current question is to compute the set of initial data on the Cauchy surface $x^{\mu}(\bar{x})$ for the evolved system (3.39), where the evolved system (3.39) is the pullback of the original system (3.37) by the diffeomorphism (3.38). While, our reformulation is to view the Cauchy surface from a different perspective: instead of taking a pullback of the three dimensional metric, we can take a pushforward of the Cauchy surface by the same diffeomorphism (3.38). Precisely speaking, we view the Cauchy surface as the following embedding

$$
\begin{equation*}
x^{(e) \mu}(\bar{x})=x^{\mu}(\bar{x})-8 \pi G \lambda \delta^{\mu}{ }_{y} \theta(\rho), \tag{F.8}
\end{equation*}
$$

in the original system (3.37). And the reformulated question is to compute the set of initial data on this Cauchy surface. For the following discussion, we also provide the derivative of (F.8) as

$$
\begin{equation*}
\frac{\partial x^{(e) \mu}}{\partial \bar{x}^{a}}=\frac{\partial x^{\mu}}{\partial \bar{x}^{a}}-8 \pi G \lambda \delta^{\mu}{ }_{y} \delta_{a}{ }^{\rho} \delta(\rho) . \tag{F.9}
\end{equation*}
$$

We now study our reformulated question, namely to compute the set of initial data on the Cauchy surface (F.8) for the original system (3.37). We first compute the normal
vector $\tau^{(e) \mu}(\bar{x})$ from the following conditions

$$
\begin{align*}
\eta_{\mu \nu} \tau^{(e) \mu}(\bar{x}) \frac{\partial x^{(e) \nu}}{\partial \bar{x}^{a}} & =0 \\
\eta_{\mu \nu} \tau^{(e) \mu}(\bar{x}) \tau^{(e) \nu}(\bar{x}) & =-1 \tag{F.10}
\end{align*}
$$

By applying (F.9) to (F.10), taking use of (F.3), and comparing with (F.1), we realize that $\tau^{(e) \mu}(\bar{x})$ has the same expression as $\tau^{(o) \mu}(\bar{x})$

$$
\begin{equation*}
\tau^{(e) \mu}(\bar{x})=\tau^{(o) \mu}(\bar{x}) \tag{F.11}
\end{equation*}
$$

Since we are now in the flat spacetime (3.37), we can still use the following expressions to compute the set of initial data

$$
\begin{align*}
\sigma_{a b}^{(e)} & =\eta_{\mu \nu} \frac{\partial x^{(e) \mu}}{\partial \bar{x}^{a}} \frac{\partial x^{(e) \nu}}{\partial \bar{x}^{b}} \\
K_{a b}^{(e)} & =\eta_{\mu \nu} \frac{\partial \tau^{(e) \mu}}{\partial \bar{x}^{a}} \frac{\partial x^{(e) \nu}}{\partial \bar{x}^{b}} \tag{F.12}
\end{align*}
$$

By applying (F.9), (F.11) to (F.12), and taking use of (F.2), (F.4), the last equation of (3.31), we get the set of initial data for the evolved system

$$
\begin{align*}
\sigma_{a b}^{(e)} & =\sigma_{a b}^{(o)}-8 \pi G \lambda \delta(\rho)\left(e_{a} n_{b}+n_{a} e_{b}\right)+o(\lambda) \\
K_{a b}^{(e)} & =K_{a b}^{(o)}-8 \pi G \lambda \delta(\rho) K_{m n}^{(o)} e^{m} n^{n} n_{a} n_{b} \tag{F.13}
\end{align*}
$$

which is precisely the system's evolution represented in (3.36).

## G Deriving the brackets of the boundary stress tensor

In this appendix, we derive the brackets of the boundary stress tensor. Here, the derivation is based on the asymptotic symmetries and their charges.

## G. 1 Asymptotic symmetries and their charges

Before deriving the brackets of the boundary stress tensor, we first review the asymptotic symmetries and their charges.

Under the Fefferman-Graham gauge, the asymptotic symmetry can be represented as an infinitesimal diffeomorphism

$$
\begin{equation*}
\Delta_{\xi} g_{\mu \nu}=\mathcal{L}_{\xi} g_{\mu \nu} \tag{G.1}
\end{equation*}
$$

whose diffeomorphism parameter has the following expression

$$
\begin{align*}
\xi^{Z} & =\frac{1}{2} Z\left(\xi_{0}^{U \prime}(U)+\xi_{0}^{V \prime}(V)\right) \\
\xi^{U} & =\xi_{0}^{U}(U)+\frac{\frac{1}{2} Z^{2}}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \xi_{0}^{V \prime \prime}(V)-\frac{\frac{3}{c} Z^{4} T_{V V}(V)}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \xi_{0}^{U \prime \prime}(U) \\
\xi^{V} & =\xi_{0}^{V}(V)+\frac{\frac{1}{2} Z^{2}}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \xi_{0}^{U \prime \prime}(U)-\frac{\frac{3}{c} Z^{4} T_{U U}(U)}{1-\frac{36}{c^{2}} Z^{4} T_{U U}(U) T_{V V}(V)} \xi_{0}^{V \prime \prime}(V) \tag{G.2}
\end{align*}
$$

Here, the $T_{U U}, T_{V V}$ are the boundary stress tensor of the general solution (4.1) on which we act the diffeomorphism. And the asymptotic symmetry has the following action on the boundary stress tensor

$$
\begin{align*}
\Delta_{\xi} T_{U U}(U) & =\xi_{0}^{U}(U) T_{U U}^{\prime}(U)+2 \xi_{0}^{U \prime}(U) T_{U U}(U)+\frac{c}{12} \xi_{0}^{U \prime \prime \prime}(U) \\
\Delta_{\xi} T_{V V}(V) & =\xi_{0}^{V}(V) T_{V V}^{\prime}(V)+2 \xi_{0}^{V \prime}(V) T_{V V}(V)+\frac{c}{12} \xi_{0}^{V \prime \prime \prime}(V) \tag{G.3}
\end{align*}
$$

In the remaining part of this subsection, we will compute the charge of the asymptotic symmetry with the covariant phase space formalism.

We first recast the pure $\mathrm{AdS}_{3}$ into the covariant phase space formalism. Specifically, we need to compute the symplectic form. (Here, we use the convention in [37].) Following the standard procedure of the covariant phase space formalism, we rewrite the Lagrangian density in the differential form as

$$
\begin{equation*}
\mathbf{L}=\frac{1}{16 \pi G}(R+2) \frac{1}{3!} \epsilon_{\mu_{0} \mu_{1} \mu_{2}} d x^{\mu_{0}} \wedge d x^{\mu_{1}} \wedge d x^{\mu_{2}} \tag{G.4}
\end{equation*}
$$

We take a variation of the Lagrangian density and represent it as

$$
\begin{equation*}
\delta \mathbf{L}=\mathbf{E}^{\mu \nu} \delta g_{\mu \nu}+d \mathbf{\Theta} \tag{G.5}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{E}^{\mu \nu} & =\frac{1}{16 \pi G}\left(-R^{\mu \nu}+\frac{1}{2} R g^{\mu \nu}+g^{\mu \nu}\right) \frac{1}{3!} \epsilon_{\mu_{0} \mu_{1} \mu_{2}} d x^{\mu_{0}} \wedge d x^{\mu_{1}} \wedge d x^{\mu_{2}} \\
\boldsymbol{\Theta} & =\frac{1}{32 \pi G}\left(g^{\mu \rho} \nabla^{\nu} \delta g_{\mu \nu}-\nabla^{\rho}\left(g^{\mu \nu} \delta g_{\mu \nu}\right)\right) \epsilon_{\rho \mu_{1} \mu_{2}} d x^{\mu_{1}} \wedge d x^{\mu_{2}} . \tag{G.6}
\end{align*}
$$

And we finally define the symplectic form as

$$
\begin{equation*}
\Omega=\int_{\Sigma} \delta \Theta \tag{G.7}
\end{equation*}
$$

Here, $\Sigma$ can be any Cauchy surface with a proper asymptotic behavior.
Having defined the symplectic form, we now compute the charge of the asymptotic symmetry. Specifically, we need to compute the $Q_{\xi}$ from the following equation

$$
\begin{equation*}
-X_{\xi} \cdot \boldsymbol{\Omega}=\delta Q_{\xi} \tag{G.8}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{\xi}=\int d^{3} x \mathcal{L}_{\xi} g_{\mu \nu}(x) \frac{\delta}{\delta g_{\mu \nu}(x)} \tag{G.9}
\end{equation*}
$$

with $\xi^{\mu}$ given in (G.2). We first take a reformulation for the left hand side of (G.8) as

$$
\begin{aligned}
-X_{\xi} \cdot \boldsymbol{\Omega} & =\int_{\Sigma}-X_{\xi} \cdot \delta \boldsymbol{\Theta} \\
& =\int_{\Sigma}\left(-\mathcal{L}_{X_{\xi}} \boldsymbol{\Theta}+\delta\left(X_{\xi} \cdot \boldsymbol{\Theta}\right)\right) \\
& =\int_{\Sigma}\left(-\mathcal{L}_{\xi} \boldsymbol{\Theta}-X_{\delta \xi} \cdot \boldsymbol{\Theta}+\delta\left(X_{\xi} \cdot \boldsymbol{\Theta}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =\int_{\Sigma}\left(-\xi \cdot d \boldsymbol{\Theta}-d(\xi \cdot \boldsymbol{\Theta})-X_{\delta \xi} \cdot \boldsymbol{\Theta}+\delta\left(X_{\xi} \cdot \boldsymbol{\Theta}\right)\right) \\
& =\int_{\Sigma}\left(-\xi \cdot \delta \mathbf{L}-d(\xi \cdot \boldsymbol{\Theta})-X_{\delta \xi} \cdot \boldsymbol{\Theta}+\delta\left(X_{\xi} \cdot \boldsymbol{\Theta}\right)\right) \\
& =\int_{\Sigma} \delta\left(X_{\xi} \cdot \boldsymbol{\Theta}-\xi \cdot \mathbf{L}\right)-\int_{\Sigma}\left(X_{\delta \xi} \cdot \boldsymbol{\Theta}-\delta \xi \cdot \mathbf{L}\right)-\int_{\partial \Sigma} \xi \cdot \boldsymbol{\Theta} \tag{G.10}
\end{align*}
$$

Here, we have used the Cartan's magic formula, the covariance of the symplectic form, (G.5), and the equations of motion. We now compute the three terms in the last expression of (G.10) respectively as

$$
\begin{align*}
\int_{\Sigma} \delta\left(X_{\xi} \cdot \boldsymbol{\Theta}-\xi \cdot \mathbf{L}\right) & =\delta \int_{\partial \Sigma} \frac{1}{32 \pi G}\left(\nabla^{\mu} \xi^{\rho}-\nabla^{\rho} \xi^{\mu}\right) \epsilon_{\rho \mu \mu_{2}} d x^{\mu_{2}} \\
& =-\frac{1}{2 \pi} \int d U \delta T_{U U}(U) \xi_{0}^{U}(U)-\frac{1}{2 \pi} \int d V \delta T_{V V}(V) \xi_{0}^{V}(V) \tag{G.11}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\Sigma}(-1)\left(X_{\delta \xi} \cdot \boldsymbol{\Theta}-\delta \xi \cdot \mathbf{L}\right)=\int_{\partial \Sigma}(-1) \frac{1}{32 \pi G}\left(\nabla^{\mu} \delta \xi^{\rho}-\nabla^{\rho} \delta \xi^{\mu}\right) \epsilon_{\rho \mu \mu_{2}} d x^{\mu_{2}}=0 \tag{G.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial \Sigma}(-1) \xi \cdot \boldsymbol{\Theta}=\int_{\partial \Sigma}(-1) \frac{1}{16 \pi G}\left(g^{\mu \rho} \nabla^{\nu} \delta g_{\mu \nu}-\nabla^{\rho}\left(g^{\mu \nu} \delta g_{\mu \nu}\right)\right) \xi^{\sigma} \epsilon_{\rho \sigma \mu_{2}} d x^{\mu_{2}}=0 \tag{G.13}
\end{equation*}
$$

where, in deriving these equations, we have used the equations of motion, the general solution (4.1), and the diffeomorphism (G.2). Applying (G.11), (G.12), (G.13) to (G.10), we get

$$
\begin{equation*}
-X_{\xi} \cdot \Omega=-\frac{1}{2 \pi} \int d U \delta T_{U U}(U) \xi_{0}^{U}(U)-\frac{1}{2 \pi} \int d V \delta T_{V V}(V) \xi_{0}^{V}(V) \tag{G.14}
\end{equation*}
$$

Moreover, by applying (G.14) to (G.8), we get the charge of the asymptotic symmetry as

$$
\begin{equation*}
Q_{\xi}=-\frac{1}{2 \pi} \int d U T_{U U}(U) \xi_{0}^{U}(U)-\frac{1}{2 \pi} \int d V T_{V V}(V) \xi_{0}^{V}(V) \tag{G.15}
\end{equation*}
$$

## G. 2 The brackets of the boundary stress tensor

Having reviewed the asymptotic symmetries and their corresponding charges, we now derive the brackets of the boundary stress tensor. Since $Q_{\xi}$ is the charge of the asymptotic symmetry, we have the following relation between the bracket with $Q_{\xi}$ and the action of the asymptotic symmetry as

$$
\begin{equation*}
\left\{g_{\mu \nu}, Q_{\xi}\right\}=\Delta_{\xi} g_{\mu \nu} \tag{G.16}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\{T_{U U}(U), Q_{\xi}\right\}=\Delta_{\xi} T_{U U}(U) \\
& \left\{T_{V V}(V), Q_{\xi}\right\}=\Delta_{\xi} T_{V V}(V) \tag{G.17}
\end{align*}
$$

By applying (G.3), (G.15) to (G.17), we can directly read out the brackets of the boundary stress tensor as

$$
\begin{align*}
\left\{T_{U U}(U), T_{U U}(\widetilde{U})\right\} & =-2 \pi\left[\frac{c}{12} \delta^{\prime \prime \prime}(U-\widetilde{U})+2 T_{U U}(U) \delta^{\prime}(U-\tilde{U})+T_{U U}^{\prime}(U) \delta(U-\tilde{U})\right] \\
\left\{T_{V V}(V), T_{V V}(\widetilde{V})\right\} & =-2 \pi\left[\frac{c}{12} \delta^{\prime \prime \prime}(V-\tilde{V})+2 T_{V V}(V) \delta^{\prime}(V-\tilde{V})+T_{V V}^{\prime}(V) \delta(V-\tilde{V})\right] \tag{G.18}
\end{align*}
$$

## H Killing fields

In this appendix, we review some relevant properties of the Killing fields of the vacuum solution

$$
\begin{equation*}
d s^{2}=\frac{d z^{2}-d u d v}{z^{2}} \tag{H.1}
\end{equation*}
$$

We list the independent Killing fields as

$$
\begin{align*}
\hat{\xi}_{(u,-1)} & =\frac{\partial}{\partial u} \\
\hat{\xi}_{(u, 0)} & =\frac{1}{2} z \frac{\partial}{\partial z}+u \frac{\partial}{\partial u} \\
\hat{\xi}_{(u, 1)} & =u z \frac{\partial}{\partial z}+u^{2} \frac{\partial}{\partial u}+z^{2} \frac{\partial}{\partial v} \tag{H.2}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\xi}_{(v,-1)} & =\frac{\partial}{\partial v} \\
\hat{\xi}_{(v, 0)} & =\frac{1}{2} z \frac{\partial}{\partial z}+v \frac{\partial}{\partial v} \\
\hat{\xi}_{(v, 1)} & =v z \frac{\partial}{\partial z}+z^{2} \frac{\partial}{\partial u}+v^{2} \frac{\partial}{\partial v} \tag{H.3}
\end{align*}
$$

which correspond to the following global conformal Killing fields as

$$
\begin{align*}
& \hat{\eta}_{(u, i)}=u^{i+1} \frac{\partial}{\partial u} \\
& \hat{\eta}_{(v, i)}=v^{i+1} \frac{\partial}{\partial v} . \tag{H.4}
\end{align*}
$$

We provide the following property of the Killing fields on their derivative

$$
\begin{align*}
\nabla_{\mu} \xi_{(u, i) \nu} & =-\epsilon_{\mu \nu \rho} \xi_{(u, i)}{ }^{\rho} \\
\nabla_{\mu} \xi_{(v, i) \nu} & =\epsilon_{\mu \nu \rho} \xi_{(v, i)}{ }^{\rho}, \tag{H.5}
\end{align*}
$$

where the $\epsilon_{\mu \nu \rho}$ is the volume form whose orientation is specified by its non-zero components as

$$
\begin{align*}
& \epsilon_{z u v}=\epsilon_{u v z}=\epsilon_{v z u}=\frac{1}{2 z^{3}} \\
& \epsilon_{z v u}=\epsilon_{v u z}=\epsilon_{u z v}=-\frac{1}{2 z^{3}} . \tag{H.6}
\end{align*}
$$

We also use the Killing fields to represent the tangent vector of a geodesic. Here, we consider a spacelike geodesic $\gamma$ connecting two points $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)$ on the asymptotic boundary with

$$
\begin{align*}
& u_{1}>u_{2} \\
& v_{1}<v_{2} . \tag{H.7}
\end{align*}
$$

The geodesic $\gamma$ can be represented as

$$
\begin{align*}
& z(s)=\frac{1}{2} \sqrt{\left(u_{1}-u_{2}\right)\left(v_{2}-v_{1}\right)} \frac{1}{\cosh s} \\
& u(s)=\frac{u_{2}-u_{1}}{2} \frac{\sinh s}{\cosh s}+\frac{u_{1}+u_{2}}{2} \\
& v(s)=\frac{v_{2}-v_{1}}{2} \frac{\sinh s}{\cosh s}+\frac{v_{1}+v_{2}}{2}, \tag{H.8}
\end{align*}
$$

with $s$ being the proper length up to a shift. And the tangent vector of geodesic $\gamma$ is

$$
\begin{equation*}
e^{\mu} \equiv \frac{d x^{\mu}}{d s} \tag{H.9}
\end{equation*}
$$

where $x^{\mu}=\{z, u, v\}$. We directly provide two Killing fields to represent the tangent vector of the geodesic $\gamma$ as

$$
\begin{align*}
& \hat{\xi}_{(u, e)}=\frac{2}{u_{1}-u_{2}} \hat{\xi}_{(u, 1)}-\frac{2\left(u_{1}+u_{2}\right)}{u_{1}-u_{2}} \hat{\xi}_{(u, 0)}+\frac{2 u_{1} u_{2}}{u_{1}-u_{2}} \hat{\xi}_{(u,-1)} \\
& \hat{\xi}_{(v, e)}=-\frac{2}{v_{2}-v_{1}} \hat{\xi}_{(v, 1)}+\frac{2\left(v_{1}+v_{2}\right)}{v_{2}-v_{1}} \hat{\xi}_{(v, 0)}-\frac{2 v_{1} v_{2}}{v_{2}-v_{1}} \hat{\xi}_{(v,-1)}, \tag{H.10}
\end{align*}
$$

which can be equivalently represented by their corresponding global conformal Killing fields as

$$
\begin{align*}
& \hat{\eta}_{(u, e)}=\frac{2\left(u-u_{1}\right)\left(u-u_{2}\right)}{u_{1}-u_{2}} \frac{\partial}{\partial u} \\
& \hat{\eta}_{(v, e)}=-\frac{2\left(v-v_{1}\right)\left(v-v_{2}\right)}{v_{2}-v_{1}} \frac{\partial}{\partial v} . \tag{H.11}
\end{align*}
$$

We can directly verify that the Killing fields $\hat{\xi}_{(u, e)}, \hat{\xi}_{(v, e)}$, when restricted on the geodesic $\gamma$, indeed coincide with the tangent vector of the geodesic $\gamma$ as

$$
\begin{equation*}
\left.\hat{\xi}_{(u, e)}\right|_{\gamma}=\left.\hat{\xi}_{(v, e)}\right|_{\gamma}=\left.\hat{e}\right|_{\gamma} . \tag{H.12}
\end{equation*}
$$

## I The incompatibility between the system's evolutions (3.8), (3.36) and the asymptotic boundary conditions (6.1)

In this appendix, we use a concrete computation to show the incompatibility between the system's evolutions (3.8), (3.36) and the asymptotic boundary conditions (6.1). In particular, we act the system's evolutions (3.8), (3.36) on the vacuum solution, and we find that the evolved system is not compatible with the asymptotic boundary conditions (6.1).

We now introduce the setup. We introduce a coordinate system $(Z, T, X)$. In this coordinate system, we choose the Cauchy surface $\Sigma$ at $T=0$. We choose the end points of the geodesic $\gamma$ on the asymptotic boundary at $(T=0, X=-a)$ and $(T=0, X=a)$. And we choose the unevolved system to be the vacuum solution represented as

$$
\begin{equation*}
d s^{2}=\frac{d Z^{2}-d T^{2}+d X^{2}}{Z^{2}} . \tag{I.1}
\end{equation*}
$$

For the following discussion, we also provide some structures for the vacuum solution (I.1). First, we point out that the geodesic $\gamma$ is on the Cauchy surface $\Sigma$ and is located at

$$
\begin{equation*}
Z=\sqrt{a^{2}-X^{2}} \tag{I.2}
\end{equation*}
$$

for $-a<X<a$. Second, we express $e_{a}, n_{a}$ on the geodesic as

$$
\begin{align*}
\left.e_{a}\right|_{\gamma} & =\left(-\frac{X}{a Z}, \frac{1}{a}\right) \\
\left.n_{a}\right|_{\gamma} & =\left(-\frac{1}{a},-\frac{X}{a Z}\right) . \tag{I.3}
\end{align*}
$$

Third, we choose $\rho$ to be

$$
\begin{equation*}
\rho=\frac{1}{Z}\left(a-\sqrt{Z^{2}+X^{2}}\right) \tag{I.4}
\end{equation*}
$$

and we compute $\delta(\rho)$ as

$$
\begin{equation*}
\delta(\rho)=\frac{a Z}{\sqrt{a^{2}-Z^{2}}}\left(\delta\left(X+\sqrt{a^{2}-Z^{2}}\right)+\delta\left(X-\sqrt{a^{2}-Z^{2}}\right)\right) \tag{I.5}
\end{equation*}
$$

for $Z<a$.
Given these structures, we now compute the system's evolutions (3.8) and (3.36) on the set of initial data. In particular, we only focus on their actions on special components, from which we show the incompatibility between the system's evolutions (3.8), (3.36) and the asymptotic boundary conditions (6.1).

First, we consider the system's evolution (3.36) and we focus on its action on $\sigma_{Z X}$. By applying (I.3), (I.5) to (3.36) and by taking a small $Z$ expansion, we get the evolution on $\sigma_{Z X}$ as

$$
\begin{equation*}
\Delta g_{Z X}=\Delta \sigma_{Z X}=\lambda\left[-8 \pi G \frac{1}{Z}(\delta(X+a)+\delta(X-a))+\mathcal{O}(Z)\right]+o(\lambda) \tag{I.6}
\end{equation*}
$$

The expression (I.6) explicitly shows the incompatibility between the system's evolution (3.36) and the asymptotic boundary conditions (6.1).

Second, we consider the system's evolution (3.8) and we focus on its action on $K_{X X}$. By applying (I.3), (I.5) to (3.8) and by taking a small $Z$ expansion, we get the evolution on $K_{X X}$ as

$$
\begin{equation*}
\Delta K_{X X}=\lambda\left[8 \pi G \frac{1}{Z}(\delta(X+a)+\delta(X-a))+\mathcal{O}(Z)\right]+o(\lambda) \tag{I.7}
\end{equation*}
$$

And by comparing (I.7) with (B.3), we then get

$$
\begin{equation*}
\Delta g_{T Z}=\Delta \beta_{Z}=\lambda\left[8 \pi G \frac{1}{Z}(\delta(X+a)+\delta(X-a))+o\left(\frac{1}{Z}\right)\right]+o(\lambda) \tag{I.8}
\end{equation*}
$$

Here, we have also used the following expressions of the connection of the induced metric for the unevolved system

$$
\left\{\begin{array} { l } 
{ \widetilde { \Gamma } _ { Z Z } ^ { Z } = - \frac { 1 } { Z } }  \tag{I.9}\\
{ \widetilde { \Gamma } _ { Z Z } ^ { X } = 0 }
\end{array} \quad \left\{\begin{array} { l } 
{ \widetilde { \Gamma } _ { Z X } ^ { Z } = 0 } \\
{ \widetilde { \Gamma } _ { Z X } ^ { X } = - \frac { 1 } { Z } }
\end{array} \quad \left\{\begin{array}{l}
\widetilde{\Gamma}_{X X}^{Z}=\frac{1}{Z} \\
\widetilde{\Gamma}_{X X}^{X}=0
\end{array}\right.\right.\right.
$$

And we have assumed

$$
\begin{equation*}
\Delta g_{\mu \nu}=\lambda \cdot o\left(\frac{1}{Z^{2}}\right)+o(\lambda) \tag{I.10}
\end{equation*}
$$

The expression (I.8) shows the incompatibility between the system's evolution (3.8) and the asymptotic boundary conditions (6.1).
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[^0]:    ${ }^{1}$ This statement is also true for multipartite system. However, for simplicity, we only focus on bipartite system in this paper.

[^1]:    ${ }^{2}$ To be more precise, the diffeomorphism invariant operators/observables only need to be invariant under the non-physical diffeomorphisms whose parameters go to zero at the asymptotic boundary.

[^2]:    ${ }^{3}$ In this paper, we always add a hat on a vector when we ignore its index to indicate its being a vector. For example, the $\hat{e}, \hat{\tau}^{(i)}, \hat{n}^{(i)}$ in (2.4) are the same quantities as the $e^{\mu}, \tau^{(i) \mu}, n^{(i) \mu}$ in (2.3) respectively.

[^3]:    ${ }^{4}$ See subsection 4.2 for an explicit expression of the adopted value for $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right),\left(\hat{\tau}^{(2)}, \hat{n}^{(2)}\right)$ at the corresponding specific points. There, we will also point out that the specific points are actually the intersections of the geodesic with the cutoff surface.

[^4]:    ${ }^{5}$ One potential question here is which bracket we should use, the Poisson bracket or the Dirac bracket. The answer is that, if the observable $O$ in (3.5) is diffeomorphism invariant, there is no physical difference between these two, where the only difference is a gauge transformation. For algebraic simplicity, we use the Poisson bracket through out this paper.

[^5]:    ${ }^{6}$ More precisely, by kink transformation, we refer to the boundary-condition-preserving kink transformation introduced in [19].
    ${ }^{7}$ In this paper, we view the gravity as an effective field theory defined in a background coordinate system, and we locate the Cauchy surface only in terms of the background coordinates. In this setup, the geodesic with given end points on the asymptotic boundary is a functional of the configuration. By choosing the location of the Cauchy surface, we can at most make it containing the geodesic's endpoint for all configuration. However, after choosing such a Cauchy surface, no matter which configuration that we consider, we can always take a non-physical diffeomorphism acting on the configuration and mapping it to another configuration where the geodesic is contained in the Cauchy surface.
    ${ }^{8}$ Note that we only make requirement for the metric $g_{\mu \nu}$ such that the Cauchy surface $\Sigma$ contains the geodesic $\gamma$, but we make no requirement for the metric $g_{\mu \nu}+\delta g_{\mu \nu}$.

[^6]:    ${ }^{9}$ See appendix C for a detailed derivation for (3.13) and (3.14).
    ${ }^{10}$ The locations of the boundary conditions adopted on $\delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}, \delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$ are obtained from the following arguments. We take $\delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}$ as an example. In section 2 , we have defined $\left(\hat{\tau}^{(1)}, \hat{n}^{(1)}\right)$ as a parallel transport of the frame inherited from the asymptotic boundary at a specified point close to the initial endpoint of the geodesic. This inheriting should be interpreted as the boundary conditions adopted on $\tau^{(1) \mu}, n^{(1) \mu}$ close to the initial point. Under a variation, we would get the boundary conditions adopted on $\delta^{(c)} \tau^{(1) \mu}, \delta^{(c)} n^{(1) \mu}$ close to the initial endpoint. A similar argument also applies for $\delta^{(c)} \tau^{(2) \mu}, \delta^{(c)} n^{(2) \mu}$.

[^7]:    ${ }^{11}$ Because of the orthonormal conditions, not all components of these quantities are independent.
    ${ }^{12}$ Here, this list of quantities is chosen in terms of the boundary conditions mentioned in the previous paragraph, where if we need to adopt a boundary condition for one quantity close to one geodesic's endpoint in the previous context, we instead, in the current context, allow the solutions depend on the value of the quantity at the corresponding intersection.

[^8]:    ${ }^{13}$ For example, for a given anti-symmetric tensor $V_{\alpha \beta}$, we can directly check

    $$
    \begin{aligned}
    \tau^{(2) \alpha} n^{(2) \beta} V_{\alpha \beta} & =\left(\cosh \zeta \tau^{(1) \alpha}-\sinh \zeta n^{(1) \alpha}\right)\left(-\sinh \zeta \tau^{(1) \beta}+\cosh \zeta n^{(1) \beta}\right) V_{\alpha \beta} \\
    & =\tau^{(1) \alpha} n^{(1) \beta} V_{\alpha \beta}
    \end{aligned}
    $$

[^9]:    ${ }^{14}$ We leave the proof of this assumption to the future study. However, in section 4 , we will reproduce the system's evolution (3.36) with a different approach, which may be viewed as a support of the current assumption.

[^10]:    ${ }^{15}$ Generally speaking, the system's evolution generated by a diffeomorphism invariant observable would preserve the constraints (B.10). As a cross check of our computed system's evolution (3.36), we verify that it indeed preserves the constraints (B.8) in appendix E.

[^11]:    ${ }^{16}$ Remember that the system's evolution represented in (3.36) is only for the Cauchy surface that contains the geodesic.
    ${ }^{17}$ Precisely speaking, the parametrization (3.43) only covers the near geodesic region of the Cauchy surface. Actually, for the $s$ with $f^{\prime}(s) \neq 0$, the large $\rho$ region of (3.43) is even not spacelike, which can be seen from the expression of the induced metric (3.48).
    ${ }^{18}$ See appendix F for the equivalence check on a general Cauchy surface containing the $y$-axis.

[^12]:    ${ }^{19}$ The asymptotic behavior of the non-physical diffeomorphism (4.27) is under the asymptotic boundary conditions (6.3).

[^13]:    ${ }^{20} \widetilde{\Delta} g_{\mu \nu}$ in (4.20) and $\Delta g_{\mu \nu}$ in (4.28) are both infinitesimal diffeomorphism. The only difference is on their diffeomorphism parameters $\widetilde{\xi}^{\mu}$ and $\xi^{\mu}$. The $\widetilde{\xi}^{\mu}$ for $\widetilde{\Delta} g_{\mu \nu}$ can only take the expression in (4.23) which preserves the Fefferman-Graham gauge; while the $\xi^{\mu}$ for $\Delta g_{\mu \nu}$ can take any expression satisfying the asymptotic behavior (4.29).

[^14]:    ${ }^{21}$ Note that the requirement (4.69) is only compatible with the asymptotic behavior (4.29) but not with the one (4.23) that preserves the Fefferman-Graham gauge. This is the reason that we introduce $\Delta g_{\mu \nu}$ beyond $\widetilde{\Delta} g_{\mu \nu}$.
    ${ }^{22}$ This statement can be seen from the action of a diffeomorphism on the set of initial data on a given Cauchy surface represented in (A.13). Here, the transformation of the set of initial data only depends on the value of the diffeomorphism parameter restricted on the Cauchy surface. And the system's evolution is completely captured by the evolution of the set of initial data up to a non-physical diffeomorphism.

[^15]:    ${ }^{23}$ More precisely, we should also take a non-physical diffeomorphism mapping the Cauchy surface to the given one whose boundary contains the geodesic's endpoints.

[^16]:    ${ }^{24}$ There is no difference between Poisson bracket and Dirac bracket when computing the brackets between diffeomorphism invariant observables.

[^17]:    ${ }^{25}$ See $[39,40]$ for the derivation of $(5.13),(5.14)$.

[^18]:    ${ }^{26}$ Note that even if we have shown that the system's evolutions (3.8) and (3.36) are not compatible with a given choice of the asymptotic boundary conditions, it doesn't imply that the system's evolutions generated by the geodesic length $A$ and the twist $\zeta$ are not well defined in the pure $\mathrm{AdS}_{3}$ gravity adopted the given asymptotic boundary conditions. The system's evolutions represented in (3.8) and (3.36) are only the ones under a special gauge choice, where we require that in the initial system the Cauchy surface $\Sigma$ contains the geodesic $\gamma$ and we also require that the evolutions on the set of initial data on the Cauchy surface $\Sigma$ only support on the geodesic $\gamma$. The previous incompatibility only means that the gauge choice which leads to (3.8) and (3.36) is not compatible with the asymptotic boundary conditions. However, we can still use some other gauge choice consistent with the asymptotic boundary conditions, for example the Fefferman-Graham gauge, to describe the system's evolutions generated by the geodesic's length $A$ and the twist $\zeta$. Under such gauge choice, the system's evolutions are still well defined but don't exhibit as (3.8) and (3.36).

[^19]:    ${ }^{27}$ There is a potential question here: since the two choices of the asymptotic boundary conditions (6.1), (6.3) are equivalent to each other, how can the system's evolutions (3.8), (3.36) being compatible with only one of the asymptotic boundary condition but not the other one? The answer to this question is in footnote 26 .
    ${ }^{28}$ There is another choice of the asymptotic boundary conditions provided in [44] as

    $$
    \begin{align*}
    g_{Z Z} & \sim \frac{1}{Z^{2}}-\frac{1}{Z} g_{1}+\mathcal{O}\left(Z^{0}\right) \\
    g_{Z A} & \sim \mathcal{O}\left(\frac{1}{Z}\right) \\
    g_{A B} & \sim \frac{1}{Z^{2}} \eta_{A B}+\frac{1}{Z} g_{1} \eta_{A B}+\mathcal{O}\left(Z^{0}\right) \tag{6.4}
    \end{align*}
    $$

    where $g_{1}$ is an arbitrary function of the boundary coordinates. The asymptotic boundary conditions (6.4), though even weaker than (6.3), are still equivalent to (6.1) and (6.3) after removing some gauge redundancies. We believe that the asymptotic boundary conditions (6.4) are also compatible with the system's evolutions (3.8), (3.36). But for simplicity, we still prefer to adopt the asymptotic boundary conditions (6.3) in the future application.

[^20]:    ${ }^{29}$ We may try to evaluate the boundary stress tensor with the following expression

    $$
    \begin{equation*}
    T_{A B}=\lim _{\epsilon \rightarrow 0} \frac{1}{4 G}\left(\bar{K}_{A B}-\bar{K} \gamma_{A B}+\gamma_{A B}\right) \tag{6.5}
    \end{equation*}
    $$

    where $\gamma_{A B}$ and $\bar{K}_{A B}$ denote the induced metric and the extrinsic curvature on the cutoff surface $Z=\epsilon$. Indeed the expression (6.5) gives the correct result under the Fefferman-Graham gauge. But its validity for the general solution with the asymptotic boundary conditions (6.3) requires an explicit check.
    ${ }^{30}$ This suggestion is inspired from the derivations of the ADM energy with the covariant phase space formalism [35-37] and with the canonical formalism [42,53]. Following the derivations step by step, the ADM energy, in an intermediate step, can be expressed as a summation of a boundary term and a bulk term. The boundary term is the widely used surface integral for the expression of the ADM energy. And the bulk term is a bulk integral of the equations of motion in the covariant phase formalism and a bulk integral of the constraints in the canonical formalism. If we are only interested in evaluating the ADM energy for a given solution, we can freely ignore the bulk term without losing anything. But if we want to take a variation of the ADM energy, for example to check the derivation or to compute the brackets of the ADM energy with other given observables, we'd better include the bulk term. The variation of the ADM energy with the bulk term included has a more regular behavior. In particular, such variation can be expressed purely as a bulk integral under a proper gauge choice at the near boundary region.

[^21]:    ${ }^{31}$ See [64] for a pedagogical review of the ADM decomposition.

[^22]:    ${ }^{32}$ See $[3,4]$ for a pedagogical introduction of the canonical formalism for the systems with constraints.

[^23]:    ${ }^{33}$ Actually, most of the expressions in (D.26), (D.27), (D.28), (D.29) can be directly read out from the variational version of the orthonormal conditions (D.23). Here, we instead view this shortcut as a crosscheck of our systematical computation.

[^24]:    ${ }^{34}$ In (E.6), the first equation can be realized by a proper reparametrization of the coordinate $s$, and the second equation is because the curve $\rho=0$ is a geodesic.

