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1 Introduction

The construction of the Hilbert space of gravity is a long standing problem [1, 2], but is
far from fully solved even in perturbative level. One significant challenge is to deal with
diffeomorphism symmetries and gravitational constraints.

Constraints appear generally in theories with gauge redundancies, including gauge theories
and gravity [3, 4]. They are some equations involving the initial data on a Cauchy surface,
that are usually in terms of infinitesimally closed spacelike separated points. Because of
the constraints, the degrees of freedom at spacelike separated points are not completely
independent. More specifically, for a bipartite system, the Hilbert space of the whole system
cannot be written as a tensor product of the Hilbert spaces of the individual subsystems [5-10].!

The Hilbert space for a bipartite system of a theory with constraints has the following
structure [5-10]. We first need to introduce the notion of the center, which is formed by a set
of commutative operators supporting on the interface between the two subsystems. Based on
the center, the Hilbert space can be decomposed into a set of sub-Hilbert space with each of
them being tensor factorizable. Clearly, the center plays an important role in such Hilbert
space decomposition. However, in gravity, the knowledge of the center is very limited, and
the only known element in the center is the HRT-area.

In the framework of AdS/CFT correspondence, the HRT-area appears in the Ryu-
Takayanagi (RT) formula [11-13] and the Jafferis-Lewkowycz-Maldacena-Suh (JLMS) for-
mula [14-16]. The RT formula suggests that the entanglement entropy in field theory
corresponds to the area of an extremal surface in gravity at classical order, where, in this
paper, we refer to the extremal surface as HRT-surface and its area as HRT-area following
the authors’ name in [13]. Based on the RT formula, the JLMS formula furthermore suggests
that the modular Hamiltonian in field theory also corresponds to the HRT-area in gravity
at classical order. It is in the JLMS formula that the HRT-area is treated as an operator
in gravity and furthermore suggested as an element in the center.

Further studies have also been performed on the HRT-area from the perspective of
treating it as an operator in gravity [17-19]. Motivated by the JLMS formula and the studies
of modular flow [20-23], it is suggested and finally proved in [19] that the system’s evolution

!This statement is also true for multipartite system. However, for simplicity, we only focus on bipartite
system in this paper.



generated by the HRT-area exhibits a kink transformation along the HRT-surface, which
may be useful to study the structure of the Hilbert space of gravity in future.

Besides the HRT-area, we expect there should be some other operators in the center. We
therefore raise up the problem to construct and study these operators in the center. The
operators in the center are diffeomorphism invariant operators? that support only on the
interface which is the HRT-surface in this setup. We may construct these operators based on
some covariant approaches [24-32]. Moreover, assuming that we can indeed construct some of
the operators in the center, we are also interested in studying their properties in the following
two aspects. First, inspired by the story of the HRT-area, we are interested in studying
the system’s evolution generated by these operators. Second, in order to verify that these
operators can indeed be elements in the center, we would like to compute the commutators
both between these operators themselves and between these operators and the HRT-area.

As a preliminary attempt to the problem that we raise up, we focus on a simple model
in this paper, that is the classical pure AdSs gravity which has the following action

1
167

e /de\/—g(R + 2) + boundary terms, (1.1)

and the following equations of motion

1
R, — QRQW — g = 0. (1.2)

In this model, the HRT-surface is a geodesic, and the operators’ commutators correspond
to observables’ brackets. For algebraic simplicity, we further restrict the discussion to the
system with a planar asymptotic boundary.

We only consider one observable in this paper: the twist along the geodesic [33]. The
twist is defined as the rapidity of the relative boost between two normal frames to the geodesic.
Here, each of the normal frame is constructed by the following two steps: first, we prepare a
normal frame at one of the geodesic endpoint by inheriting the frame from the asymptotic
boundary, and second, by parallel transport we extend the normal frame to the whole geodesic.

The twist defined in this way is indeed a diffeomorphism invariant observable that only
supports on the geodesic. This is based on the following three facts. First, the twist is a
functional of the configuration, that means given a configuration of the theory we can always
read out a number by evaluating the twist in this configuration. Second, the functional is
diffeomorphism invariant, which is because its construction only use the intrinsic property
of the metric without referring to the coordinates. Third, the functional only supports on
the geodesic, in the sense that the variation of the metric away from the geodesic doesn’t
change the value of the twist.

The goal of this paper is to study the properties of the twist, including the system’s
evolution generated by the twist and the brackets with the twist. We use the two approaches
developed in [19] to study these properties. Here, the first approach is based on the canonical
formalism [1, 2], and the second approach is actually based on the covariant phase space
formalism [34-37]. With these two approaches, we get the following two results:

2To be more precise, the diffeomorphism invariant operators/observables only need to be invariant under
the non-physical diffeomorphisms whose parameters go to zero at the asymptotic boundary.
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Figure 1. The geodesic and the normal frames.

o First, we get the system’s evolution generated by the twist. Under a proper gauge
choice, the system’s evolution exhibits a relative shift along the geodesic.

e Second, we show that the twist commutes with the length of the same geodesic. This
supports the proposal that the twist is a candidate element in the center.

The plan for the rest of the paper is as follows. In section 2, we provide the definition
of the twist along a geodesic. In section 3, we study the system’s evolution generated by
the twist with the canonical formalism. In section 4, we revisit the same problem with the
covariant phase space formalism. In section 5, we compute the bracket between the length
and the twist of a same geodesic. In section 6, we finish with conclusions and discussions.
Various technical details are left in appendices.

We emphasize that this paper is strongly inspired from the paper [38] of Molly Kaplan,
and the paper [39, 40] of Jesse Held, Molly Kaplan, Donald Marolf, and one author of
the current paper.

2 The definition of the twist along a geodesic

In this section, we provide the definition of the twist along a geodesic.
As in figure 1, we consider a spacelike geodesic v with two endpoints b1, bs at the
asymptotic boundary. We parameterize the geodesic as

at =zt (s), (2.1)
with s being the proper length up to a shift. We also denote the tangent vector as e
which equals to

_dzt
ds

To define the twist, we first construct two normal frames to the geodesic v denoted as

et (2.2)
(W, AW, (7@ 72) 3 that satisfy the parallel transport conditions

9,7 = v, o, 23)

3In this paper, we always add a hat on a vector when we ignore its index to indicate its being a vector. For
example, the &, 7, A in (2.4) are the same quantities as the e”, AL AOIIE Y (2.3) respectively.



and the orthonormal conditions

— 200 . 5@
g

— 7@ . @
v

=0
5

=1, (2.4)
.,

Il

>
3

D>

for i = 1,2. Here 7, #(2) are future-pointing, and AW, A are right-pointing from the
viewpoint of an observer facing along the geodesic ~.

The two normal frames (7, a(1), (73 74(2)) are constructed by the following two
steps. First, we adopt a proper value for (#(1), 7)) /(7 74(2)) at a specific point close
to the initial/final geodesic endpoint as in figure 1. Here, the adopting is by inheriting
the frame from the asymptotic boundary together with an ignorable modification. The
adopted (7N, a), (#2) 4(2)), at the corresponding specific points, satisfy the orthonormal
conditions (2.4) and have the directions consistent with the requirement mentioned in the
previous paragraph.* Second, by taking a parallel transport, we extend (%(1), ﬁ(l)), (%(2), ﬁ(2))
to the whole geodesic . Here, the constructed (%(1), ﬁ(l)), (?(2),7%(2)) satisfy both the parallel
transport conditions (2.3) and the orthonormal conditions (2.4) on the whole geodesic 7.

With the two normal frames (#(V),2(1), (7 4®), we now define the twist along the
geodesic v. The two normal frames are related by a relative boost

200 3@ = oS30 _ W)

v v

— e—C(f(l) + ﬁ(l))‘ )

#2) 4 fb(2)| X

. (2.5)

Here, the rapidity ¢ is constant along the geodesic v, which can be shown by acting a tangent
direction derivative e#V, on (2.5) and combining with the parallel transport condition (2.3).
We then define the twist along the geodesic as this constant rapidity (.

3 The system’s evolution generated by the twist with the canonical
formalism

Having provided the definition of the twist {, we are now ready to study its properties in
this and the following sections. In this section, we study the system’s evolution generated
by the twist ¢ with the canonical formalism.

3.1 A representation of the system’s evolution generated by an observable

We first explain what we mean by the system’s evolution generated by an observable. This
can be explained clearly by referring to quantum mechanics.

In quantum mechanics, for a given Hermitian operator O, we can view it as the Hamil-
tonian and use it to evolve the system. In Heisenberg picture, the evolution is acted on
the set of operators as

W(\) = eAOWe 0, (3.1)

“See subsection 4.2 for an explicit expression of the adopted value for (), A1) (@ A®) at the
corresponding specific points. There, we will also point out that the specific points are actually the intersections
of the geodesic with the cutoff surface.



where W is an arbitrary operator and A is the evolution parameter. We can also rewrite
the evolution equation (3.1) as
d .
W) =—i[W(A),0], (3.2)
dX
which has a direct correspondence in classical limit.
In classical limit, the operators correspond to observables, the operators’ commutators
correspond to observables’ brackets, so the evolution equation (3.2) corresponds to
d
W) ={W(X),0}. (3-3)
dA
Simpler than the full quantum mechanics, the classical system can be completely described
by the set of initial data. Therefore, we only need to apply the set of initial data to the
evolution equation (3.3), which is sufficient to capture the evolution of the system.
In this paper, we only focus on the evolution (3.3) to the linear order with respect to
A, and we try to compute the following quantity

AW = W(\) — W(0) = A{W, 0} + o(N), (3.4)

with W taken through the set of initial data. For pure AdSs gravity, the set of initial data
consists of the induced metric and the extrinsic curvature, denoted by (o4p, Kap), o0 & given
Cauchy surface, denoted by 3. We therefore provide the following representation of the
system’s evolution generated by a given diffeomorphism observable O as

AO’ab(t(), a:) = )\{Uab(to, :ZJ), O} + O(/\)
AKap(to, ) = M Kap(to, ), 0} + o(A). (3.5)

Here, we have already introduced a coordinate system (¢,x2%) in which the Cauchy surface
Y is at t = tp, and a, b run through the indices along the Cauchy surface . The brackets
in the expressions (3.5) can be computed from (B.9)° with the chain rule as

00

6Kmn(t07y)‘ (36)

(0} = [ Eytomlto g + [ PolKonlto.)

60mn(t07
We also emphasize that, when applying the chain rule (3.6), we need to first represent the
observable O as a functional of the set of initial data on the Cauchy surface X.

3.2 The kink transformation generated by the geodesic’s length

As an illustration of the representation (3.5) of the system’s evolution generated by a given
observable, we apply it to the geodesic’s length in this subsection. We admit that this is only
a review in our setup of the well known result [17-19] that the system’s evolution generated

5One potential question here is which bracket we should use, the Poisson bracket or the Dirac bracket. The
answer is that, if the observable O in (3.5) is diffeomorphism invariant, there is no physical difference between
these two, where the only difference is a gauge transformation. For algebraic simplicity, we use the Poisson
bracket through out this paper.



by the HRT-area exhibits a kink transformation.® Nevertheless, the prescription and the
conceptual clarification also apply in the study of the twist below.

The application is straightforward: we only need to apply the geodesic’s length, denoted
by A, to (3.5) and (3.6) in the position of O. To simplify the computation, we further require
that the geodesic vy is contained in the Cauchy surface ¥ for the configuration that we consider.
This requirement can be achieved by a proper choice of the boundary of the Cauchy surface
0%, together with a non-physical diffeomorphism acted on the configuration.”

To apply the geodesic’s length A in (3.5) and (3.6), we first compute the variation of
the geodesic’s length A with respect to the variation of the set of initial data on the Cauchy
surface Y. Under the requirement that the Cauchy surface 3 contains the geodesic ~, the

variation of the geodesic’s length A has the following simple expression®
1 12
5A:/dsfégw,e“e
Ny 2
1 a b
= [ ds=do,e’e
N 2
2 1 a, b
= Zd xﬁidaabe e"6(p). (3.7)

Here, we have used the first equation of (A.8). e is extended to a vector field of the Cauchy
surface ¥ in an arbitrary way, which coincides with the tangent vector of the geodesic ~
when restricted there. p is defined as a scalar field of the Cauchy surface ¥, which is positive
in one side of the geodesic v and negative in the other side of the geodesic v, and whose
absolute value, for the region close enough to the geodesic v, equals to the distance to the
geodesic v through the Cauchy surface .

Applying (3.7) to (3.5) and (3.6) and also taking use of (B.9), we get the system’s
evolution represented as

A(Tab<t(), x) = 0(/\)
AKgp(to, x) = 8TGA(p)ngnp + o(N). (3.8)

Here p is defined below (3.7). n, is defined as a one-form field of the Cauchy surface X,
whose restriction on the geodesic v satisfies

Naly = Oaply.- (3.9)

5More precisely, by kink transformation, we refer to the boundary-condition-preserving kink transformation
introduced in [19].

"In this paper, we view the gravity as an effective field theory defined in a background coordinate system,
and we locate the Cauchy surface only in terms of the background coordinates. In this setup, the geodesic with
given end points on the asymptotic boundary is a functional of the configuration. By choosing the location of
the Cauchy surface, we can at most make it containing the geodesic’s endpoint for all configuration. However,
after choosing such a Cauchy surface, no matter which configuration that we consider, we can always take a
non-physical diffeomorphism acting on the configuration and mapping it to another configuration where the
geodesic is contained in the Cauchy surface.

8Note that we only make requirement for the metric g,, such that the Cauchy surface ¥ contains the
geodesic 7, but we make no requirement for the metric gu, + dguv.



(a) The unevolved system. (b) The evolved system.

Figure 2. The kink transformation generated by the geodesic’s length. Figure 2(a) and figure 2(b)
represent the systems before and after the evolution. These figures should be interpreted in the way
that the three dimensional metric is invariant and the Cauchy surface ¥ takes a kink transformation
along the geodesic v. Moreover, in our mind, we should take an extra coordinate transformation on
the evolved system in figure 2(b), which acts on both the metric and the Cauchy surface ¥, which
maps the Cauchy surface ¥ back to the same location as the one in the original system in figure 2(a)
in terms of the coordinates, and which keeps the set of initial data on the Cauchy surface ¥ invariant.
The reason to use this illustration for system’s evolution is because it is really hard to directly illustrate
the evolution of the solution or the evolution of the set of initial data on a fixed Cauchy surface.
Moreover, we also point out that this illustration only works when the geodesic « is at the fixed points
of a Killing field, which is indeed satisfied by the solutions of the pure AdS3 gravity.

Or an equivalent expression is that the corresponding raised up vector
n? = o%ny, (3.10)

when restricted on the geodesic v, is the unit normal vector.
The system’s evolution in (3.8) is the well known kink transformation illustrated in
figure 2. It is the set of initial data on the Cauchy ¥ that evolves as (3.8).

3.3 The variation of the twist ¢ with respect to the variation of the metric

We now return to our main topic: the system’s evolution generated by the twist (. The
study of the twist is parallel to the study of the geodesic’s length A reviewed in the previous
subsection. However, to provide more detials, we divide the study into several subsections.

In this subsection, we compute the variation of the twist ¢ with respect to the variation
of the metric. Based on the definition of the twist ¢ in section 2, we transform this question
to the computation of the variation of the geodesic and the normal frames.

We will compute the variation of the geodesic and the normal frames by solving some
differential equations below, and we now derive these differential equations. The geodesic
2*(s) and the normal frames (7, a(1), (#(2) 4(2)) satisfy the geodesic equation

d?at dx¥ dx”
r — =0 3.11
Tl () S =0, (3.11)
and the parallel transport equation
dx¥
JVH =0, 3.12
7V (3.12)



where V# represents (D¢, n(Wr @k 52k By taking a variation of (3.11) and (3.12), we

get the differential equations for the variation of the geodesic and the normal frames as

e“Va(e?V30xh) + R,/ soa” ee” + 6, jee” = 0, (3.13)
and
Vo8 OVH 4 R, HF0a" eV 4+ §,TH eV =0, (3.14)
where )
09T = 59" (Vudgps + Vbgus = Voigup), (3.15)
and
8OVH(s) = GVH(s) + TH (2(5))d2" (s)VA(s). (3.16)

We have chosen the parameter s to be the proper length up to a shift for the geodesic z#(s)
in the unvaried metric g,,; but note that, for the geodesic z#(s) 4+ dx*(s) in the varied metric
9uv + 0, we only choose the parameter s to be an affine parameter.’ In practice, we are
only interested in the case that the unvaried metric g,, is the solution of the equations of
motion so the Riemann tensor has the following simple behavior

R,uupa = Guo9vp — GupYvo- (3.17)

From now on, we will make this requirement and replace the Riemann tensor in (3.13)
and (3.14) by (3.17).

The solutions of the differential equations (3.13), (3.14) for dx*, 5@ rWe 5e)pWn
87 @n 5n@1 would include some integrals along the geodesic of the variation of metric
09w and its derivative. However, to fully solve these differential equations (3.13), (3.14), we
still need to adopt some boundary conditions on dz#, §() 7MWk §€pMn 5 72n  5(€)p(2n,

The boundary conditions should be read out from the definitions of the geodesic and
the normal frames, especially on their aspects of near boundary behavior. We can directly
point out the locations of the adopted boundary conditions: for dz*, we adopt one boundary
condition close to the initial endpoint and one boundary condition close to the final endpoint;
for 6()7MWe or §5(nMk_ we adopt one boundary condition close to the initial endpoint; for
5@ 7@ or §n@k we adopt one boundary condition close to the final endpoint.'® We
expect that the boundary conditions will in some sense set the corresponding quantities to
zero in the corresponding locations. But due to our lack of knowledge of the near boundary
behavior, we cannot write down the explicit form of these boundary conditions.

For the purpose of this paper, we can take a strategy that avoids taking use of the explicit
form of the boundary conditions: we separate the contributions of the boundary conditions
out of the relevant results, and finally ignore them by some assumptions. We now explain

9See appendix C for a detailed derivation for (3.13) and (3.14).

10The locations of the boundary conditions adopted on §(® 7k §lpMr 5 7n §5()n (21 are obtained
from the following arguments. We take §(9)7(M#  §5()p(We a5 an example. In section 2, we have defined
(%(1), ﬁ(l)) as a parallel transport of the frame inherited from the asymptotic boundary at a specified point close
to the initial endpoint of the geodesic. This inheriting should be interpreted as the boundary conditions adopted
on TMH M cloge to the initial point. Under a variation, we would get the boundary conditions adopted on
57k 5Dk close to the initial endpoint. A similar argument also applies for ()7 (2# 52k



by by

Figure 3. The cutoff surface and its intersections with the geodesic.

this strategy in more detail. We first introduce a cutoff surface as in figure 3. The cutoff
surface intersects with the geodesic v at two intersections, denoted by their affine parameters
s1, 89, close to the two geodesic’s endpoints respectively. We then solve the differential
equations (3.13), (3.14) in the region s; < s < s between the two intersections. Instead of
adopting some boundary conditions at s; or so, we allow the solutions depending on the
values of the following quantities dx#(sy), ozt (s2), 6(7MWH(s1), 6©@nMH(s)), 570 (sy),
5(C)n(2)“(52),11 supported at s; and so.'? Even though these quantities are not directly set to
zero by the boundary conditions, they are still small in some sense because the intersections
are close to the locations where the boundary conditions are adopted. We will keep the
dependence on these values until the step of computing the system’s evolution, and then
make the assumption that the total contributions supported at s; and sy can be ignored
when removing the cutoff.

We are now ready to solve the differential equations (3.13), (3.14), for dz*, 57 Wn,
§@OnWe 5 7@n §€)p2k Here, we only sketch the solving process; see appendix D for

more details. For convenience, we take a decomposition for dz#, §()rMe §@)pMn 5@ 2)n
5nCu a4

dzt(s) = C(s)et(s) + Cr(l) (S)T(I)M(S) + Cn(l)(s)n(l)“(s)

= C°(s)e(s) + O™ ()T (s) + 0™ (5)n@n(s), (3.18)
and
c e (1) n(1)
57 (s) = CF ) ()€™ (5) + Clriny ()7 (s) + Cliyy (s)n D (s)
5 (s) = CF 1)) (s)e™ () + Clih ()7 (s) + Clyiay (5)n D (s)
c e 7(2) n(2)
8! )7'(2)“(3) =C 7-(2))(3)6#(3) + C(T(2))(3)T(2)M(3) + C(T(g))(s)n@)“(s)
5 (5) = Cf a1y (8)(5) + O ()TPW(3) + oy ()nP(s). (3.19)

Here, the sets (&,7(1), (1), (6,73 7)) are viewed as frames on the geodesic ~ that satisfy

HBecause of the orthonormal conditions, not all components of these quantities are independent.

2Here, this list of quantities is chosen in terms of the boundary conditions mentioned in the previous
paragraph, where if we need to adopt a boundary condition for one quantity close to one geodesic’s endpoint
in the previous context, we instead, in the current context, allow the solutions depend on the value of the
quantity at the corresponding intersection.

,10,



the orthonormal conditions

52 — _ 202 _ 502 _ 1
e- 70 =¢e.al) =200 . 70) — ¢, (3.20)
and the parallel transport conditions
e'Vyet = 'V, 7 = v, nk = 0, (3.21)

for i = 1,2. Because of the relation (2.5), the c™, o, o™ cn® in (3.18) satisfy

™ (s) = cosh ¢ - €™ (s) +sinh ¢ - €™V (s)
C"(Q)(s) = sinh - C’Tm(s) + cosh ¢ - cnt (s). (3.22)

By applying (3.18), (3.19) to the differential equations (3.13), (3.14) and also taking a
decomposition with respect to (¢é,7(%), 2a(")), for i = 1,2, we can decompose the differential
equation (3.13) to (D.3) and the differential equations (3.14) to (D.7). By solving the
differential equations (D.3), (D.7) and also taking use of the orthonormal conditions, we
get the components of dx* as in (D.4) and the components of §@rWe 5@pMnr 572
§nk as in (D.26), (D.27), (D.28), (D.29) respectively.

Having got the variation of the geodesic and the normal frames, we are now ready to
compute the variation of the twist with respect to the metric. We first take a variation
of (2.5) and get

6 7@ _ 5 2m — (7MW _ n(Diyge 4 6 (5 7Mr _ 5(e) iy
6 7@ 51 — _e=C(7(Dr 4y (Wmyse 4 e=C (57 Mr 4 50Dy (Dmy, (3.23)

By applying (D.26), (D.27), (D.28), (D.29) to (3.23) through (3.19), we get the variation
of the twist ( with respect to the metric as

oC = /S2 ds%n%ﬁﬁ (Vabgsy(x(s)) — Vgogay(x(s)))
1 1
+ (25gag<x<sl>>r“>an<”ﬁ + CPiny (s >) - (Qagam(sw 228 4 Ol (s >) :
(3.24)

Here, (7,7) is an arbitrary normal frame to the geodesic v with the same orientation as the
(0

is
;A (7)) 22)); the normal frame (7, 72) still satisfies the orthonormal conditions

frames
é-t=eé-n=7%-n=0
2 =p?=1, (3.25)

but not necessarily satisfies the parallel transport conditions. C(LT((ll)))(sl), C'g_(é)))(sz) are

given in (D.30); they are just some linear combinations of the components of §() 71k (s;),

— 11 —



5(0)7(2)“(32), which, as mentioned previously, are allowed to appear in the final expression.
In deriving (3.25), we have also used (2.5), (D.5) and the following relation

nMerWBe (V895 (x(5)) — V30gary (z(s)))
= n22r DBV (V695 (2(s)) — Vdgan(z(s)))
= nrPeT (Vadgs, (2(5)) — Vsdgay (2(5))) (3.26)

which can be read out from the antisymmetry of

€7 (Vadgpy (2(5)) — V50gar((s))), (3.27)

in terms of the a, B indices.'?

3.4 The system’s evolution generated by the twist ¢

Having computed the variation of the twist ( with respect to the variation of the metric (3.24),
we now study the system’s evolution generated by the twist .

The study is parallel to the one of the geodesic’s length A in subsection 3.2, and consists
of the following steps. First, we make a choice of the boundary of the Cauchy surface 0%
and take a non-physical diffeomorphism, such that the geodesic ~ is contained in the Cauchy
surface ¥. Second, we rewrite the variation of the twist (3.24) in terms of the variation of
the initial data. Third, by applying the variation of the twist to (3.5), (3.6), we get the
system’s evolution generated by the twist .

The first step is straightforward, so we directly go to the second step. We will rewrite
the variation of the twist (3.5) in terms of the variation of the initial data in the following
two paragraphs.

Here, the main issue is to deal with the integral in (3.24). We extract the integrand out as

1
571‘17'667(Voéég/g7 — V309a8) (3.28)

and deal with it now. First, we restrict the expression (3.28) on the Cauchy surface X
and rewrite it as

1 (67
§n ey (Vadgsy — V30gas)
®

1 1 1
= [—2ean577vy(aa“aﬂyégw) — §naKa“e”6gW + §na€ﬂDa(T“Uﬁy5guy)

1 1 1
+ ﬁeo‘DaNn“T”égW + ﬁnaDaNeuT”di - 2€an5KaBTMTV(Sgp,V:| .
1 1
= [Qe“Kuanﬁéaag — e*nPoK 5 — 2eo‘nﬁDa((7/3“7"’59,”)] (3.29)
)

BFor example, for a given anti-symmetric tensor Vas, we can directly check

7@ @By 5 = (cosh (M — sinh (n™M) (= sinh ¢+ + cosh (nM?) Vs
e,y
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Here, we have extended the frame (&, 7,7) to the whole spacetime, such that, when restricted
on the Cauchy surface X, the 7 coincides with the normal vector of the Cauchy surface X.
In deriving these equations, we have taken an ADM decomposition and used (A.3) in the
first equation, and used (A.8) in the second equation. Second, we further restrict (3.29)
on the geodesic v and rewrite it as

1 [0
in TﬁeV(Vaégm — V56gas)
.

1 1
= {Qe“KManﬁéaaﬁw —e*nPSK 5 — zeo‘n’BDa(aB“Tydi)}

il

1 1d
= {emn” i nbo gy, — e4nP K 4, — (T“n”5gﬂy(az(s)))] (3.30)
2 2ds .
Here, we have used
e”D,,e"|7 =0
e”Dyn“‘v =0
K#,,e”e"|7 =0, (3.31)

where the first and third equations of (3.31) can be derived from an ADM decomposition
of the geodesic equation

e’Vyel' =0, (3.32)

and the second equation of (3.31) can be checked component by component by taking use
of the first equation of (3.31) and the orthonormal conditions as

1
e’Dyntn, = ieVDl,(n“n#) =0
e’D,nte, = e”"D,(n"e,) — e’ D,el'n, = 0. (3.33)

We rewrite the variation of the twist in terms of the variation of the initial data. By
applying (3.30) to (3.24), we get

S92 1
0 = / ds <2emn”Kmnn“nb(50ab — e“nb5Kab>
s1

1 1
+(5090aas1)r V% 4 G0 (51) + S gsla(s))rn?)

1 1
~ (§Panlals2)r @0 O (s) + Shgmslals)rn ) (330)

where the integral is already in terms of the variation of the initial data. We now take the
cutoff surface to the asymptotic boundary, where we also make an assumption that, under
this limit, the contributions from the terms supporting at si, s are ignorable.!* Under this

MWe leave the proof of this assumption to the future study. However, in section 4, we will reproduce
the system’s evolution (3.36) with a different approach, which may be viewed as a support of the current
assumption.
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limit and based on this assumption, we then get the final expression of the variation of the
twist with respect to the variation of the initial data

1
0 = / ds (2emn" i ndo gy — eanbéKab>
2l

= / d*z\/o (;emn” mnnanbéaabd(p) — eanbéKabé(p)> ) (3.35)
o

Finally, by applying (3.35) to (3.5), (3.6) and also by taking use of (B.9), we get the
system’s evolution generated by the twist ¢ as!®

Aocgy(to, ) = —8TGA(eqnp + naep)d(p) + o(A)
AKap(to, ) = —8TGAe"n" Kpmnnanpd(p) + o(A). (3.36)

3.5 The geometric interpretation of the system’s evolution generated by the
twist (: a relative shift along the geodesic

We claim that the system’s evolution (3.36) has a geometric interpretation, that is a relative
shift along the geodesic v as in figure 4. Here, the relative shift is a diffeomorphism, which
roughly speaking shifts the region in the one side of the geodesic relative to the region in the
other side of the geodesic along the direction of the geodesic. And the system’s evolution
represented in (3.36) can be realized by this diffeomorphism.

The precise requirement of the diffeomorphism and a systematical discussion of the
relative shift will be given in subsection 4.4. In this subsection, we support this relative shift
interpretation of the system’s evolution (3.36) with a concrete example. In this example, we
directly give the system’s evolution generated by the relative shift. And our goal here is to
check its equivalence to the system’s evolution represented in (3.36).

We now introduce our example. By focusing on the near geodesic region, we approximate
the original system as a flat metric and the geodesic as a straight line. In particular, we
take the original system as the following flat metric

ds9? = —dt? + da® + dy?, (3.37)
and we put the geodesic v at the y-axis. We directly give the relative shift as the following
diffeomorphism

t—1
T —x
y =y — 81GN(z), (3.38)

which, when restricted on a Cauchy surface containing the y-axis, indeed exhibits a relative
shift along the y-axis, as in figure 5. By applying the diffeomorphism (3.38) to the metric of
the original system (3.37), which, to be more precise, is to take a pullback of the metric (3.37)
by the diffeomorphism (3.38), we get the metric of the evolved system as

ds(©? = —dt? + da® + dy? — 8GN (z)(dady + dydz) + o(N). (3.39)

5 Generally speaking, the system’s evolution generated by a diffeomorphism invariant observable would
preserve the constraints (B.10). As a cross check of our computed system’s evolution (3.36), we verify that it
indeed preserves the constraints (B.8) in appendix E.
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(a) The unevolved system. (b) The evolved system.

Figure 4. The relative shift along the geodesic v generated by the twist. Figure 4(a) and figure 4(b)
represent the systems before and after the relative shift. As in figure 2, these figures should be viewed in
a pushforward perspective. Namely, in the evolution of the relative shift from figure 4(a) to figure 4(b),
we keep the three dimensional metric fixed and take a shift of one side of the Cauchy surface relative
to the other side along the direction of the geodesic . (Here, the relative shift, though tangent to
the geodesic 7, is not necessary parallel to the Cauchy surface ¥.) To manifest the relative shift, we
introduce coordinates (p, s) on the Cauchy surface X.. Here, the dashed line denotes the geodesic
at p = 0, and the dotted lines denote the curves with constant s values. It is the evolution of the
set of initial data in terms of the (p, s) coordinates that equals to the system’s evolution represented
in (3.36). Moreover, in our mind, we should take an extra pullback on the evolved system in figure 4(b)
acting on both the metric and the Cauchy surface. The pullback maps the Cauchy surface ¥ back to
the same location as the one in figure 4(a) in terms of the three dimensional coordinates, maps the
metric to be the evolved one, and keeps the set of initial data to be the one illustrated in figure 4(b).
After acting this pullback on figure 4(b), the evolution of the set of initial data from figure 4(a) to
figure 4(b) can indeed be interpreted as an evolution of the system.

Y

Figure 5. The relative shift along the y-axis in the flat metric. Here, we put the Cauchy surface at
t = 0. The diffeomorphism (3.38), when restricted on this Cauchy surface, indeed exhibits a relative
shift along the y-axis for the two sides of the y-axis.
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Given the system’s evolution generated by the relative shift from (3.37) to (3.39), we
can then check its equivalence to the system’s evolution represented in (3.36). Here, we
only need to focus on the evolution of the set of initial data on a Cauchy surface that
contains the y-axis,'® from which the evolution of the whole system is uniquely determined
up to a non-physical diffeomorphism. In the following, we will provide two choices of the
Cauchy surface with zero and non-zero extrinsic curvature. And we will take the equivalence
check respectively.

3.5.1 The equivalence check on a Cauchy surface with zero extrinsic curvature
We first put the Cauchy surface at t = 0. On such Cauchy surface, we can read out the
set of initial data as
ol ditdi® = da? + dy?,
K9 —o, (3.40)

for the original system (3.37), and

oVdzedz’ = da® + dy? — 8rGAS(x)(dwdy + dydz) + o(\)
K9 =, (3.41)

a

for the evolved system (3.39). Here, we denote 2% = (z,y), and the vanishing of the
extrinsic curvature is obtained from the time reversal symmetry of (3.37), (3.39). To compare
with (3.36), we read out the e,, n, for the original system from (3.40) as

eq = (0,1)
na = (1,0). (3.42)

And from (3.40), (3.41), (3.42), we can directly check that the system’s evolution from (3.40)
to (3.41) is precisely the system’s evolution represented in (3.36). This equivalence check
therefore supports the relative shift interpretation of the system’s evolution (3.36).

3.5.2 The equivalence check on a Cauchy surface with non-zero extrinsic
curvature

We now take the equivalence check on a Cauchy surface with non-zero extrinsic curvature. In

particular, we consider the following Cauchy surface which contains the y-axis as'” '8

t = psinh f(s)
x = pcosh f(s)
Yy =Ss. (3.43)

16Remember that the system’s evolution represented in (3.36) is only for the Cauchy surface that contains
the geodesic.

"Precisely speaking, the parametrization (3.43) only covers the near geodesic region of the Cauchy surface.
Actually, for the s with f'(s) # 0, the large p region of (3.43) is even not spacelike, which can be seen from
the expression of the induced metric (3.48).

18See appendix F for the equivalence check on a general Cauchy surface containing the y-axis.
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We first compute the set of initial data for the original system (3.37). Specifically, we
compute the set of initial data with the following equations

oxH 0x”

7o = T G i
otk 0x"
b i

Here, ¥ = (t,z,y) and % = (p,s). The first equation is by definition. And the second

K, (3.44)

equation is derived as

oz Ox¥
Kab = Kyu@ﬁ
ozt 0x¥
oz Oz
ozt 0x¥
8z Ozb
or, 0x¥
0z Oz
B oTH dx”
~ gz b

We now compute the set of initial data with (3.44). We first compute the future-pointing

—g P
=0,"V,1y

—o P
=0,0,7,

(3.45)

normal vector 7# of the Cauchy surface parameterized by (3.43). Here, the normal vector
TF satisfies the following orthonormal conditions

8 v
22 g

Iokndd
N7 = —1, (3.46)
and has the following expression
o ( cosh f(s) s f(s) _ pf'(5) ) |
[1=p2f'(s)?]z [L=p*f(s)?]2 [L—p*f'(s)*]2

By applying (3.43) and (3.47) to (3.44), we then get the expression of the set of initial
data for the original system as

(3.47)

o=
O'/()(;) = ng) =0

ol =1-p*f'(s)

Ss

K=
K© = Kl — f'(s) :
’ L= p2f(e)22
"
K = _prls) (3.48)
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We now compute the set of initial data for the evolved system (3.39). For convenience of
the computation, we use a pushforward perspective to view the Cauchy surface embedded in
the evolved system (3.39). The perspective is the following: instead of taking a pullback of
the metric by the diffeomorphism (3.38), we keep the metric fixed and take a pushforward of
the Cauchy surface by the diffeomorphism (3.38). Under this perspective, we equivalently
view the Cauchy surface embedded in the evolved system (3.39) as the one parameterized by

t = psinh f(s)
x = pcosh f(s)
y=s—8rGMN(p) + o(N), (3.49)

and embedded in the flat metric (3.37). We now compute the set of initial data for such
Cauchy surface. Following a similar computation in the previous paragraph, we first compute
the future-pointing normal vector of the Cauchy surface (3.49) as

Tu:< cosh £(s) sinh f(s) pf'(s) ) (3.50)

[1—p2f/(s)2)2 [L = p2f'(s)2]2 [1— p2f(5)?]2

which has the same expression as (3.47). And by applying (3.49) and (3.50) to (3.44), we
then get the set of initial data for the evolved system as

ol =1-p2f'(s)* + o(N)
agf) - a;;;) = —87GAS(p) + o(\)

o) =1+ 0()\)

Ks(g) — L)l + o(\)
(L= p%f'(s)*]2
(@ _ gto — ') .
Ko = = et T
K9 = —87GAf'(5)3(p) + (). (3.51)

We now compare the evolution of the set of initial data from (3.48) to (3.51) with the
one represented in (3.36). To take the comparison, we read out the e,, n, for the original
system (3.48) as

1
)
[1—p2f'(s)?]2
e = (1,0). (3.52)
From (3.48), (3.51), (3.52), we then check that the system’s evolution from (3.48) to (3.51) is

precisely the system’s evolution represented in (3.36). The equivalence check again supports
the relative shift interpretation of the system’s evolution (3.36).
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4 The system’s evolution generated by the twist with the covariant phase
space formalism

So far, we have studied the system’s evolution generated by the twist ¢ with the canonical
formalism. In this section, we revisit the same problem with a different approach which is
based on the covariant phase space formalism.

4.1 An introduction of the approach

We first introduce the approach, which is originally developed in [19] and is recast into
the current form in [40].

The approach is based on the covariant phase space formalism [34-37]. In the covariant
phase space formalism, the phase space is viewed as the set of inequivalent solutions, the
observables are reinterpreted as functions of the set of solutions, and the system’s evolutions
are represented as evolutions in the set of solutions.

4.1.1 The main idea of the approach

Based on the covariant phase space formalism, we now explain the main idea of the approach.
First, we represent the general solution under the Fefferman-Graham gauge as

6

Cc

dz? 1

2 __
I =75~

(dU + Z2TVV(V)dV) (dV + iZZTUU(U)dU> . (4.1)

Here, we have taken use of the result in [41]. (Z,U,V) are a set of coordinates, where
Z > 0 is the radial coordinate and U/V € (—o00,00) is the left /right moving null boundary
coordinate. c¢ is chosen to be

3
=55

Tyvu, Tyy are the non-zero components of the boundary stress tensor.

C

(4.2)

Second, we reinterpret the observabes of our interest as functionals of Tyy7, Tyy. This is
realized by evaluating the observables under the general solution (4.1).

Third, we compute the brackets of the observables from the brackets of Ty, Tyy. For
example, given two observables O, Oy which are already reinterpreted as functionals of Ty,
Tvv, their bracket can be computed by applying the chain rule as

~ 001 009 ~ ~
(01,00} = / 40, i, — 91 Ty (), Ty (O))
(5TUU(U1) 5TUU(U2)
~ ~ 601 609 ~ ~
+ [ dvidvh = —{Tyy (W), Tyv (Vo). (4.3)
0Tyy (V1) 0Tyv(Va)

Here, the brackets of the boundary stress tensor have the following expressions

{(Too (). Tou (D)) = ~2r | 56" (U = 0) + 200 (U)S(U ~ 0) + Ty (V)60 - 0)
(v (V). vy (7)) = =2x [ {567V = V) 4 2Tn (VIFV = 7) + Ty (V)Y - V)]

{Tou(U), Tyv(V)} =0, (4.4)
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which can be read out from the results of the asymptotic symmetry analysis [42-45], and
which are also derived in appendix G for completeness.

Fourth, we represent the system’s evolution as the evolution of the general solution (4.1).
Precisely speaking, we apply the expression of the general solution (4.1) to the evolution
equation (3.4) in the position of W. And the system’s evolution generated by a given
observable O is represented as

Agu(X) = Mg (X), 0} + o(N). (4.5)

Here, X* = (Z,U,V). gu(X) takes the expression of the general solution (4.1). The
observable O is reinterpreted as a functional of Tyy, Tyy. The bracket {g,,(X), O} can be

computed by applying the chain rule (4.3). The reason to use the symbol A instead of A
is to leave the symbol A for a transformed quantity below.

4.1.2 A reformulated version of the approach

So far, we have introduced the main idea of the approach. But, for the practical application,
we take a further reformulation to simplify the computation and to manifest the geometric
interpretation. We now introduce the reformulated version of the approach.

First, we reformulate the representation of the general solution (4.1) to a form appearing
in [46], which we refer to as the pullback representation. The pullback representation is to
represent the general solution (4.1) as a pullback of the vacuum solution

dz? — dudv
ds® = — = (4.6)
by the following diffeomorphism
3
2 4 (u b) )) ?
z =
dufy (U)vg, (V ) /b)(U) V)
() (U2 (V)
u=up(U)+
) 4u’(b)(U)va)(V) Z2ufyy (U, (V)
2Z2 " (U) (V)2
v =) (V) + - (b), (4.7)

4!

1y D)0y (V) — 224

(b) (U)U// (V) .

() ()

Here, we represent the vacuum solution in the (z,u,v) coordinates and the general solution
in the (Z,U, V) coordinates. Note that the functions ), v in (4.7) should also be viewed
as functionals of Ty, Tyv, which are solved from

2
c (") 3 (U
Tvo(U)=—5 |7 —5
12 u’(b) 2 u’(b)

e (U 3 (v
) =55 (30 -5 () ). (19
12 \ vy 2 \ v
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and
vzb)(V) > 0. (4.9)

We assume that such u), v() always exist for the physical solutions. And we also point out
that the choice of such u), v has the following arbitrariness

_) (b)(U)—i-bu

“e) cuupy(U) +d
vy (V) —> :))((“//)) is (4.10)
where
aydy — bycy =1
Apdy — bycy = 1. (4.11)

The pullback representation introduced here can be directly verified by taking a pullback
of the vacuum solution (4.6) by the diffeomorphism (4.7) which gives precisely the general
solution (4.1) after taking use of (4.8).

Second, we express the observables of our interest as functionals of w), v(). This is
realized by taking a pushforward of the observables by the diffeomorphism (4.7) to the
vacuum solution (4.6) and computing their expressions there. The observables of our interest
usually have explicit expressions with respect to u), v(). But note that, as mentioned in
the previous paragraph, the u), v are in turn functionals of Tyy, Tyy.

Third, we compute the brackets of the observables by applying the chain rule recursively.
Here, the chain rule still ends up at the brackets of the boundary stress tensor (4.4). For
example, given an observable O which is already expressed with respect to u), v(y,), the
brackets with the observable O can be computed as

50 50
{0} = /dUW{~,u(b)(U)} +/dV&}(b)(V){-,v(b)(V)}, (4.12)

together with

@) = [ a0 2O T D))
V)= [ a7 O T 7)) (413)

Here, the brackets {-, Tyy(U)}, {-,Tyv(V)} can be computed by applying another chain

STyu(U) 6Ty (V)
get the differential equations for du), dvgy) as

, ) 19 19 12
U(b)(U)@ (u’(b)(U) 30 ((b)(U)aU5U(b)(U)>> = ?5TUU(U)

Uzb)(v)% (’Uéb)l(V)(;i/ <UEI,)1(V) a?/_(s (b)(V)>> = ch(sTvv(V). (4.14)

rule. are computed in the followings. By taking a variation of (4.8), we
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And by solving these differential equations (4.14), we get
Uo — Uo ~ UO ~ 1

Sugpy(U) = — ; dUsuyy (Us) - dUyuy (Uy) . dU, (b)(U)?(STUU(Ul)

+ a? [U(b), 5TUU]U(b) (U)2 + a“’o[u(b), (STUU]U(b) U) + av! [U(b), 5TUU]

Vi [V 1
3dv2vgb)(v2) | p— ?5TVV(V1)

Voo ~
Svgy (V) = /Vo dV:J,UEb)(VB) Yo ”E )(V1
b

Vo

+ av! [U(b), 5Tvv]’l)(b)(V)2 + av’o[v(b), 5TVV]U(b)(V) + av’_l[’l)(b), 5TV\/], (4.15)

19 U é Vv i ) i )
U(b)( "') y U(b)( ~) . Here, au,z/av,z7 with 7 = _1’ 0’ 1’ are
(5TUU(U) 6TVV(V)

arbitrary functionals of w;/ vy and 0Tyy /0Ty v, whose dependence on 6Ty /6Ty y is linear;

which are the integral form of

the arbitrariness of a®?, a”* is the linearized version of the arbitrariness in (4.10). (U, Vo)
is a reference point, whose dependence can be absorbed into a®?, a”'. The integral in the

b b fora<b
/ _ o fora (4.16)
a — fba for b < a

the reason to write the integral as if Uy > U, V < V is because we will put the reference

form of f: is interpreted as

point (Up, Vp) to the left of all other relevant points in the discussion below. The chain
rule (4.12), (4.13) together with the expression (4.15) is sufficient to compute the brackets
of the observables. While in practice, for a given observable O, we are most interested in
the following two brackets

{uw)(U),0} {ve)(V), 04, (4.17)
from which we can read out all of the other brackets with the observable O. For example,
given another observable W which is already expressed with respect to w(), v(), the bracket
{W,0} can be computed by applying the chain rule as

(W,0} = / AU 5o (e (U), 03 + / V""" {u4,(V),0}. (4.18)

5’[)(b )
Fourth, we represent the system’s evolution as an infinitesimal diffeomorphism. This can
be derived by expressing the general solution with the pullback representation and applying
the expression to the system’s evolution equation (4.5). Precisely speaking, based on the
pullback representation, we can represent the general solution in an abstract way as

o B
(0 ox® Ox
where we denote X* = (Z,U,V), " = (z,u,v), (X) as the diffeomorphism (4.7), g, (X)

as the general solution, and g((lg( ) as the vacuum solution. By applying (4.19) to (4.5), we

get the system’s evolution generated by the observable O as

Ag;w = ﬁgg,uu + O(A)y (4.20)

— 922 —



where
_ OXH

Oz

er Az®(X), (4.21)

and
Az*(X) = Mz%(X),O0}. (4.22)

Here, we have ignored the o(A) terms in (4.21), (4.22) to simplify the convention, but we
still keep the o(\) term in (4.20). The bracket in (4.22) can be computed by applying
z*(X) to (4.18) in the position of W. (Note that the diffeomorphism z(X) represented
in (4.7) is already expressed with respect to ug), v).) With some computation, we get
the expression of £* as

& = 22 (V") + 0" (V)

2
172 3 74Ty (V)
U U 2 \%di c Vv un
& =n )+1—%Z4TUU(U)TVV(V)?7 V) 1—%Z4TUU(U)TVV(V)17 ©
172 3 74Ty (U)
&V v 2 Un c vu vV
=V (V) + U) = — V),
& =) 1= 24T (U) Tyy (V) ©) 1= 82Ty (U) Ty (V) W)
(4.23)
where
Augy(U)
0 ==
(b)
Avgy (V)
1% (b)
n’ (V) = —2—=, 4.24
(V) oy (V) (4.24)
and
Augy(U) = Mup)(U), 0}
Avgy (V) = Moy (V), 0} (4.25)

The infinitesimal diffeomorphism (4.20) already describes the system’s evolution. But for some
reason that will be clear below, we would like to allow an extra non-physical diffeomorphism
and represent the system’s evolution as

Aguu = Aguu + EA&Q;M/ + O()‘)a (426)
where the non-physical diffeomorphism parameter A& has the following asymptotic behavior!'?
AL? =0(Z%)

ALY = 0(Z%)
ALY = 0(Z?). (4.27)

19The asymptotic behavior of the non-physical diffeomorphism (4.27) is under the asymptotic boundary
conditions (6.3).
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By applying (4.20) to (4.26) and combining the two infinitesimal diffeomorphism, we get
the final expression of the system’s evolution as

Aguu = Egg;w + 0()\), (4.28)

which again is an infinitesimal diffeomorphism whose diffeomorphism parameter & can take

any expression with the following asymptotic behavior?”

¢ = 2267y + V() + 0(2)

2
&V =n"(U) +0(2%)
&V =9V (V) +0(Z?). (4.29)

In the practical application, we would like to represent the diffeomorphism parameter £
in the (z,u,v) coordinates, after a pushforward by the diffeomorphism (4.7). Here, the
diffeomorphism parameter £ in the (z, u, v) coordinates has the following asymptotic behavior

£ = 52" (w) + 7" (0)) + O
£ = 1" (w) + O(?)
£ =1 (0) + O(2), (430

with

0" (v) = Avgy o vy, (v). (4.31)

4.1.3 Some useful equations

So far, we have introduced the reformulated version of the approach. We now provide some
useful equations for the application of the approach below.
First, we provide the following integral kernels

~ Uo ~ Uo 1 ~
KU(U,T) = /~ AUty (Ts) [ dOyuly, () ", (U —Ty)
U Us Us “(b)(Ul
1 ., ~
= m(u(b)(w —up) (V)" (6(U = U) = 6(U — Vo))
(b)
- 7 W W i
KY(V,V)=— | dVsu,(Vs) | dVavyy(Va) | dVi— §(V —W)
Vo Vo Vo ’U(b) (‘/]_
1 ., _
= W(”(b)(v) — vy (V) (0(V = V) —0(V — W)). (4.32)
(b)

20 Agw in (4.20) and Agy, in (4.28) are both infinitesimal diffeomorphism. The only difference is on their
diffeomorphism parameters 5“ and &". The & " for AgW can only take the expression in (4.23) which preserves
the Fefferman-Graham gauge; while the " for Ag,, can take any expression satisfying the asymptotic
behavior (4.29).
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Here, the integrals are extracted from the integral terms of (4.15). And these integral
kernels are used to compute the brackets with wu,), v() from the brackets with Tyy, Tyvy
of the same observable.

Second, we compute the brackets {TUU(U),u(b)((?)}, {Tyv(V), v (V)}. Specifically, by
applying Tyu, Tvy to (4.13) and taking use of (4.4), (4.32), (4.8), we get

93 24 0

(T (U). u (D)} = 2n (aUg + ST (U) g + - TUU<U>) KY(U,0)

+a" ! (U)u) (U)* + @ (U)ugy (U) + @~ (U)
= 2muly (D)3(U = U) + @ (U)ugy(U)? + a0 (U)uw) (U) + @~ (U),
(4.33)
and

~ 3 ~
{(Tyv (V)0 (V)} = 27 ( A+ T (V) 12Tw<v>) KY(V,7)

+a” (V) (V)2 + 3 (V)ve (V) +a> (V)

=210y (V)S(V = V) + @ (V)ogy (V) + @0 (Vo) (V) + @ H(V),
(4.34)

where

ZLUJ(U) = au»l[U(b), (STUU]’5TUU(U*)-){TUU(U)vTUU(U*)}

d”’i(V) = qg""

[v(b)’ 0Tvv] ’5Tvv(V*)—>{TVV(V)7TVV(V*)}’ (4.35)

for i = —1,0,1, and a%“*(U)/a%*(V), with i = —1,0, 1, are some (7/\7 independent quantities
whose explicit expressions are not important.

4.2 The expression of the twist

Having introduced the approach, we now use it to study the system’s evolution generated by
the twist (. We divide the study into several subsections. In this subsection, we compute
the expression of the twist ¢ with respect to u@), v().

We first introduce the setup and also clarify a subtlety in the definition of the twist (.
Here, the setup and the definition are all provided in the (Z,U, V) coordinates where the
general solution (4.1) is represented. As in figure 6(a), we consider a spacelike geodesic 7
with two endpoints (U1, V1), (Us, Va2) on the asymptotic boundary Z = 0, where we assume
that (Uy, V1) is to the left of (Us, V2) such that

Uy > Uy
Vi < Vs (4.36)

For convenience of the following discussion, we equivalently represent the normal frames

A

(%(1),7%(1)), (%(2),73(2)) as (l(l),f(l)), (lA(Q),f@)), respectively, which are defined as

F0) = 20 4 5@ (4.37)
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(2, U, V)

(U, V1) (Ua, V3) (u1,v1) (u2,v2)
(a) The geodesic and the IR cutoff surface in (b) The pushforward of the geodesic and the
the (Z,U, V) coordinates. IR cutoff surface in the (z,u,v) coordinates.

Figure 6. The geodesic and the IR cutoff surface in the (Z,U, V) coordinates and in the (z,u,v)
coordinates. In both of the two figures, the solid curve denotes the geodesic and the dashed line/curve
denotes the IR cutoff surface.

for i = 1,2, where [ /f(i) is left /right future pointing null vectors from the viewpoint of
an observer facing along the geodesic v. With the new representation of the normal frames

A

(1M, 70y, (I®,732) we rewrite the parallel transport conditions (2.3) as
e“Vul(i)”h/ = e“V,ﬂ"(i)”‘7 =0, (4.38)

for i = 1,2, the orthonormal conditions (2.4) as

é.i(i)‘ =¢ f(i)‘ =0
g g
@ . j(i)| — (), 7x(’i){ -0
g g
@) .,,ﬁ(i)"y ) (4.39)

for i = 1,2, and the definition of the twist ¢ (2.5) as

i) — i)
v Y

PO = e 6] (4.40)

As mentioned in section 2, to seriously define the twist ¢, we need to specify two points close
to the respective geodesic endpoints and also adopt a proper value for the normal frames
there. Here, we introduce a cutoff surface at

7 =c¢, (4.41)

as illustrated in figure 6(a), where € will be taken to zero at the end of the computation. The
cutoff surface intersects with the geodesic v at two points, denoted by their corresponding
affine parameters of the geodesic as s = s1, s = s9. These two intersections are the positions
where we adopt the proper value for the normal frames by inheriting the frame from the
asymptotic boundary. Specifically, we adopt the following value for the normal frames at
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the two intersections s = s, s = so as

0], = 0@) 5 + (264 0() 5 + 0) 5
sy = O 7 + 0 35 + (26406
@, = 0(62)8% + 0(63)% + (26 + 0(%)) %
M, = 0(62)52 + (2 + 0(%)) ;U n O(Eg)aav (14

So far, we have clarified the definition of the twist for the general solution (4.1) in
the (Z,U, V') coordinates. And we now compute its expression by taking a pushforward
of the whole kinematics by the diffeomorphism (4.7) to the vacuum solution (4.6) in the
(z,u,v) coordinates.

First, we study the geodesic ~, the cutoff surface, and their intersections in the (z,u,v)
coordinates, see figure 6(b) for an illustration. We take a pushforward of the geodesic v by
the diffeomorphism (4.7) to the (z,u,v) coordinates, under which the geodesic endpoints
(U1, V1), (Ua, Va) are mapped to (uj,v1), (u2,v2) on the asymptotic boundary of the (z,u,v)
coordinates where

ui = up)(Us)
v; = vy (Vi) (4.43)

for ¢ = 1,2. The geodesic v can therefore be expressed as

1 1
z(s) = 5\/(u1 —ug)(vy — Ul)coshs
(s) ug —up sinhs  up + us
u(s) =
2 cosh s 2

vy — vy sinhs  v1 + v9

v(s) = 2 coshs 2

(4.44)

where s is the proper length up to a shift. We also take a pushforward of the cutoff
surface (4.41) to the (z,u,v) coordinates, which can be represented as

_ 1 _ 1
2 = e(ufyy ouly " (w)? - (v 0 vy V(1)) 2 + O(E), (4.45)

where we have also taken an expansion with respect to e. By combining (4.44) and (4.45),
we then solve the intersections between the geodesic and the cutoff surface represented by
the affine parameters as

1 1 1 1
s1 = loge — 3 log(u; — ug) + 3 log u’(b)(Ul) b log(ve —v1) + 5 log vzb)(Vl) + O(é?)

1 1 1 1
sp = —loge + 3 log(up — ug) — 3 log u'(b)(Ug) + B log(ve — v1) — B log Uzb)(Vg) + O(%).
(4.46)
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Given the affine parameters of the intersections (4.46), we compute the geodesic’s length as
A=sy—5 =—2loge+ AY + AV, (4.47)
with

1 1
AU — ]Og(ul — u2) - 5 IOg u'(b)(Ul) — 5 log U/(b)(UQ)

1 1
AY =log(vy — v1) — 3 log UZb)(Vl) ~3 log ’Uéb)(‘/g), (4.48)

where we have ignored the terms which vanish under the € — 0 limit in (4.47), (4.48). We
also compute the value of the coordinates of intersections as

2(s1) = eufyy(U1)2v(y) (V)2 + O(€?)

u(s1) = up + O(e?)

v(s1) = v1 + O(€2), (4.49)
and

2(s2) = euly (Uz)2ufy)(V2)? + O(&%)

u(s2) = ug + (9(52)

v(s2) = vg + O(€2). (4.50)

For the application below, we map the intersections (4.49), (4.50) back to the (Z,U,V)
coordinates by the reversal map of (4.7), which gives

Zls—s, =€

Uls=s, = U + O(é%)

Vi]s=s, = Vi + O(é?), (4.51)
and

Zlg—s, = €

Uls—s, = Us + O(€?)

Viszs, = Vo + O(e?). (4.52)

Second, we study the normal frames (f(l), f(l)), (Z(Q),f@)) and compute the twist ¢ in the
(z,u,v) coordinates. We take a pushforward of the normal frames (I, 7)), (I® #2)) by
the diffeomorphism (4.7) to the (z,u,v) coordinates, under which their adopted value (4.42)
at the intersections s = s1, s = so are mapped to the following expression

N 0 0 0

(1) — 2\ Y / 3 Y 3y Y

], _,, = 0le )82 + (2eupy, (Ur) + O(e ))au + O(e )c%

a(1) =0 2 0 O 3 0 9 / Vi ) 3 0

T |s:51 =O(e )@ + O(e )% + (2evy, (Vi) + O(e ))%

2 — 0@ 2 1 02 1 ety () + 0(3)) 2
|5252 =0O(e )& (€ )% ( 6”(b)( 2) (€ ))%

A = 0(62)3 + (2eufy, (Us) + 0(63))3 + 0(63)2 (4.53)
5=52 0z ®) ou ov’
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where, in deriving (4.53), we have also used (4.51), (4.52). We can in principle solve the

~
A

expressions of (IM),7(1)), (I® #2)) on the whole geodesic v in the (z,u,v) coordinates
from (4.38) and (4.53) up to O(€?) correction. But here we take the following shortcut. We
first provide a normal frame (j(o)’ 7@(0)) represented as

. 1 P 5 5
oy, _— ___ - _ — 0 B s - )
! |7 9 cosh? s (\/(“1 uz)(v2 ”1)82 + (u1 —uz)e " + (vg — v1)e 81})

oy L —0 -

1O, = s (l — ) — o) g+ (i = wa)et s+ (= o)) (450

where [0 /#(0) is a left /right future pointing null vector from the viewpoint of an observer
facing along the geodesic, and (5(0)77@(0)) satisfy the parallel transport conditions

VIO = eV, O =0, (4.55)
and the orthonormal conditions

é.i(o)‘ :é.f(o)”y =0

Y
700) Z(0)| — 70), 72(0)| -0
Y Y
[©) ~f(0)\7 = 2. (4.56)

Based on the same argument around (2.5), we can represent (iU, #(1)), (1) #2) with
(1O, 7)) as the following boost

[ — Gj(0)

) = =G p0) (4.57)
and

12) — €2(0)

P2 = ¢=C2p0), (4.58)

where the rapidity (i, (o are constant along the geodesic v. The constant rapidity (i, (o

A

can be furthermore fixed by comparing the value of (I, #©)) (1) 1)) (12 #2) at the
intersections s = s1, s = sg. Specifically, the value of (Z(O), f(o)) at the intersections s = sq,

s = 89 is as
~ 0 U1 — U % 1 1 0 15)
0 — (2 1— U2 1 1 3 N

Il )|s:s1 =0(e )@ + (26 (U2 _m) ufy (U1) 2 (V1)2 + O(e )) Ju + O(e )%
f(0)| _O(EQ)Q'FO(G?))——F % (UZ Ul)%u/ (U )21} (V)% +O(63) 2

§=51 0z ou Uy — U2 DN ANONS ov
0 =02 o2 4 (2 (”2"”1)%' (U2l (1)} + 0() )

§=82 0 0 Uy — Uz OO ov
PO = O 2e (“TU2) ()l (V)b 4+ 0 | 2+ 0(8) L
s, (¢ )87 1 v — U1 iy (U2) 20 (V2 o o

(4.59)
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And by comparing (4.53) with (4.59), we get the rapidity (i, (2 as

1 1 1 1
(= ) log(u; — ug) + 3 logu'(b)(Ul) + 5(1}2 —v1) — 5 logvéb)(Vl) +0O(e)

1 1 1 1
Co = 5 log(u; — ug) — 5 log u’(b)(Ug) ~5 log(ve — v1) + 5 log UEb)(Vg) + O(e%). (4.60)

(4.57), (4.58) together with (4.60) are in principle the expressions of (I, 7)), (1) #2),
Moreover, by applying (4.57), (4.58) to (4.40) and by taking use of (4.60), we get the
expression of the twist ( as

(=G-G=A"-AY, (4.61)

where AV, AV are given in (4.48), and we have ignored the terms which vanish under the
€ — 0 limit.

4.3 The brackets with the twist

In this subsection, we compute some relevant brackets with the twist (. First, by applying
Tuu/Tyvy and ¢ to (4.12) with Tyy/Tyy in the position of - and ¢ in the position O, we
get the brackets of Ty, Tyy with the twist ¢ as

1 = 4 U 9 I 10
(T 0),C} = 2x{( 60 V1) + 00 —Ua) = 50000 = 00) = 5000 = )
Tvv(V _on( 25 V-V 9 V_V 10 v 10
(V). 27r(8é16( a 1)+8525( B 2)+§({“)V16( —V) §3V26(V_V2))’

(4.62)

where we have also used (4.33), (4.34), (4.48), (4.61). Second, by applying ¢ to (4.13) in
the position of -, we get the brackets of u), v with ¢ as

127 1
{uw (), ¢} === — - (4 (V) = 1) (uey (U) = us) (~0(U = U1) + 6(U — Uy))
+ a2’1U(b)(U)2 + CL?’OU(b)(U) + az’_l
127 1
fon (V)¢ === (e (V) =) (v (V) = 02) (0V = V) = 0(V ~ 1))
+ CLZ’I’U(b)(V)Q + GZ’OU(b)(V) + aZ’_l. (4.63)
Here, ag’i, az’i, with i = —1,0,1, are defined from a"[u(,, 6Tyu], a**[ve), 6Tyv], which

appear in (4.15), as

au,i
¢

au,i[

u(b)? 5TUU] ‘(STUU(U*)_){TUU (U*)’C}

az’i = a”’i [U(b)v oy (464)

] |(5Tvv(v*)—>{TVV (Vv*)vc}7

which are independent of U, V. In deriving (4.63), we have used (4.15), (4.32), (4.62), and
we have assumed that the reference point (Up, Vj) is to the left of (U, V4), (Us, Vo) such that

Uy > Uy > U,y
Vo < Vi < Va. (4.65)
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4.4 The system’s evolution generated by the twist

In this subsection, we study the system’s evolution generated by the twist (.

In the approach applied in this section, the system’s evolution generated by a given
observable is represented as an infinitesimal diffeomorphism (4.28). Here, the diffeomorphism
parameter {# is expressed as (4.29) in the (Z,U, V') coordinates, or equivalently as (4.30)
after a pushforward by the diffeomorphism (4.7) to the (z,u,v) coordinates. In the following
discussion for the twist ¢, we will express the corresponding diffeomorphism parameter £* in the
(z,u,v) coordinates. But we will discuss the system’s evolution in the (Z,U, V) coordinates.

We now express the diffeomorphism parameter £* in the (z,u,v) coordinates for the
system’s evolution generated by the twist (. Following the approach, the diffeomorphism
parameter & in the (z,u,v) coordinates can be any one with the asymptotic behavior (4.30),
where the n*, n in (4.30) take the following expression

_ 127 1 u,l 2 u,0 u,—1
n(u) = X {_Cul — (u—w)(u—uz) (—0(u—w)+0(u—uz)) +a v +a, " uta }
n’(v) = A {127? ! (v—v1)(v—12) (B(v—v1) — OV —3)) + a2 0> + a2 v + av’_l]

c vy —uy ¢ ¢ ¢

(4.66)
which are computed by applying (4.63) through (4.25) to (4.31). Note that all such diffeo-
morphism parameters are equivalent in describing the system’s evolution.

Given the asymptotic behavior of the diffeomorphism parameter £, we would like to
make a further requirement for its bulk behavior to simplify the geometric interpretation
of the system’s evolution.

The requirement is inspired from the observation that the n*, n¥ in (4.66) are piecewise
quadratic polynomials of u, v respectively, which implies a close relationship between the
diffeomorphism parameter {# and the Killing fields (H.2), (H.3). To be more precise, we
divide the asymptotic boundary into subregions as in figure 7, such that, in each subregion,
n*, n¥ take uniform quadratic polynomials of u, v respectively. Each of these subregions on
the asymptotic boundary corresponds to a near boundary region in the bulk. And in each of
these near boundary regions, the asymptotic behavior of the diffeomorphism parameter £
in (4.30) coincides with the one of a Killing field. Here, the Killing field can be represented
by its corresponding global conformal Killing field as

=) o+ () o (1.67)
where we have used the correspondence between the Killing fields (H.2), (H.3) and the global
conformal Killing fields (H.4), and the fact that the n*, n¥ take uniform quadratic polynomials
respectively in the corresponding subregion on the asymptotic boundary. For the following

application, we explicitly represent the Killing fields &", £;" corresponding to the subregion I,
IT on the asymptotic boundary by their corresponding global conformal Killing fields 7y, 71 as

1. 0 0
1 = /\(azf’lu2 + a?ou + ag’ 1)* + )\(a27lv2 + aZ’Ov +a> ) —

ou v
N 127 1 u,l 2 u,0 u,—1 0
12r 1 vl 2 w0 v-1) 9
+>\<C’U2—’U1 (U—’Ul)(’U—UQ)"‘aC v +(IC U+a< % (468)
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Figure 7. The subregions on the asymptotic boundary. We divide the asymptotic boundary into
subregions labeled by the Roman numerals, where, in each subregion labeled by a Roman numeral,
the n*, n¥ in (4.66) take uniform quadratic polynomials of u, v respectively.

Uy, Vi)

(a) The Cauchy surface X. (b) The intersection of the Cauchy sur-
face ¥ with the asymptotic boundary.

Figure 8. The Cauchy surface ¥ that contains the geodesic 7. (a) illustrates the Cauchy surface in
the bulk denoted by the green plane. (b) illustrates the intersection of the Cauchy surface with the
asymptotic boundary denoted by the green curve.

We now explicitly provide the requirement for the diffeomorphism parameter £#. We first
introduce a Cauchy surface ¥ containing and being divided by the geodesic 7 as in figure 8(a).
Here, we denote the piece of the Cauchy surface ¥ outside/inside the geodesic v as ¥1/X.
And by comparing figure 8(a) and figure 8(b), we see that the intersection of X1/¥y; with
the asymptotic boundary is in the subregion I/II. Given this setup, we make the following
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requirement for the restriction of the diffeomorphism parameter £# on the Cauchy surface X as
&'s = (0(=p)&" + 0(p)&") |z‘ (4.69)

Here, p takes the definition below (3.7). &, &;" are Killing fields presented in (4.68)
by the corresponding global conformal Killing fields. And the requirement (4.69) means
that the diffeomorphism parameter &”, when restricted on the piece of the Cauchy surface
¥1/%11, coincides with the Killing field &' /&;" that corresponds to the subregion I/II on the
asymptotic boundary. It is clear that the requirement (4.69) of the diffeomorphism parameter
£* is consistent with its asymptotic behavior.?! For the following application, we also derive
the relative difference between &", &" as

6 6
§IIM - qu =-A c g(u,e)u —A c é-(v,e)u’ (47())
and its behavior near the geodesic v as
127
B ey 22T
Eu" —& )‘y— A c ¢ "y
Viulén” = &%), = 0. (4.71)

Y

Here, (4.70) is derived by equivalently mapping to the following equation for the corresponding
global conformal Killing fields

i — = _)\6%7?(1&76) - )\6%7?(1)76)7 (472)
which in turn can be verified with (4.68) and (H.11). And (4.71) is derived by restricting (4.70)
and its derivative on the geodesic v and taking use of (H.12) and (H.5).

So far we have expressed the diffeomorphism parameter £# in the (z, u, v) coordinates. But
remember that the system’s evolution (4.28) should be discussed in the (Z,U, V') coordinates,
so we need to take a pullback by the diffeomorphism (4.7) from the (z,u,v) coordinates
to the (Z,U, V) coordinates. Specifically, we take a pullback of the Cauchy surface 3, the
Killing fields &", &;", and the diffeomorphism parameter £ to the (Z,U, V) coordinates. For
the corresponding objects in the (Z,U, V') coordinates, the Cauchy surface 3 still contains
the geodesic v, §", &;" are still the Killing fields of the corresponding metric, and the
equations (4.69), (4.71) still hold.

We are now ready to discuss the system’s evolution (4.28) in the (Z,U, V') coordinates.
Here, we already have all relevant quantities, and we only need to make two explanations.
First, up to a non-physical diffeomorphism, the system’s evolution (4.28) is completely
captured by the restriction of the diffeomorphism parameter £# on the Cauchy surface X
which is represented in (4.69).?2 Second, since the &, &/ in (4.69) are both Killing fields,

2INote that the requirement (4.69) is only compatible with the asymptotic behavior (4.29) but not with
the one (4.23) that preserves the Fefferman-Graham gauge. This is the reason that we introduce Agu.
beyond &g,“,.

22This statement can be seen from the action of a diffeomorphism on the set of initial data on a given
Cauchy surface represented in (A.13). Here, the transformation of the set of initial data only depends on
the value of the diffeomorphism parameter restricted on the Cauchy surface. And the system’s evolution is

completely captured by the evolution of the set of initial data up to a non-physical diffeomorphism.
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the system’s evolution is finally captured by the relative difference between &" and &;" for
the region near the geodesic -y which is given in (4.71). Based on the two explanations, we now
give the final expression of the system’s evolution: it is the infinitesimal diffeomorphism (4.28)
whose diffeomorphism parameter £# satisfy (4.69) on the Cauchy surface 3, where the ",
& in (4.69) are the Killing fields of the unevolved metric and satisfy (4.71) on the geodesic
7. From (4.69), (4.71), we see that the system’s evolution is again a relative shift along
the geodesic 7. And by taking use of (4.2), we see that this relative shift is the same as
the one we mentioned in subsection 3.5.

We can also compare the system’s evolution with the one derived with the canonical
formalism (3.36). Specifically, by applying (4.69) to (A.13), we get the evolution of the set
of initial data on the Cauchy surface ¥ as

v 127
010" B0yl = ~A5(p) (naes + eang) + o()
b VAR s = A2 () Kb A 47
Oa 93 wle = — e (P Kpwe!'n"nang + o(A), (4.73)

which is precisely the same as (3.36) after the replacement of (4.2).?% In deriving (4.73), we
have used the fact that &", &;" are Killing fields, so the terms proportional to 6(p), (—p)
automatically vanish, and the remaining terms can be combined into the ones only in terms
of " — &". We have also used the following equations

T#(gllu - 51“)’ =0

¥
127
Uau(fnu - §1H)|7 = _)\?ea‘y
127
D, (Tu(fnu - 51“)) |,y = _)\?Kauey‘w (4-74)

the equation (3.9), and the last equation of (3.31), where (4.74) are derived from an ADM
decomposition of (4.71).

5 The bracket between the geodesic length and the twist

We now switch to the second topic, the brackets with the twist (. In particular, we only
study the bracket between the geodesic length A and the twist  of the same geodesic .
Remember that our original motivation to study the twist { is that it may be a candidate
element in the center. But being an element in the center requires the twist { at least to be
commutative with the HRT-area which is the geodesic length A in our setup. In the following,
we will compute the bracket between the geodesic length A and the twist ¢ with the canonical
formalism and the covariant phase space formalism respectively. Both of the two approaches
give the same result, that is the twist ¢ indeed commutes with the geodesic length A.

We first compute the bracket {A,(} with the canonical formalism. Following the
treatment in section 3, we choose a Cauchy surface ¥ whose boundary 9% contains the

23More precisely, we should also take a non-physical diffeomorphism mapping the Cauchy surface to the
given one whose boundary contains the geodesic’s endpoints.
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geodesic’s endpoints. We also restrict the computation to the subset of the solutions such
that the geodesic v is contained in the Cauchy surface Y. Here, this restriction makes no
difference to the final result, since all solutions can be mapped to this subset by a non-physical
diffeomorphism. Based on this setup, we compute the bracket {A,(} with the chain rule as

5A 8¢
(4,¢) = / P / iy [%ab(tw) oty (o ). ot )

L oA 5¢
doap(to, x) 6 Kea(to, y)

LA 5¢
0 Kap(to, z) dca(to, y)

L oA 5¢
6 Kap(to, z) 0K ca(to,y)

{oaw(to, z), Kea(to, y)}

{Kab(t0> $)> Ucd(th y)}

{Kab(t07x)7ch(t07y)} . (51)

Here, we have introduced a coordinate system (¢, 2%) such that the Cauchy surface X is at
t = tg. The functional derivatives of A and ¢ with respect to the set of initial data can be read
out from (3.7) and (3.35). And the brackets between the set of initial data are given in (B.9).2*
In the first sight, we may expect a divergent result in the bracket {4, (}, since both §A in (3.7)
and 0¢ in (3.35) support only on the geodesic . However, by applying (3.7), (3.35), (B.9)
to (5.1), we can explicitly compute the bracket {A, (} and verify its vanishing as

(4.0) = (1) [ dayJole) e @) @6 (p(a) [ dyyfoly)ewn’ )3 (o)
1

871G (0ac(x)0pa () + 0ad(x)ope(x) — 2044 () 0cq(T)) =0 52(.75 —v)
~(—1) /2 d2331/a(x)%ea(x)eb(a:)ec(m)nd(:ﬂ)
2

871G (0ac(7)0pa () + 0ad(2)ope(x) — 200p(x)0ca()) 0 (p())

= [ dz\fo(a)-0-5 (@)
=0. 2

Here, in the second line from the end, the 6(p)? reflects the potential divergence that we just
mentioned. Nevertheless, the 0 is a 0 everywhere on the Cauchy surface, so we believe it
beats the §(p)? and leads to a zero result in the integral. We admit that this argument is
not solid enough and requires further regularization. See subsubsection 6.3.2 for an attempt
of the regularization.

We now provide a more rigorous computation of the bracket {A, (} with the covariant
phase space formalism namely the approach used in section 4. We list the expressions of
the geodesic length (4.47) and the twist (4.61) as

A= —2loge+ AV + AV
¢ = AU _AV’ (53)

24There is no difference between Poisson bracket and Dirac bracket when computing the brackets between
diffeomorphism invariant observables.
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with AV, AV given in (4.48). Naively, if we accept that AV, AV are self commutative
[AV, A} = {4Y, AV} =, (5.4)
we can directly show that the geodesic length A and the twist ¢ are commutative

{A,¢}=0. (5.5)

However, we point out that the brackets {AY, AV}, {AY, AV} are ill-defined in our approach,
and the whole computation needs a regularization.

We first explain why the brackets {AY, AV} {AY AV} are ill-defined. In our approach,
these brackets are computed in two steps. First, we compute the brackets of u), v() with
AV AV respectively as

(u(b)(U) - Ul) (U(b)(U) - ug) (—0(U —Uy) +6(U — U))

+ aZ’lljU(b)(U)2 + a:’gu(b)(U) + aZ’Jl

127 1
(o (V) A = == e (v (V) = 1) (v (V) = 02) 0V = V) = 0V — V2))
+ " om (V)2 + a0 (V) + a%y (5.6)

where
ug i 5T
aAU =a [u(b)y UU]’6TUU(U*)—>{TUU(U*)7AU}

v,

apv = a”" [’U(b)’ 5Tvv]’5TVV(V*)_>{TVV(V*)7AV}’ (5.7)

for i = —1,0,1. Second, we compute the brackets {AV AV} {AY, AV} by applying (5.6)
to the following chain rule

5AU
(A, A%} = [ U8 g ©), A7)
5AY
{4V, AVy = / W s 7 ) AV (5.8)

We point out that the computation in (5.8) lead to the brackets {AY, AV}, {AY, AV} being
ill-defined. In more detail, the bracket {ug) (U), AV}/{ve)(V), AV} computed in (5.6) has
discontinuity in its first order derivative at U;/Vi, Ua/Va. While, by taking use of the
expressions (4.48), the functional derivative % / % contains terms ¢'(U —Uy) /0" (V —
V1), 0'(U — Us)/§'(V — V3). These two facts together lead to the computation (5.8) being
ill-defined. Technically, both of the two facts are from the appearance of u'(b), UEb) in the
expressions of AV, AV in (4.48), which in turn is because the geodesic v ends up at the
asymptotic boundary.

We now provide a regularization for the computation of the bracket {A,(}, where we
also take a regularization for the geodesic «, the geodesic length A, and the twist {, and
where the main idea is to regularize the geodesic v to one which no long ends up at the
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(Z,U,V)

(U1, V1) (U1, V) (U2, V2) (U, V)

Figure 9. The geodesic network for the regularization. Here, the geodesic v, connects the boundary
points (U1, V1), (U1, V1), the geodesic v2 connects the boundary points (Us, Va), (Us, V2), and the
geodesic 4(") orthogonally intersects with the geodesics 71, 72 at i1, io respectively.

asymptotic boundary. In particular, we consider the geodesic network in figure 9, where
the geodesic 7, connects the boundary points (Uy, Vi), ([71, Y~/1), the geodesic 5 connects
the boundary points (Uz, Va), (Us, Va), the geodesic 4(") orthogonally intersects with the
geodesics 71, 2 at i1, 12 respectively, and we choose

ﬁ1:U1—26
Vi=V1+ 2
ﬁgzUz—Qe
Vo = Vo + 2, (5.9)

for the reason that will be clear below. In this geodesic network, we view the geodesics 71,
~9 as the regularized version of the original geodesic’s endpoints, and we view the geodesic
~(") as the regularized version of the original geodesic 4. Given this geodesic network, we
define the regularized version of the geodesic length and the twist through the geodesic ().
Here, we define the regularized version of the geodesic length, denoted by A as the length
of (). And we define the regularized version of the twist as the followings. Similar as
the original definition, we introduce two normal frames (71, A1) (2(n2) 7(2) to the
geodesic (") by the following two steps. First, we construct the normal frames (%(T’l),ﬁ(’"’l)),
(72 a(r2)) at the intersections iy, iy respectively as

n(T’l)"|Z.1 - elﬂ|i1

7_(r,l)u|i1 _ _guAE/\Vpelue(r)pbl’ (5.10)
and

n(m)#}h = —62“|i2

T(r,Z)u}iQ _ gu/\qype2ue(r)p|i27 (5.11)

where e,", e)"", et are the unit tangent vector of 1, 72, (") pointing from left to right. Sec-
ond, by taking a parallel transport, we extend the definition of the normal frames (%(’"’1) , ﬁ(r’l)),
(72 a(r2)) to the whole geodesic 4("). Based on the same argument around (2.5), the two
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normal frames are different by a relative boost
Fr2m 2 ¢ (b n(rDm)|

Y Y

7_(7”,2)# + n(rvz)l'b’ — e_c(r) (T(T,l)u + n(ﬁ”u)’ (512)

ol v’

with a constant rapidity ¢(). And we define the regularized version of the twist as this

constant rapidity ¢("). Here, we directly give the expressions of A", (") ag2

A = AU L p()V

) = AU A0V (5.13)
where
(MU _ Jog | ({41 = u2)(a1 — t2) 3w — ) (i —up)\ 2
A = log _((Ulﬂl)(wfw)) +((U1ﬂ1)(u2ﬂ2)> ]
MV _ 1 (=)@ =)\ P | [ (B2—v)(ve = B1)) 2
4 = log _((171—111)(772—1)2)) * ((171—01)(?72—112)) ] ’ (5.14)
and

{ul = U(b)(Ul) {ﬂl = u(b)(ﬁl) {UQ = U(b)(Ug) {{LQ = U(b)(ﬁg)

N N (5.15)
v = ’U(b)(vl) 2~)1 = ’U(b)(vl) Vo = ’U(b)(VQ) 172 = ’l)(b)(VQ),

and remember that (U, V}), (Us, Vo) are set as (5.9). With these expressions, we can get the
following two results. First, we verify the regularization by showing that

A =4
¢ =g, (5.16)

under the € — 0 limit, where A, ¢ are given in (4.47), (4.61) with AY, AV given in (4.48).
Second, we show that the brackets { AU, AMUY LAV AV are well defined and vanish as

{AMU AMUY — ANV A0V — g, (5.17)
Based on these two results, we then regularize the bracket {A,(} and show its vanishing as

{A,¢}={A", ¢y =0. (5.18)

6 Conclusion and discussion
In this paper, we studied the twist along a geodesic for its properties in the Hamiltonian
formalism. Specifically, we got the following two results

o First, we studied the system’s evolution generated by the twist, which, under a proper
gauge choice, exhibits a relative shift along the geodesic.

e Second, we showed that the twist commutes with the geodesic length of the same
geodesic, which supports that the twist can be a candidate element in the center.

In the following, we will give some discussions related to our study.

#5See [39, 40] for the derivation of (5.13), (5.14).
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6.1 Operators defined in geodesic networks

We first discuss the relation between our study with our original motivation, the construction
of the Hilbert space of gravity. A generally used approach to construct the Hilbert space in
other theories is to take use of the properties of operators. (For example, in oscillator or in
free field theories, the Hilbert space can be constructed in a straightforward way after writing
down the creation and annihilation operators.) However, in gravity, our knowledge of the
properties of operators are very limited. Therefore, before constructing the Hilbert space of
gravity, we need to first study some properties of diffeomorphism invariant operators. The
study of HRT-area [19] and the study in this paper are indeed some exploratory attempts
in this direction. However, to pursue further, we need to introduce more operators and
study their properties.

Partially inspired from the tensor network model of holography [47-50], we would like
to focus on operators defined in a geodesic network, where the geodesic network can be
viewed as the dual network of the tensor network [39, 51, 52]. (See figure 9 for an example of
the geodesic network.) Given a geodesic network, we can define diffeomorphism invariant
operators by measuring the length and the twist along each geodesic segment. We can
furthermore study the properties of these operators including their system’s evolutions and
their commutators as what we did in this paper.

Holding the commutators of the operators, we may then study the Hilbert space of
gravity. Among all operators, we may have a set of operators commuting with each other.
We view these operators as elements in the center and use them to take Hilbert space
decomposition. We may also have sets of operators, where the operators of each set form
a noncommutative subalgebra. We can study the representations of these subalgebras and
use them to construct the Hilbert space.

The final goal in this direction is to study a sufficient fine-grained geodesic network and
use it to approximate the gravity in the algebraic aspects.

6.2 The asymptotic boundary conditions of the pure AdS3 gravity

We now discuss the compatibility between the system’s evolutions (3.8), (3.36) and the
asymptotic boundary conditions of the pure AdSs3 gravity. We notice that the system’s
evolutions (3.8) and (3.36), generated by the geodesic length A and the twist ¢ respectively,
have non-zero behaviors which extend to the asymptotic boundary without an apparent
suppression. We therefore come up with the question whether these system’s evolutions (3.8)
and (3.36) are compatible with the asymptotic boundary conditions of the pure AdS3 gravity.2¢

26Note that even if we have shown that the system’s evolutions (3.8) and (3.36) are not compatible with a
given choice of the asymptotic boundary conditions, it doesn’t imply that the system’s evolutions generated
by the geodesic length A and the twist ¢ are not well defined in the pure AdSs gravity adopted the given
asymptotic boundary conditions. The system’s evolutions represented in (3.8) and (3.36) are only the ones
under a special gauge choice, where we require that in the initial system the Cauchy surface ¥ contains the
geodesic v and we also require that the evolutions on the set of initial data on the Cauchy surface 3 only
support on the geodesic v. The previous incompatibility only means that the gauge choice which leads to (3.8)
and (3.36) is not compatible with the asymptotic boundary conditions. However, we can still use some other
gauge choice consistent with the asymptotic boundary conditions, for example the Fefferman-Graham gauge,
to describe the system’s evolutions generated by the geodesic’s length A and the twist (. Under such gauge
choice, the system’s evolutions are still well defined but don’t exhibit as (3.8) and (3.36).
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The widely adopted asymptotic boundary conditions are the ones provided in [42] as

1
92z = 5 + 0(Z°)
gza = O(Z)
1
948 = 30ap + O(2°), (6.1)

where A, B run through the boundary coordinates. However, we find that the asymptotic
boundary conditions (6.1) are not compatible with the system’s evolutions (3.8) and (3.36).
In particular, we do the following computation. We start from the vacuum solution which
is compatible with the asymptotic boundary conditions (6.1). We act the system’s evolu-
tions (3.8) and (3.36) on the vacuum solution. And we find that the evolutions on gza
have the following asymptotic behavior

Agza =0 (;) , (6.2)

which is not compatible with the asymptotic boundary conditions of the corresponding
components, namely the second equation of (6.1). (See appendix I for more detail.)

To discuss the system’s evolutions (3.8) and (3.36) in a rigorous way, we suggest to weaken
the asymptotic behavior of gz 4 and adopt the following asymptotic boundary conditions

1
927 = —5 +0(2°)

ZQ
1
gza =0 <Z>
1
9AB = 374B +0(2%). (6.3)

Here, the asymptotic boundary conditions (6.3) are equivalent to (6.1) after removing the
extra gauge redundancies by taking some non-physical diffeomorphism. Up to now, we
haven’t found any incompatibility between the system’s evolutions (3.8), (3.36) and the

asymptotic boundary conditions (6.3).27:28

2TThere is a potential question here: since the two choices of the asymptotic boundary conditions (6.1), (6.3)
are equivalent to each other, how can the system’s evolutions (3.8), (3.36) being compatible with only one of
the asymptotic boundary condition but not the other one? The answer to this question is in footnote 26.

28There is another choice of the asymptotic boundary conditions provided in [44] as

1 1 0
ﬁ*ggl+0(2)

1
5240 (3)

1 1 o
~ — — Z A4
9ap ~ —3naB + —g1as + 0(z%), (6.4)

9zz ~

where g1 is an arbitrary function of the boundary coordinates. The asymptotic boundary conditions (6.4),
though even weaker than (6.3), are still equivalent to (6.1) and (6.3) after removing some gauge redun-
dancies. We believe that the asymptotic boundary conditions (6.4) are also compatible with the system’s
evolutions (3.8), (3.36). But for simplicity, we still prefer to adopt the asymptotic boundary conditions (6.3)
in the future application.
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6.3 Some technical questions for the canonical formalism

We now raise some technical questions for the canonical formalism. Comparing the two
approaches used in this paper, we believe that the canonical formalism has its advantages in
illustrating the geometric interpretations and in generalizing to other systems. However, we
admit that there are still some technical issues in the canonical formalism. In particular, we
raise two technical questions in the following and leave them for the future study.

6.3.1 The brackets with the boundary stress tensor

The first question is about the computation of the brackets of the boundary stress tensor
with the geodesic length A and with the twist (. In the covariant phase space formalism,
after we get the expressions of the geodesic length A and the twist {, the computation is
straightforward. (See (4.62) for an example.) However, in the canonical formalism, we haven’t
achieved such a computation. In principle, the computation can be done by applying the
system’s evolutions (3.8) and (3.36), generated by the geodesic length A and the twist ¢, on
the boundary stress tensor. However, to perform such a computation in practice, we need to
first figure out the expression of the boundary stress tensor under the asymptotic boundary
conditions (6.3), which to our knowledge is not totally clear.?? Regarding the value of this
question, we admit that it is only to reproduce a known result derived with the covariant
phase space formalism. But we still think the question is worth studying: we view it as a
stress test of the capability of the canonical formalism approach.

6.3.2 The bracket {A, (}

The second question is about the regularization in the computation of the bracket {4, (}. In
the computation of the bracket {A,(} in (5.2), the last equation is not very rigorous and
requires a further regularization. Here, the main problem is that both 6A in (3.7) and ¢
in (3.35) support on the same lower dimensional submanifold of the Cauchy surface namely
the geodesic v. And we suggest to regularize §A and d¢ by adding terms proportional to
the variation of the constraints, such that the regularized version of A and §¢ are two
dimensional integrals with finite integrands.?® We will provide more details in the following.

We may try to evaluate the boundary stress tensor with the following expression
N -
Tap = lim — (Kap — KvaB +vaB), (6.5)
e—0 4G

where yap and Kap denote the induced metric and the extrinsic curvature on the cutoff surface Z = e.
Indeed the expression (6.5) gives the correct result under the Fefferman-Graham gauge. But its validity for
the general solution with the asymptotic boundary conditions (6.3) requires an explicit check.

30This suggestion is inspired from the derivations of the ADM energy with the covariant phase space
formalism [35-37] and with the canonical formalism [42, 53]. Following the derivations step by step, the ADM
energy, in an intermediate step, can be expressed as a summation of a boundary term and a bulk term. The
boundary term is the widely used surface integral for the expression of the ADM energy. And the bulk term
is a bulk integral of the equations of motion in the covariant phase formalism and a bulk integral of the
constraints in the canonical formalism. If we are only interested in evaluating the ADM energy for a given
solution, we can freely ignore the bulk term without losing anything. But if we want to take a variation of the
ADM energy, for example to check the derivation or to compute the brackets of the ADM energy with other
given observables, we’d better include the bulk term. The variation of the ADM energy with the bulk term
included has a more regular behavior. In particular, such variation can be expressed purely as a bulk integral
under a proper gauge choice at the near boundary region.
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Here, we directly give the regularized observables corresponding to A and ( as
A=A-— 87TG/ d?zpf(p)H
b
C=(— 87TG/ d?20(—p)Hme™ + 87rG/ d?xzpf(—p)e™n" K H, (6.6)
by by

where H, H, are constraints given in (B.10). And we now explain in which sense the
observables A and Z regularize A and (. First, since A and ( are diffeomorphism invariant
observables, the bracket of the regularized observables {ﬁ, ¢ } is the same as the bracket
of the original ones {4, (}, namely

{40 ={A,¢. (6.7)

We can therefore use the bracket of the regularized observables {A, ¢ } to represent the bracket
of the original ones {A,(}. Second, the observables A and ¢ indeed have more regular
behaviors. Specifically, by taking a variation of A and (, we get the following expressions

A = / Pay/o {o(p) {p (K“mem KK iéa‘“’) + (%D“Dbp— %DmDmpoabH 8ap
>
+p0(p)(— K™ + Ko**)0 Kap

1 1 1 1
+Dm |:0(p) (ipo_annDbao_ab _ 5Da,pg_b?n(so_ab _ §po (U“béaab) + §D7npa_ab60_ab):| }

1 1 b

5= / dx/o {0(—p) KfemDmK“b A prknemot — Lo, em et 4 peem gt
P

5 Kmn Dm eno_ab)

2 2 2
+0e™ " Kpn (—K‘”’Kbp +KK® + %Ea“b)
1 a b m_n 1 m_n ab
+ (_ED D’(pe™n Kmn)—l—iDpr(pe n" Kmn)o )} 60 ab

+0(—p) [(—Daeb + Dpe™ ) + pe™n" Kppn (K — Kcrab)} Kb
1

1
20“b50amene" + iKabéaabem

+D,, [0(—p) (—&rabK“ne"me +
1 n_p b am 1 a n_p bm

—ipe NP KnpD’d0ar0 +§D (pe"n® Knp)doapo
1 n_p m _ab 1 m n_p ab

—Q—ipe n? Knp D™ (o (5Jab)—§D (pe"n? Knp)o® doqp

+5Kab6a0'bm — Uab5Kab€m)i| } R (68)

where we have taken several integration by parts and used (B.8), (B.10), (3.17), (3.31). We
see that, up to total derivative terms, the expressions of §A4, 6C in (6.8) are indeed two
dimensional integrals of dogp, 0K, with finite coefficients.

We now try to use the expressions (6.8) to argue that the bracket {A, ¢} should vanish.
In an intuitive level, we make the following argument. By taking an integration by parts, we
first rewrite the total derivative terms in (6.8) as boundary terms. After this integration by
parts, we see that SA only supports at the region with p > 0 and §¢ only supports at the
region with p < 0. And we then get the conclusion that the bracket {g, E } vanishes. However,
there is a subtlety related to the boundary terms. Based on the experience in studying the
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ADM energy in [42, 53], we may further require that the boundary terms from the integration
by parts vanishes. For the part of the boundary away from the geodesic’s endpoints, this
requirement may be achieved by properly choosing the near boundary behavior of p, €%,
n®. (So far, we have only made requirement for p, e, n® at the near geodesic region, which
is to represent dA (3.7) and 6¢ (3.35). We therefore have a lot of freedom for their near
boundary behavior.) While, for the part of the boundary around the geodesic’s endpoints,
we may need a further regularization, for example to regularize the geodesic v to figure 9.
We leave this subtlety to the future study.

As for the value of this question, we admit that regularizing a zero result may not be
very interesting. But the regularization technique may have more applications, for example
to compute the brackets between the segment lengths in the geodesic network in figure 9.
(It was shown in [39, 40], with the covariant phase space formalism, that some of these
brackets are non-zero.)

6.4 The generalization to the gravitational systems with bulk degrees of
freedom

We now comment about the generalization of our study to the gravitational systems with
bulk degrees of freedom. In this paper, as an exploratory attempt, we restrict the study
to the pure AdS3 gravity, where the twist may be the only non-trivial observable which is
defined on a geodesic and different from the geodesic length. While, in future, we should
generalize the discussion to the gravitational systems with bulk degrees of freedom (for
example the systems with matter fields coupled or the systems in higher dimension) and study
the operators/observables defined on the HRT-surface. The difficulty in the generalization is
that there are too many independent operators/observables defined on the HRT-surface, and
it is not clear how to exhaust them or which ones of them are more important. We don’t
have concrete idea to deal with this difficulty. But one attempt may be to start from some
easily constructed operators/observables and use their commutators/brackets to generate
the other operators/observables.

6.5 The generalization to the gravitational systems with boundaries at finite
distance

We now comment about the generalization to the gravitational systems with boundaries
at finite distance. The gravitational systems with boundaries at finite distance [54-56]
are interesting models, especially considering the recent developments on their field theory
correspondences [57-62]. Given this fact, it is therefore interesting to generalize the previous
study on the action of the HRT-area [17-19] and our current study to the gravitational
systems with boundaries at finite distance.

One observation in such generalization is an extra discontinuity in the set of initial data
on the Cauchy surface at the intersection of the HRT-surface and the spatial boundary. We
now explain it in the pure AdSs gravity with the results of this paper. We notice that the
evolutions (3.8), (3.36), for the set of initial data on the Cauchy surface ¥ embedded in the
bulk, have singular behaviors on the geodesic extending to the spatial boundary. While,
the induced metric and the extrinsic curvature of the boundary of the Cauchy surface 9%
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embedded in the spatial boundary are regular and fixed. Though the former and the latter
are not precisely the same quantity, their different behaviors still indicate a discontinuity
in the set of initial data on the Cauchy surface ¥ at the intersection of the geodesic with
the spatial boundary.

Given the previous observation, one interesting question is to figure out the origin of
the discontinuity of the set of initial data. Here, the set of initial data with discontinuity is
generated by an observable. And the more precise question is to figure out which specific
property of the observable generates this discontinuity.

6.6 The field theory dual of the twist

We now comment about the field theory dual of the twist ¢. From the JLMS formula [14-16],
we know that the HRT-area is dual to the modular Hamiltonian in field theory, in the sense
of taking the classical limit and restricting to the amplitudes of the code subspace [8, 63].
Comparing the expressions of the geodesic length A in (4.47) and the twist ¢ in (4.61), we
suggest that the twist ( may correspond to a conjugation of the modular Hamiltonian, where
the conjugation is a specific action on the left moving modes which changes the signature
of AV, and the correspondence is in the same sense of the HRT-area. However, we don’t
know any further properties of the conjugation or if the conjugation really exists. We leave
these questions for the future study.

6.7 The twist along a closed geodesic

We now discuss the generalization to the twist along a closed geodesic. So far, we have only
focused on the twist along a geodesic anchored on the asymptotic boundary. However, it is
interesting to generalize the discussion to the twist along a closed geodesic. In particular,
we can consider a system with two asymptotic boundaries. And we consider the set of
solutions with the two asymptotic boundaries being connected, for example the eternal
wormhole or the fluctuations beyond it. For such solutions, we do have a closed geodesic going
around the non-contractible cycle. (For the eternal wormhole, this curve is the bifurcated
horizon.) And we can then define the twist along this closed geodesic. Specifically, we
can introduce a normal frame (7,7) on the geodesic, which satisfies the parallel transport
conditions and is multi-valued. With the multi-valued normal frame, we can then define
the twist in the following equation

(s +A) —i(s + A = e (7(s) — als))],

T(s+ A)+n(s+ A)‘v = e_c(%(s) + 7(s))] (6.9)

5
where A is the length of the closed geodesic, and ( is the twist along the closed geodesic. We
can also study the properties of the twist along the closed geodesic. Actually, our canonical
formalism approach can be directly applied to this study. And our two results work the
same for the twist along the closed geodesic.
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A Two results in terms of the set of initial data

In this appendix, we introduce two results used in the main context in terms of the set
of initial data (ogp, Kap).

In order to introduce these two results, we first review the definitions of the induced
metric, the extrinsic curvature, and some other relevant quantities appearing in these two
results. Here, the definitions are in the framework of the ADM decomposition.?! In more
detail, we foliate the spacetime by Cauchy surfaces ¥; parameterized by a time parameter
t. We introduce a coordinate system z# = (¢,2%) adapted to the foliation which specifies
a time shift vector

.0
T=—. Al
5 (A1)
We define the future-pointing normal vector 7#, the induced metric o, the lapse N, and
the shift g* as

Ty = —NOyt
Opuv = Guv + TuTv
1
. —
\/ —g*BOatdat
Bl = TH — Nrh. (A.2)

And we also define the extrinsic curvature and the acceleration as

=g P — 5 P
K,, = o, Vo1, =0,'V,1,
1

= 1P —
ay =T VPTH_N

D,N. (A.3)

31Sce [64] for a pedagogical review of the ADM decomposition.
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For clarity, we provide the expressions of the metric g,, and the normal vector 7# in

component formalism as

.. b
—N?+ 0887 By i i
v = V= a a 5 A4
g# ( /Ba Tab g ﬁ—Q o‘ab _ ﬁNgb ( )
and 1 g
Tw=(=N,0) 7= (N7 _N> . (A.5)

Having reviewed the previous definitions, we now introduce the two results in terms of
the set of initial data (o4, K4p). Note that, when we refer to the induced metric and the
extrinsic curvature in the set of initial data, we only mean their spatial components.

The first result is about the variation of the set of initial data with respect to the variation
of the metric. In practice, we compute the following two quantities

O'QHO'IBV(SO'W/ O'QMO'BV(SKMV, (A.6)
whose spatial components are exactly what we want

v
doay = 0,l'oy 60

OKapy = 0,0y 0K 0. (A.7)
With a concrete computation, we get
O-auo-ﬁyéo-uv = O-auo-ﬁy(sgﬂy

v ]‘ 14 1 14 ]‘
o l'og 6K = iaauaﬁ Tpr(aMUUZ,)‘égGA) + iKO/‘UB 0Guw + iKﬁ“UO{'@gW

1 12 1 1%
- §Da(05u7' 6guw) — §Dﬁ(0auT 6Guw)
1 1 1
— —2NDQN05“T”59W — —2ND5NJQ“T”5QW + §Ka57“7”5gw,. (A.8)

Here, we have represented the expressions in the form of the ADM decomposition. In
deriving (A.8), we have used (A.2), (A.3), and

1
ot = —§TNT°‘T’B5gaﬁ, (A.9)

which can be read out from §(¢g"“1,7,) = 0.
The second result is about the action of a diffeomorphism on the set of initial data
(0ap, Kap). Here, we consider the following infinitesimal diffeomorphism

Agg,ul/ = vygu + Viéu, (A.10)

but we keep the foliation being fixed. Under such a diffeomorphism, we would like to
compute the transformation of the set of initial data (Agogp, AeKyp). Again, we transform
the computation to the following two quantities

UO/LU/BVAfo';w O'a'uUBVAgKMV’ (A.ll)
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whose spatial components are exactly what we want

Aeogp = 0,0y Aoy
AfKab = O’aMO'bVAng,. (A12>

With a concrete computation, we get
UaMJBVAé‘TW = Da(0pu") + Dp(0aué) — 2KapTu&"
O’aMO'IBVAfK”U = KOU,Dﬁ(O‘Vugu) + KB,,DQ(U”M&‘) + D,,Kaga"ug“

1

— Do Dp(1,8") + <O'QVO'BPTJVUKVP — QKQVKBV + N

DaD5N> UL,
(A.13)

Here, we have again represented the expressions in the form of the ADM decomposition. In
deriving (A.13), we have used (A.2), (A.3). We have used

1
ATy = (NDVNa”pfp — TVV,,(Tpfp)> Ths (A.14)
which can be read out from A¢(gu,7™77) = 0. We have used

1
AL, = 50" (Vubeguo + Vuleguo = Voleguw)

1
= 59'00 (V,uvugo + vyvufa + R,um/)\f)\ + RVO',U,/\g)\)' (A15>

And we have also used the ADM decomposition of the Riemann tensor
04" 05"0,°05" Ruvpo = Ragns + KayKps — Ky Kas
O'Q'MO'HVO',YPTURMVPU = DoKpy, — DgK,,
o 'm0 T Rype = — KKy — Ua“ova)‘VAKup + %DQDWN, (A.16)

where P;ag,ﬂg denotes the Riemann curvature of the induced metric.

B Canonical formalism

In this appendix, we recast the pure AdS3 gravity into the canonical formalism. During
this procedure, we introduce the set of initial data, the Poisson bracket, and the constraints,
which are used in the main context and in other appendices.3?

To apply the canonical formalism, we first rewrite the action in a proper form. Specifically,
we represent the metric in the framework of the ADM decomposition as in (A.4). And by
applying (A.4) to the action (1.1), by taking use of (A.16), and by taking a proper integration
by parts, we can rewrite the action as

S = /dtd2x£ + boundary terms, (B.1)

32Gee [3, 4] for a pedagogical introduction of the canonical formalism for the systems with constraints.
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with the Lagrangian density £ being

_ 1 D ab 2
L= =NVo (R LK, K®% — K24 2) : (B.2)
where R is the Ricci scalar of the induced metric oab, and K is the spatial components

of the extrinsic curvature with the following expression

1
Ko = N (010t — Dafly — D) - (B.3)

The action (B.1) is now in a proper form to apply the canonical formalism. Specifically, the
Lagrangian density (B.2) depends on o4, d4p, N, 5% And we thus view o, as a dynamical
field, and N, 8% as Lagrangian multipliers.

We now recast the action (B.1) into the canonical formalism. Following the canonical
formalism, we define the conjugate momentum of gy, as

ab oL 1

= = K™ — Kg%). B.4
86 ap(t, 7) T6nc V! o) (B.4)

s

) together as a set of initial data. We introduce the

ab)

We view the canonical pair (ogp, 7
following Poisson bracket for (oq, ™

as

(Gaplt, 21), 0ualt,2)} = 0

(owlt,m), 7 m2)) = 3 (5,560 +6,%6,°) 62(ar — 22)

{70t 21), 7(t, 22)} = 0. (B.5)

We define the Hamiltonian as
H= / d?2(7®6 4 — L) + boundary terms
= /dzw(N”H + %H,) + boundary terms (B.6)
with

Vo(R+2)

1 1
H = 167G —=(1%Pmgp — 7%) —
GG e =) — e
1
H, = —21/o Db <ﬁ%b> , (B.7)
where T = 04,7, and the covariant derivative is acted as if %ﬂ'ab is a tensor. And we point

out that the H, H, appearing in (B.6) are actually constraints which satisfy

H=0
Ha = 0. (B.8)
So far, we have recast the pure AdS3 gravity into the canonical formalism, which is specified

by the set of initial data (o4, %), the Poisson bracket (B.5), the Hamiltonian (B.6), and
the constraints (B.7), (B.8).
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For the applications in other places, we equivalently represent the set of initial data as
(Oap, Kap). With this set of initial data (045, Kqp), we represent the Poisson bracket (B.5) as

{ow(t,z1),004(t,x2)} =0

1
{oa(t,z1), Kea(t, z2)} = 87G(04cObd + TadTbe — 20ab0cd)752($1 — x2)

\/>
(Kot 1), Koat, 29)} = 857G (00 Kot — Kabacd)\%dz(xl — 22), (B.9)

and the constraints (B.7) as

1 ~
= 6 Vo(K®Ky — K2 — R—2)
1
Ho = —%\/EDb(Kab — Kog). (B.10)

C The derivation for the equations of the variation of the geodesic and
the normal frames

In this appendix, we provide a detailed derivation for the equations of the variation of the
geodesic and the normal frames.
First, we derive the equation of the variation of the geodesic. As we know, the geodesic
equation is
d?xH dx¥ dx”

752 + 1%, (z(s)) I ds = 0. (C.1)

By taking a variation, we get

d? dx¥ dx” dx¥ dxP dx¥ d
2 Sk % A 1% 1% Sy —
ds2533 —l—@,\f‘yp(x(s))(hc (s) 75 ds +69I’l,p(1:(s)) 15 ds +2FVP(QZ(S)) s dséaz 0,

where 9,1}, denotes the variation of the Christoffel symbol generated by the variation of
the metric, which equals to

1
591—‘5,0 = §gua(vl/59po + vpdguo - Va5gup)- (C?))

We now rewrite (C.2) into a covariant form. We need the following results, which are the
action of covariant derivatives on dx* along the tangent direction, as

o d dz¥
e*Vort = £5x“ + F’lfp I oz’ (C.4)
and
d? dz¥ d dz¥ dx°
« BV 36at) = — bzt + 2TH — 2P + 9, TH = b
¢"Va(€"Voz") PR 7 A P
d?z” \ dx¥dxf
+F/ij dsg (5xp—|—f‘5>\rpa%g5x . (C5>
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By applying (C.5) to (C.2) and taking use of (C.1), we get the equation of the variation
of the geodesic as

Vo (e Vgozt) + Rm“ﬁéazl’eaeﬂ + %Fgﬁeaeﬁ = 0. (C.6)

Second, we derive the equation of the variation of the normal frames. By definition, the
basis of the normal frames satisfy the parallel transport equation

dx®
b
Is VoV 0, (C.7)
or equivalently written as
d dx”
Iz 1 Plg) —
dsv + 1, (z(s)) T VP(s) =0, (C.8)

where V# represents (W4, (e +(@n p(2)e By taking a variation of (C.8), we get

LV 0T (2(9)507 (5) S VP (s) + 8,1 () S VP (s)
L () 402 VP (s) £ T (a(5) “osVP(5) =0. (C.9)

We now try to rewrite (C.9) into a covariant form. We first notice that V#(s) 4+ dV*#(s) and
VH(s) are defined at different locations, which are at z#(s) 4+ dz*(s) and z#(s), respectively.
Therefore, it is reasonable to introduce the following definition

8OVH(s) = GVH(s) + T, (z(s))dz" (s) VP (s), (C.10)

which measures the relative difference between V#(s) + §V#(s) and the parallel transported
VH#(s) from z#(s) to z#(s)+dx*(s). Moreover, as the derivation of the equation of the variation
of the geodesic, we also act a covariant derive on §(9V# along the tangent direction and get
d dz” d d
Vb IVH = 6V + 0,TY, = —0a" VP + T, = da" VP 4 Tl ga” VP
dz

0V, (C.11)

dz¥
NG
Nz ds

By applying (C.11) to (C.9) and taking use of (C.8), we get the equation of the variation

SVP + r;r;a

of the normal frames as

Vo0 OVH + R, M 0a" e VP 4 5,TH eV = 0., (C.12)

D The solution for the equations of the variation of the geodesic and the
normal frames

In this appendix, we solve the differential equations (3.13), (3.14) for the variation of the
geodesic dz# and the variation of the normal frames 697Dk §)pMe §0)72u 5e)p(2n

We first solve the differential equation (3.13) for dz#. For convenience, we take a
decomposition with respect to the orthonormal frames (é,7(®" () as

dxt(s) = C°(s)e!(s) + C’T(i)(s)T(i)“(s) + C”(i)(s)n(i)“(s), (D.1)
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for ¢ = 1,2. Here, because of the relation (2.5), the Cs satisfy the following relation

CT(Q)(S) = cosh( - C’T(l)(s) +sinh¢ - (s)
C”(Q)(s) = sinh - C’Tm(s) + cosh ¢ - cnt (s). (D.2)

By applying (D.1) to the differential equation (3.13) and also taking a decomposition for
A1),

(3
the differential equation (3.13) with respect to (é, n@), for i = 1,2, we get the following

differential equations

d? 1d
e - a,B —

7{1 2C + 2 ds (690466 € ) 0
P o e d a @By L L (i) a8
dSQC —C — (5gaﬁe T ) + 57’ V75ga56 e’ =0
& o d @8y _ L Gy 8

n _ TL o « 7 _ ? o @ = U, D3

20" T T g 09ase ) = 5V, 0gageten = 0 3

for i = 1,2. Here, the differential equations in (D.3) are decoupled from each other, and
can be solved as

) = 3= / Bgp (@) + s [ g a(@)ere’

52758 C®(s1) + S C(s2)
82 — 81 §2 — 81
CTU) (s) = M ds (Cosh(g— 81)59a/3($(?9))€a7’(im + ! sinh(s — Sl)T(i)wv“Yagaﬁ(x(a)eaeﬁ)
sinh(s2 — s1) o 2
sinh(s —s1) [** o B8, 1. (OF B
— ds | — cosh(sz — 8)dgap(x(s))e” T " + = sinh(s2 — )7V dgap(z(5))e”e
sinh(s2 —s1) J, 2
sinh(s2 —s) ;@ sinh(s —s1) +®
sinh(s2 — s1) (s1)+ sinh(s2 — s1) ¢ (s2)
" 5) = B0 [ (comh (G 5116005 (2()en VP + 2 sinh (G 51)n 7V 5g0s (2(R))e"e”
sinh(s2 —s1) J, 2

L—% / a5 (cosh(s2 = $)3gaa(#(3)en 7 = 3 sinh(s2 — Hn TV, 5g0s (2(3)e”e” )

sinh(s2 — s1

(52 =) ont (g, 4 SIS Z51) om0 ) (D-4)

sinh(s2 — s1) sinh(s2 — s1)

Here, the Cs appear in the right hand side of the equations are the boundary values at s1, so
of the Cs in the left hand side. They also satisfy (D.2), which can be explicitly written as

s1) = cosh ¢ - CT()(81 +sinh ¢ - o

) (s1)
) + cosh ¢ - cn (s1)
s9) = cosh ¢ - CT( >(32 sinh ¢ - Cn(l)(82>
) =sinh ¢ - CT(I)(SQ + cosh ¢ - Cn(l)(SQ).

S1

)
S1

)
)
)+
) (D.5)

These boundary values of the C's are nothing else but some linear combinations of the
components of dz#(s1), dx*(s2), which, as mentioned in subsection 3.3, are allowed to appear
in the solution.
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We next solve the differential equations (3.14) for §() 7MWk 5 MW 57 2u - 5e)p2n,
We also take a decomposition as

c 7 e n () 7
5@ )M(S) = C(T(i))(s) H(s) + C(T(z))( )T (@ H(s) + C(T< )( s)n ()M(S)
c)., (i e (%) n(®) i
5n! )“(S) = C(n(i))( s)et'(s) + C(n(z )( )T ()H<3) + C( (z))( s)n ()H(S)a (D.6)
for i = 1,2. By applying (D.6) in (3.14), we then get
d

25 S

d .o 1d
df (T(i)) 2d (59(137-()

i 1 .
—o §T(Z)va5ga56aeﬁ =0

()’8):0

domo 1d (e, (D8) 4 L (i) @B _ L Gy a ()8 _
dsC( )+2d8(5ga57' n )+27' V,0gase“n on V,0gape*T 0
d e n(?) 1 ) «
—Cluoy +C" + 5n< NV, 8gapete? =0
d .o 1d

, 1 . , 1 . .
(59a,87( )an(%)ﬁ) + 57(1)7V75ga560&n(t)5 _ ,n(l)vvwggaﬁeo%(%)ﬁ -0

ds () 2ds 2

o —Cf, (z))+ 5 s (59aﬂ”() nM8) = o,

for i = 1,2. We can solve these differential equations (D.7) as

. _[* [ —cosh(sy —s)cosh(5—s1) + cosh(sz — 3) o (1)3
C(T(l))(s) = /S1 ds < N p— 09ap(x(5))e*T

_ cosh(sz — s) sinh(3 — s1) +sinh(s2 —
2sinh(sy — s1)

e ==L [ 5 (— conh(sn — iganta(denr

701 Sgap(a(@)ee?)

Sinh(SQ — 81)
%smh(sz—s) My ~0gap(x(5 ))6%5)

cosh(sg — s1) — cosh(sg cosh(s —s1)—1

+Clayy(s1) + — 8)07(1)(51) + ™ (s2)

sinh(sy — s1) sinh(sy — s1)

1 1
599a5(@()T 07T = Z5gag(a(s) T 4 O (1)

e
Crran(s) =5

n(1) 1
C(T(11))(3) / ds (—27'( )"/v 6gaﬁ( ( ))@ n( )IB+ 2TL( )'Yv 590{5( ( ))6 T(l)ﬁ)
_ §5ga5(x(s))7(l)an(l)5 + 5(Sgag(gc(s 1)) rMep (B +CJ. (1))( 1), (D.8)

for 6@k,

— cosh(sy — s) cosh(s — s1) 4 cosh(sy — 3) ()8
Couny(@) = [ a5 ( e Sg0s ((3)e"n

- cosh(oa —a) (3 1) (52 25) 019
799

2sinh(sy — s1)
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cosh(s—s1) —1

a5 h 5 (18
sinh(sgy — s1) /S 5 (_COS (s2 —5)0gap(x(s))e"n

1
4 sinh(ss — 5)n01Y, S (a3 ))eaeﬁ>

cosh(sg — s1) — cosh(sg cosh(s —s1) —1

O (1) =5 en® (51 - o™ (s2)

sinh(sy — s1) sinh(sy — s1)

A1) 1 a
rn(s) = [ (=577 s @)emn 7+ Sn 1T s a(@)enr V)
« o 7-( )
280 (2() T — Ligop(a(s1))r Vom0 + 070 (1)
(D) 1 a 1 a (D)
Oty (5) = — 3803 a(5)n 0D 1 g5 ({51 *nMP 1 Op) (s1), (D)

for 5(6)71(1)#’

cosh(sg —s) —1

C(T(z))(s) - sinh(Sz - 51)

/31 ds (cosh(s—sl)égaﬁ( (3))e® ~(2)8

—i—% sinh (3 — 51)72 V09 (x(3 ))e“e’g)

52 (/cosh(s — s1) — cosh(s — s1) cosh(sg —3) o (2)8
+/ ds ( sinh(s2 — s1) 09ap(2(3))e"T

sinh(s — s1) + cosh(s — s1) sinh(sg —

) 1O S gas(2(3)e” &)

cosh(sg — s1) — cosh(s — s1)

2sinh(sy — s1)
cosh(sy —s) —1

+2)
sinh(sy — s1) e (s2)

CT(Q) (81) .

T C(T(2>)(82) N sinh(sg — s1)

1 1
iy () = 509a3(2())7 D7D = Z5g05(w(s2))r TP 1+ CT) (52)
1 ~ o
Koye) = [ d5 (572 8g0a(a@)en®? — Sn, 5gas(a(3)e P )
— 5303 ()TP P S (a(52))rPnP 4 OB (52), (D.10)

for 6@k and

cosh(sa —s) —

: 1 /: ds (cosh(g— 51)59a5(:1:(§))ean(2)5

C(en(Q)) (8) = -

sinh(sg — $1

g s )0V s e 3"’

52 (/cosh(s — s1) — cosh(s — s1) cosh(sg —3) 2)8
+[as( ey 3505 (2()en

sinh(5— s1) + cosh(s — s1) sinh(sg —

5) a
2sinh(sy — s1) TV 109as(@(8))e eﬁ)

cosh(sg —s)—1 cosh(sg — s1) — cosh(s — s1)

e n(2) n(2)
O () T g ey © VT sinh(sz — 51) o (=)
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52 » 1 " o
Cirtnn() = [ a5 (5727 V. bg0p (@) n®? = SV G al@)e )

1 « CM T(
+*59a6(33(5))7(2) n(2)ﬁ_§5ga6(3/’(32)) 7@ (2)f3+0( (2))( 2)

n a 1 n®
Cin (2))( 5) = 5ga5( (s))n@ n(2)5+§5ga5(9«"(82))n” ()B+C(n<2)( 2), (D.11)

for 6(n(2#_ Here, the boundary values of the Cs, that appear in the right hand side of the
equations in (D.8), (D.9), (D.10), (D.11), are some linear combinations of the components of
dxt(s1), ozt (sz), 6©@TMr(s1), M (sy), 572k (sy), §©nr(sy), which, as mentioned
in subsection 3.3, are allowed to appear in the solution. Moreover, by applying the orthonormal
conditions (2.4), we can get some relations for these boundary values of the C's, which we
will explain in the following two paragraphs.

We will need §(©e# in deriving the relations for the boundary values of the Cs. So we
now compute 6(9e# from dz#. We first read out 5(0)‘1;—: from dx* as

dxt d dxP
Q2% _ 52 op B SV
0 7 6dS:c + I, 0z 7
= e"0,0xt + T 6x"el
=e'V, 0z"
d d d &
= —C%H* + —C7 O 4 — ok D.12
as” ¢ s Tt (D-12)
where, in the second equation, we have used
daxt
b= D.13
ef = — (D.13)

We can then read out 6(9e# from 5(0)%. Remember that we have chosen the parameter s to
be the proper length up to a shift for the geodesic z#(s) in the unvaried metric g, and to be
the affine parameter for the geodesic a#(s)+dx#(s) in the varied metric g, + g, so we have

d

— = et

ds
i(x“ + dzt) = (14 0Ap)(e" + det), (D.14)

S

where § Ay is a constant along the geodesic. From the two equations in (D.14), we can derive

—o = 0Ageh + 5 et (D.15)

0\
The decomposition in the right hand side of (D.15) can be uniquely fixed by the normalization

of the tangent vector. Specifically, by taking a variation on the normalization condition
of the tangent vector

g (z(s))e!(s)e”(s) = 1, (D.16)
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we have
0 = dgyu(x(s))e” (s)e” (s) + 62°(s)Opgun (x(s))e" (s)e” (s) + 29 (x(s))de" (s)e” (s)
= 09, (2(5))e”(s)e” (s) + 269 e (s)e,(s). (D.17)
From (D.12), (D.15), (D.17) together with (D.4), we then read out

1 52 1
6Ag=(—— [ d35 8))ee ) — e
! (2(52_51)/81 SBga5(a(®)ee” ) = L C(s1) +

¢ D.1
o C), (D

and
8t = O et + Cpy 7O 4 O nOn, (D.19)

where

e 1 (e
Cloy(s) = —509ap(x(s))e e’

cosh(sz — s)

S . . 1 » .
. Ee\ee 2 . _ a (DB | = o _ (3)y o B

Chy (s) = Sinh(ss — 1) /S1 dg(coa.h(s $1)0gap(z(s))e " 4+ 3 sinh (s — s1)7"7V,8gas(z(5))e e )

cosh(s —s1) [ o B 1 (i) a B

N — dg(— cosh(sa — 8)dgap(z(5))e* """ + 3 sinh(s2 — 8)7'"7"V,6gas(z(s))e%e )

2—581) J,
o_(iyp _ cosh(sz—s) . cosh(s —s1) .,
+0gas(w(s))e" sinh(s2 — s1) (51) + sinh(sz — s1) (52)
n () B COSh(82 — S) s ~ a_(i)B 1 . ~ ()7 a B

Chy ' (s) = Sinh(ss —51) /51 c[§(cosh(s 51)0gas(z(5))e™n'” + 3 sinh(s — s1)n"" "V, 8gas(z(5))e"e )

. 52 i .
cosh(s —s1) / dg(cosh(52 — 3)0ges (x(3))e*n P — % sinh(s2 —E)nm“’vﬁgaza(z@)eaeﬁ)

Sinh(Sz — 51)

cosh(sz —s) cosh(s = s1) on® (o (D.20)

n(®)
s+ sinh(s2 — s1)

_ a ()8 _
69,13(1’(8))6 n sinh(sz 781)
We are now ready to derive the boundary values of the Cs from the orthonormal
conditions (2.4), where, similar as equation (D.17), we need a variational version of the
orthonormal conditions. By taking a variation for the orthonormal conditions
) = 20 56 —

6.+ —

>

—#02 — @2 _ (D.21)
we get
gy ((s))et T 4 5(c)e“T(i)u +6@70ke, =0

85g,u(z(s))etnv 4 5(C)e“n(i)u +6@pDhe, =0
S (x(s))r v 4 5(6)7(1’)#”(@)“ 4+ §@pn 0

=
6guy(x(3))7-(i)u7.(i)u T 25(0)7_(1;)/1,7_(1')“ —0
5gpur(@(s))n D@ 1 25D ® — g, (D.22)
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for i = 1,2, and, by taking use of (D.1), (D.6), we equivalently represent (D.22) as

a, (2 7 (@)
dgap(z(s))e T8 _ Cly + C(T(l)) =0
enli n ()
6gap((s))e*n™’ + ClLy + Cf oy = 0

890 (@(s))rDon P 4 CEE) — CT ) =0

8gap(w(s))r Ve 8 — 2070 =

5ga5(x(s))n(i)a @8 4 20(71(7')) 0, (D.23)

for i = 1,2. By applying (D.8), (D.9), (D.10), (D.11), (D.20) in (D.23), we get the relations
for the boundary values of the Cs as

Chen) () = S5 / 5 (= cosh(s2 = $)3gas (@) 7 + L sinh(s2 = )71V bgas (2(3))e e )
s1

sinh(s2 — s1

cosh(s2 —s1) @ 1 e

(s1) + sinh(s2 — s1) (52)

sinh(s2 — s1)

Ca) () = o= / 5 (= cosh(sa = 3)0gas ((3)e™n 7 + 3 sinh(sz — Vo dgaa (@(3)e” )

sinh(s2 — s1

% ECIE ﬁ ? (52)
C@%)(sﬂ = CFT(<13>)(51) 4 6gap(@(s1))rPonMs
C(:i))(sl) §ga5(gg(51))7(1)‘17(1)3
C(;:>)(81) %6%6(95(51))”(1)&”(1)19’ D21

and

e 1 > ~ o @p Lo~ @)y o B
Clrey(s2) = _sinh(52—sl)/sl dg(cosh(s—sl)(Sga[g(:c(E))e T +§smh(s—51)r V~0gas(z(5))e“e )

1 @ cosh(s2 — s1)

- sinh(s2 — s1) (s + sinh(s2 — s1)

™ (s2)

Clpe)y(s2) = — ! ) / dfsv(cosh('svf $1)8gas (x(3))e*n PP + % sinh(s — sl)n@)vvwégalg(x(fs\))eaeﬁ)

sinh(sa — s1 .

ﬁ "o - % " (5)
C(Tvi?;>)(52) = C’(n-r((?‘z)))(w) + 59aﬁ($(52))7(2)°‘n(2>5
C<7(2>)(52) 5g05(x(32))7—(2)0‘7-(2)/3
C<71(2>)(52) = _%59046(1‘(52))71(2)0‘71(2)5. (D.25)

We now apply the relations for the boundary values of the Cs (D.24), (D.25) to (D.8),
(D.9), (D.10), (D.11), from which we get the final expressions of the variation of the normal
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frames as

Clran(s) = —% ) dg(cosh(g— sl)égaﬂ(:v(g))eaT(l)B + % sinh (s — 51)7(1)7V76ga5(:c(§))ea66>
cosh(s — s1)
sinh(s2 — s1) s

dg(— cosh(sz — 5)0gas(z(3))e* TP + % sinh(s2 —E)T(l)wvwégag(:c(@)eae'@)

cosh(s2 — s) o™

- cosh(s —s1) .,
sinh(s2 — s1)

sinh(s2 — $1)

(51)+ (52)

-0 1 §
Clrony(5) = 58gas(a(s)r Mo

n® s 1 a 1 o
Crity (s) = / @5 (37791800 @3N nV? 4 20V, 6g05 (0G)e 7 )

s1
1 - 1 a n®
- 55904,8 (33(5))7'(1) nWP 4 iégaﬂ (35(51))7'(1) nVP 4 C(T(1>)(51)7 (D-26)

for 607k,

_ cosh(s2 — s)
sinh(s2 — $1) s

s

Clnmy(s) = d(sv(cosh(gf $1)8gas (x(3))e*n P + % sinh(5 — s1)nY 7V, 0945 (ac(f@))eo‘e’8>

cosh(s —s1) [

coshis = s1) _ _ a8 L L sy — S a ﬁ)
Sih(ss —s1) ). cfsv( cosh(s2 — 8)8gap(z(s))e*n +231nh(52 $)n' TV 8gap(z(5))e%e

cosh(s2 —s)
sinh(s2 — s1)

cosh(s — s1)

eH)
N sinh(s2 — s1) " (s2)

(51)

() ? 1 o 1 o
Chatny(s) = / @5 (= 53707V 56905 @GN0V 4 301, dgas(@(®)e T )

1 o 1 o o)
+ 50905 (@()7 DD 4 25905 (a(s1)) T 0D 1 C7 (51)

CL(5) = ~agapaenn . (D.27)

for §@nMk,

_ cosh(sz2 —s)

Clran(s) = / dg(cosh(g— sl)égaﬂ(:v(a)ear(zw + % sinh (s — 51)7(2)7V76ga5(x(§))eae6>

sinh(s2 — s1)

cosh(s —s1) [

N -7 _ _ a _(2)B 1 . _ (2)~ o B)
sinh(sz —s1) J, dg( cosh(sz —5)dgas(z(s))e” T +251nh(52 DIV 6g0s(2(3))ee

cosh(sa —s) @ cosh(s —s1) @

(s1) + sinh(s2 — $1) (52)

B sinh(s2 — s1)

e 1 o
Clroy(5) = 58gas (a(s)r @7

o) 52 1 o 1 o
Pl (s) = / @5 (57 V1090p @) n®? = 2019, 6005 (2(3)e D)

—%5gaﬁ(ﬂ3(s))T(2)an(2)ﬂ+%(59&5(:5(52))7’(2)&71(2)’8+C(n7_((22)))(82), (D28>
for 6©+@k  and

e cosh(52 —s) s ~ a, (2)8 1 . ~ (2) e B)
2 - _7] - « a - v «@
C(n( ))(s) sinh(ss —51) ) Jg(cosh(s s1)dg g(m(gﬁ)e n + 5 sinh(s — s1)n V409 B(x(fs))e e

cosh(s —s1) [°

sinh(s2 — s1) s

dg(— cosh(sz — 3)6gas(z(3))e*n®? + % sinh(s2 —E)n(z)vvvégalg(m(?ﬁ)eaeﬁ)

cosh(s2 — ) ., (51) cosh(s — s1) on® (52)

sinh(s2 — s1) ~ sinh(sz — s1)
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) 52 1 o 1 o
Clin(s) = / @5 (57 V1090p @) n®? = 2019, 6005 (2(3))e D )

1 « 1 a n®@
+ 50905(@()7 NP 4 Z5g05(a(s2) TP 7 4 1L (52)

e

Ol (5) = = 3 8gap (2(s)n 7, (D.29)

for 6(9n(2)1 33 For the application in subsection 3.3, we also provide the explicit expressions
2

for C’(”T((ll)))(sl), C(i((z)))(s?) as

C?T(<11)>)(31> = 5(6)7(1)“(81)n(1)u(81)
0@(2»(52) - 5(c)7-(2)u(52)n(2)#(52)_ (D.30)

E The preserving of the constraints under the system’s evolution
generated by the twist

In this appendix, we verify that the system’s evolution (3.36), which is generated by the
twist, indeed preserves the constraints (B.8). Precisely speaking, our goal is the following.
We start from an arbitrary choice of the set of initial data (o4, Ka), that satisfies the
constraints (B.8). We then take an evolution on the set of initial data in terms of (3.36),
and act this evolution on the constraints (B.10). We would like to verify that this evolution
on the constraints indeed vanishes.

For convenience of the computations, we make a special choice for the quantities p, e?,

a

n® in a finite region around the geodesic v. Here, we still use the definition of p below

equation (3.7); we choose n® to be
Ng = Dqp, (E.1)

which works not only on the geodesic v but also on the finite region; we then determine
e® from n? through the orthonormal conditions

oape’e’ = ognnt =1

Tape®n® = 0. (E.2)

Under such choice of e%, n®, we have more relations for their derivative. Here, we only list
two of them for the following discussion, including

Dge* =0, (E.3)
which works for the finite region around the geodesic -y, and

Dgeply = Danply =0, (E.4)

33 Actually, most of the expressions in (D.26), (D.27), (D.28), (D.29) can be directly read out from the
variational version of the orthonormal conditions (D.23). Here, we instead view this shortcut as a crosscheck
of our systematical computation.
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which only works on the geodesic v. We can directly check the relations (E.3), (E.4) in the
Gaussian normal coordinates, where the induced metric are represented as

oapdzdz® = dp? + 1(p, s)%ds?, (E.5)
with?*
l(p=0,s)=1
Opl(p=0,5) =0, (E.6)

n® = (1,0). (E.7)

We are now ready to compute the action of the evolution (3.36) on the constraints (B.10).
First, we compute the evolution on H as

AH =T+ 11+ III + o(N), (E.8)
where
1 ~
I= K%K, — K?>— R—2)0™A
397G \ﬁ( ab R )U Omn
1 _
I = Nz ((—2K‘"”K”m +2KKY + R Acy, + 2(K — Ka“b)AKab)
167G
— L _panbd 2/ _ab
I = 167rG\/E( DD Aoy, + D (0" Acw)) (E.9)

and the Aoy, AKy in (E.9) should be interpreted as being applied with (3.36). With
some computations, we get

I=0
IT = o(A)
III = o(\), (E.10)

where we have used (B.8), (B.10), (E.1), (E.2), (E.3), (E.4), the last equation of (3.31), and

- 1 -~
Rap = 5o R (E.11)

which can be derived by noting that in two dimension the Riemann tensor only has one
independent component as

Roped = §<Uacabd — 04d0bc)R. (E.12)

34In (E.6), the first equation can be realized by a proper reparametrization of the coordinate s, and the
second equation is because the curve p = 0 is a geodesic.
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By applying (E.10) to (E.8), we get
AH = o(N). (E.13)

Second, we compute the evolution on H, as

AHy =T+ + 11+ IV + V + o()), (E.14)
where

= —me (Kap — Kogp)a ™ Acmn

1= ﬁ\f oAoyp DY(K," — K6,°)

I = S—ﬁpb(fmoab — K™ A0 0oy — AKgp + 0™ AK 1 0ap)
= 7\F0—bcAFm( mb — Kamb)

ﬁf oo AT (Kam — Koam), (E.15)

the AFCb in (E.15) is determined from Aoy, as
1
AT, = §UCd(DaAde + DpAcaqg — DgAogy) + o(N), (E.16)

and the Aogp, AKyp in (E.15) and (E.16) are interpreted as being applied with (3.36). With
some computations, we get

I1=0

1= /o\ (=€’ Dy(Kyne™n™) + nP Dp(Kpnn™n™)) §(p)eq
— VoMP Dy (Kpne™n"™)d(p)ng + o(X)

Il = —\/oAK;nun™n"" 6" (p)eq + 2/ 0 AK e n"* 8’ (p)ng
+ Vo (P Dy (K pne™n™) — nP Dy (Kpmpn™n™)) 6(p)e,,
+ VoA (2nP Dy (Kpyne™n™) — €2 Dp(Kpnn™n™)) §(p)ng + o(N)

IV = —/oAK €™ n"" 8 (p)ng + o(N)

V = VoMK yn"n" 8 (p)eq — VOAK e n™ 8 (p)ng + o(N), (E.17)

where we have used (B.8), (B.10), (E.1), (E.2), (E.4), the last equation of (3.31), and
ATS, = —81GAnanpecd (p) + o(N) (E.18)

which is computed from (E.16) together with (E.1), (E.4). We also point out the follow-
ing relation

(NP Dp(Kmne™n™) — e? Dp(Kpmpn™n™)) |,Y =0, (E.19)
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which can be derived from contracting the second equation of (B.8) with e?, restricting to
the geodesic v, and taking use of (B.10), (E.2), (E.4). By applying (E.17) to (E.14) and
taking use of (E.19), we get

AHq = o(N). (E.20)

From the equations (E.13) and (E.20), we verify that the evolution generated by the
twist represented in (3.36) indeed preserves the constraints (B.8).

F More on the example appearing in subsection 3.5

In this appendix, we study more on the example appearing in subsection 3.5. Here, we revisit
the equivalence check of the system’s evolution on a general Cauchy surface that contains the
y-axis. From the computation, we also manifest how the evolution of the extrinsic curvature
in (3.36) arises from the relative shift.

We first clarify some conventions. We denote the coordinates of the three dimensional
spacetime as = = (¢, z,y), and the coordinates of the Cauchy surface as =% = (p, s). Here, p
takes the definition below equation (3.7), and s is another coordinate of the Cauchy surface.
We also denote the embedding of the Cauchy surface as x*(Zx).

With these conventions, we now represent the set of initial data for the original sys-
tem (3.37). We first introduce the future-pointing normal vector 7(®#(z) of the Cauchy
surface for the original metric (3.37), which satisfies the following conditions

oty - 0T
77uv7'( () 5ma =

N OH(E)TO () = 1. (F.1)

With the embedding of the Cauchy surface z#(z) and the normal vector 7(®#(z), we can
represent the set of initial data for the original system (3.37) as

(0) oxt dz”
%ab = o
(O v
K or °% Ox” (F.2)

b = g g

For the following application, we also provide the following relations on the y-axis for the
normal vector 7(O# ag

r<0)“(;ﬁ)5uy|p:0 =0, (F.3)
and for ey, n, as
oxt
a =—9,"
€ |p—0 ore ¥ =0
Nal g = 0a"- (F.4)
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Here, (F.3) is derived as

o) dz” a

e
ra
ox p=0

0= UW,T(

— rug v

Ay (F.5)

where we have used the first equation of (F.1), and the fact that on the y-axis the pushforward

of e® to the three dimensional spacetime is a% as

0 Ozt
e’ —
oz

— 5" (F.6)

p=0

The first equation of (F.4) is derived as

_ b
€a|p:O - Uabe ’p:O
Oxt Oz¥
= -~ €
v 5za b

B Ozt
= T g

p=0

6%

p=0

_ &UM(; y

= 5zau , (F.7)

p=0

where we have used (F.2) and (F.6). The second equation of (F.4) is from (3.9).

We now switch to the study of the set of initial data for the evolved system (3.39). Before
doing the computation, we would like to first reformulate the question to a more convenient
version. The current question is to compute the set of initial data on the Cauchy surface z*(x)
for the evolved system (3.39), where the evolved system (3.39) is the pullback of the original
system (3.37) by the diffeomorphism (3.38). While, our reformulation is to view the Cauchy
surface from a different perspective: instead of taking a pullback of the three dimensional
metric, we can take a pushforward of the Cauchy surface by the same diffeomorphism (3.38).
Precisely speaking, we view the Cauchy surface as the following embedding

2 (z) = 2#(z) — 8TGA*,0(p), (F.8)

in the original system (3.37). And the reformulated question is to compute the set of initial
data on this Cauchy surface. For the following discussion, we also provide the derivative
of (F.8) as

A en Ot
ore  9ze

— 8rGAG"5,75(p). (F.9)

We now study our reformulated question, namely to compute the set of initial data
on the Cauchy surface (F.8) for the original system (3.37). We first compute the normal
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vector 7()#(Z) from the following conditions

~ Arlev
mWT(e)u(gc)W =0
N M (2)7 (2) = —1. (F.10)
By applying (F.9) to (F.10), taking use of (F.3), and comparing with (F.1), we realize that
7(€)1(Z) has the same expression as 7(©H(Z)

@) = 70n(z). (F.11)

Since we are now in the flat spacetime (3.37), we can still use the following expressions
to compute the set of initial data

©) Ax(©r §ylelv
Tab = v "pza "9zb
. @ fpler
K(J(Lb) = N o oxb (F12)

By applying (F.9), (F.11) to (F.12), and taking use of (F.2), (F.4), the last equation of (3.31),
we get the set of initial data for the evolved system

o) = 00 — 87GAS(p) (€amy + naes) + o(A)
K = K — 87GAS(p) KO n" namy, (F.13)

which is precisely the system’s evolution represented in (3.36).

G Deriving the brackets of the boundary stress tensor

In this appendix, we derive the brackets of the boundary stress tensor. Here, the derivation
is based on the asymptotic symmetries and their charges.
G.1 Asymptotic symmetries and their charges

Before deriving the brackets of the boundary stress tensor, we first review the asymptotic
symmetries and their charges.
Under the Fefferman-Graham gauge, the asymptotic symmetry can be represented as

an infinitesimal diffeomorphism

Afg,uu = Eﬁgm/; (Gl)

whose diffeomorphism parameter has the following expression

2 = L2 W) + (V)

2
152 374y (V)
o 5 v B c Vv un
& =40+ 38 24Ty (U) Ty (V) V=1 B2 Ty (U)Tyv (V)1 )
172 374
& = (V) + 7 iy pe— L COR L)

1 - 8 24Ty (U) Ty (V) 1 - 8 24Ty (U) Ty (V)™

(G.2)
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Here, the Tyy, Tyy are the boundary stress tensor of the general solution (4.1) on which
we act the diffeomorphism. And the asymptotic symmetry has the following action on the
boundary stress tensor

AcTyy(U) = & (U) Ty (U) + 265" (U) Tuo (U) + 132551/"([])
BTy (V) = & (V) Ty (V) + 265 (V) Ty (V) + S8 (1), ey

In the remaining part of this subsection, we will compute the charge of the asymptotic
symmetry with the covariant phase space formalism.

We first recast the pure AdS3 into the covariant phase space formalism. Specifically,
we need to compute the symplectic form. (Here, we use the convention in [37].) Following
the standard procedure of the covariant phase space formalism, we rewrite the Lagrangian
density in the differential form as

1 1
L = o (R4 2) g6 Adatt A de', (G4)

We take a variation of the Lagrangian density and represent it as

5L = EM8g,, + d®©, (G.5)
where
v 1 v 1 v v 1
2 g— e —RMY + 5Rg“ —|—g” ?6#0/11#2(137”0 A dxtt A drh?
7[- .
@ = % (gﬂpvy(sguy - vp(glujdguy)) 6p“1#2dx/ﬁl A dﬂ]’u2. (G6)

And we finally define the symplectic form as

Q- /E 50, (@.7)

Here, ¥ can be any Cauchy surface with a proper asymptotic behavior.
Having defined the symplectic form, we now compute the charge of the asymptotic
symmetry. Specifically, we need to compute the ()¢ from the following equation

—X¢ - Q= 6Qe, (G.8)

where

5
X = / d*rLe gy () 5 (G.9)

9w ()’

with £# given in (G.2). We first take a reformulation for the left hand side of (G.8) as
—Xg-Q:/ X, 60
b
= —Lx.0© +6X:- O
| (~£x@+3xc-©))

:/Z(—£5®—X55-®+5(X5-@))
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= [ (~¢-d0—d(c-©) — Xsc-© +3(x - ©))
= [ (~¢-oL—d(c- ©) ~ Xee - ©+5(Xc - ©))

:/Za(xg-e—g-L)—/E(X(;E.e—ag.L)—/aEg.e. (G.10)

Here, we have used the Cartan’s magic formula, the covariance of the symplectic form, (G.5),
and the equations of motion. We now compute the three terms in the last expression
of (G.10) respectively as

1
. — . = Hep P eM 12
/Ea(Xé ®—¢ L) 5/@2 o (V= VP )y

=~ [T @) ) - - [avsre g W), @)

and

1
/2(—1)()((Sg @—6¢ 1) = /az(_l)327rG(W5§p VPO epugdz? = 0, (G.12)

and

1
| (D€ 0 = [ (1)1 (0 V8 — V(939 e =0, (G13)

where, in deriving these equations, we have used the equations of motion, the general solu-
tion (4.1), and the diffeomorphism (G.2). Applying (G.11), (G.12), (G.13) to (G.10), we get

1 1
~Xe- Q= o [T ) - 5 [VeT V1), (G1a)
Moreover, by applying (G.14) to (G.8), we get the charge of the asymptotic symmetry as
1 1
Qe = —5- [ WTwu ) W) - o= [ Vv (VI (V) (G.15)

G.2 The brackets of the boundary stress tensor

Having reviewed the asymptotic symmetries and their corresponding charges, we now derive
the brackets of the boundary stress tensor. Since ()¢ is the charge of the asymptotic symmetry,
we have the following relation between the bracket with Q)¢ and the action of the asymptotic
symmetry as

{g;u/v Qﬁ} = Aggum (G]_G)
and
{Tvv(U), Qe} = ATy (U)
{Tvv(V), Qe} = ATy (V). (G.17)
By applying (G.3), (G.15) to (G.17), we can directly read out the brackets of the boundary

stress tensor as

{Tyu (U), Tyu (0)} = —2r [fza'"w —0) + 2Tyu (V) (U — 0) + Ty (U)3(U ~ U)}

(v (V). vy (7)) = =2m |56 (V = V) + 2Ty (VIS = 7) + Ty (V)S(V = 7).

(G.18)
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H Killing fields

In this appendix, we review some relevant properties of the Killing fields of the vacuum solution

dz? — dudv
2 _
We list the independent Killing fields as
s 0
S(u—1) = 0
goy=1,9 ., 9
w0 = 579, ou
o 8 2 a 2 a
§u1) = uzg- +u u +z 90 (H.2)
and
S 0
§(v,—1) = e
gt 0,9
@0 =279, ov
I~ 8 2 a 2 8
5(’0,1) = ’UZ& +z % +v %7 (H3)
which correspond to the following global conformal Killing fields as
0
A — g0t
M (u,i) U ou
4, 0
Ao o= Tl HA4
N(v,1) v v ( )
We provide the following property of the Killing fields on their derivative
Vil (uiyy = _eulmg(u,z')p
vug(v,i)u = E;wpf(v,i)py (H5)

where the €, is the volume form whose orientation is specified by its non-zero components as

1
€ = € = € = —
2uv uvz vzU 9,3
1
€zou = €vuz = €uzv = _2723' (HG)

We also use the Killing fields to represent the tangent vector of a geodesic. Here, we
consider a spacelike geodesic v connecting two points (uj,v1), (u2,v2) on the asymptotic
boundary with

Ul > U9
v < V. (H.7)
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The geodesic v can be represented as

z(s) = %\/(m — ug)(vg — v1)

ug —up sinhs  up + us

u(s) = 5

vg — vy sinhs vy 4+ v2

1
cosh s

cosh s 2

_ H.8
v(s) 2  coshs 2 (H8)
with s being the proper length up to a shift. And the tangent vector of geodesic v is
daxt
= _— H.9
=2 (1L.9)

where z# = {z,u,v}. We directly provide two Killing fields to represent the tangent vector
of the geodesic v as

é o 2 é B 2(11,1 + UQ) o 2uiug 2
(u7e) - ul _ u2 (uvl) ul _ ’UQ (uvo) ul UQ (u7_1)
. . 2(v1 + v2) 2 20109 2
= — — _ H.10
Elv,e) — 1) p— £(v,0) — lv,-1)5 (H.10)

which can be equivalently represented by their corresponding global conformal Killing fields as

2(u—uy)(u—ug) 0

Mue) = U1 — U2 %
. 2w-—wv)(v—uv2) 0
N(v,e) = vy — U1 ov (Hll)

We can directly verify that the Killing fields g(uﬁ), é(ue), when restricted on the geodesic
v, indeed coincide with the tangent vector of the geodesic v as

é(u,e)|,y = é(v,e)|,Y = é|'y (H12)

I The incompatibility between the system’s evolutions (3.8), (3.36) and
the asymptotic boundary conditions (6.1)

In this appendix, we use a concrete computation to show the incompatibility between the
system’s evolutions (3.8), (3.36) and the asymptotic boundary conditions (6.1). In particular,
we act the system’s evolutions (3.8), (3.36) on the vacuum solution, and we find that the
evolved system is not compatible with the asymptotic boundary conditions (6.1).

We now introduce the setup. We introduce a coordinate system (Z,7,X). In this
coordinate system, we choose the Cauchy surface ¥ at T'= 0. We choose the end points of
the geodesic v on the asymptotic boundary at ("= 0,X = —a) and (I'=0,X = a). And we
choose the unevolved system to be the vacuum solution represented as

dZ? — dT? + dX?

2 _
ds® = 72

(L1)
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For the following discussion, we also provide some structures for the vacuum solution (I.1).
First, we point out that the geodesic 7 is on the Cauchy surface ¥ and is located at

7 =Va® - X2, (1.2)

for —a < X < a. Second, we express ¢4, n, on the geodesic as

X 1
«h=\"2z'a

na = (-3.-27). (1.3)

(a—VZ2+X2), (L.4)

Third, we choose p to be

and we compute 6(p) as
3(p) = \/af_p (6(x+Va2=22) 445 (X~ Va> = 27)), (L5)
for 7 < a.

Given these structures, we now compute the system’s evolutions (3.8) and (3.36) on
the set of initial data. In particular, we only focus on their actions on special components,
from which we show the incompatibility between the system’s evolutions (3.8), (3.36) and
the asymptotic boundary conditions (6.1).

First, we consider the system’s evolution (3.36) and we focus on its action on ozx. By
applying (1.3), (I.5) to (3.36) and by taking a small Z expansion, we get the evolution on oz x as

Agux = Mogx = A [—SWG; (5(X +a) + (X — a)) + O(Z)} +o(\). (L6)

The expression (1.6) explicitly shows the incompatibility between the system’s evolution (3.36)
and the asymptotic boundary conditions (6.1).

Second, we consider the system’s evolution (3.8) and we focus on its action on Kxx. By
applying (1.3), (I.5) to (3.8) and by taking a small Z expansion, we get the evolution on Kxx as

AKxx = A {SWG; (5(X +a) + (X — a)) + O(Z)] o). (L7)
And by comparing (1.7) with (B.3), we then get
1 1
Agrz = ABz = A {SWGZ (X +a)+6(X —a))+o (Z)] + o(N). (1.8)

Here, we have also used the following expressions of the connection of the induced metric
for the unevolved system

F%Z = _% F%X = F)Z(X = % (1.9)
And we have assumed

Agu =A-0 <> +o(N). (1.10)

The expression (I.8) shows the incompatibility between the system’s evolution (3.8) and
the asymptotic boundary conditions (6.1).
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