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#### Abstract
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## 1 Introduction

Since the construction of a covariant open string field theory by Witten [1], attempts have been made to find a similar framework for the superstring. Witten's own proposal [2], which makes use of the BRST operator $Q$, together with the picture changing operator (PCO) $X$ and the inverse PCO, $Y$ of the Ramon-Neveu Schwarz (RNS) formalism, turned out to be inconsistent [3] and modifications of this proposal [4, 5] were shown to suffer from similar problems [6]. The inconsistencies manifest themselves as singularities in the form of the gauge transformations and the propagators of these theories, where string fields are multiplied using Witten's half-string product and $X$ is inserted at the vertex midpoint. The source of the problems is the divergences due to the collision of PCOs inserted at the mid-point, that is, it is related to the special role played by the mid-point in theories based on Witten's star product and to the existence of picture number in the RNS formulation of the superstring [7]. Explicitly, since the picture number is related to a redundancy in the description of vertex operators, the common lore was that a string field should be fixed to a particular value of the picture number. Then, PCOs had to be added to the action and to the gauge transformation. In order to retain the algebraic structure of the bosonic theory the PCOs had to be inserted in the string mid-point. Whereas the mentioned problems were resolved for the Neveu-Schwarz (NS) sector in Berkovits' formulation [8], a covariant solution for the Ramond sector was still lacking due to the different picture numbers that are assigned to the different sectors.

A different approach was introduced in [9] (see also [10, 11]). Here, the picture number is not fixed and the redundancy is treated as a gauge symmetry. This approach was named "democratic", since all pictures can influence the physics. The democratic theory resolved the problems with the gauge transformations while naturally unifying the NS and Ramond (R) sectors. Other formulations of superstring field theory can be obtained as partially gauge fixed versions of the democratic theory. Hence, one could claim that beside the natural unification of the various sectors this theory has the additional advantage of manifesting a symmetry of the first quantized theory.

Another approach was later introduced by Erler, Konopka, and Sachs (EKS) [12]. There, the mid-point insertion was replaced by a smeared form of the PCO, which is naturally obtained from the line integral of the $\xi$ operator that was introduced in [13] for relating the Berkovits formulation in the large Hilbert space and a regular formulation in the small Hilbert space. This construction resolved the singularities. The price to be paid was that the theory was no longer cubic. Instead an $A_{\infty}$ structure had to be introduced. Following [12], many papers appeared with improved proposals for superstring field theory actions and relations among different theories (see, e.g., $[14,15]$ and $[16,17]$ for recent general reviews of string field theory).

While this construction can be generalized to include also the Ramond sector at the level of the equations of motion (EOM) [15], it is not so simple to define a kinetic term at the level of the action for the Ramond sector, since it is related to the notoriously hard problem of integration over the zero modes, which can be taken into account by restricting the state space appropriately $[18,19]$. A fundamental breakthrough came from the realization that interactions may be consistent with this projection. This allowed Sen to construct the 1PI effective superstring field theory including the Ramond sector in [20]. As a further development, complete gauge invariant theories have been constructed, either bases on Berkovits' large Hilbert space theory [21] or on the small Hilbert space approach of EKS, exhibiting the $A_{\infty}$ structure [22, 23].

It should be noted, that in all these significant advances, the democratic approach did not play any role, presumably since it was considered to be singular in some sense. In this work we would like to reexamine the democratic theory and suggest new variants thereof. A consistent regular democratic theory, if found, could in principle provide us, in a regular setting, with the benefits of the original democratic theory, and more. Namely, it could unify more naturally different sectors of the theory, identify some hidden novel mathematical symmetries or structures of superstring theory. Partial gauge fixings of such a theory might reduce it to the various new known string field theory formulations, as well as to other novel string field theory formulations, that could be useful in various contexts. It might also be useful for the construction of a master action. Then, partial gauge fixings might be used in order to identify the master action of other known theories, e.g., to improve the results of [24-27].

Naturally, such a construction is all but simple and this work is merely a first step in this direction. As in the construction of other string field theories we consider a perturbative approach and attempt to identify only the lowest order interaction term in the NS sector.

The rest of the paper is organized as follows: in section 2 we review possible worldsheet formulations of the cohomology problem of the open superstring that could be used as a
starting point towards the construction of superstring field theory, as well as the formulation of [9] (the "old democratic theory") and some of its problems. Next, in section 3, we describe some preliminaries needed for the construction, in particular, PCOs and a projection over the space of string fields. Then, in section 4 we examine the properties of the operator defining the proposed projection. A free action is constructed in section 5 and is shown to produce the expected results. Two different approaches for the construction of the lowest order interaction term are presented in sections 6 and 7 respectively, where we also attempt to determine the lowest order non-linear term of the gauge transformation and identify a subtlety with its definition. A different approach towards defining a theory is briefly described in section 8 and finally, some concluding remarks are offered in section 9 .

## 2 The cohomology problem and the old democratic theory

In this section we present some relevant background material. In 2.1 we introduce several options for defining the cohomology problem of the open superstring, with the understanding that specifying a cohomology problem is the first step towards the formulation of a universal string field theory. We also describe various PCOs. Next, in 2.2 we describe the construction of the democratic theory. Then, in 2.3 we present some criticism on the theory which we attempt to address in later sections.

### 2.1 The cohomology problem and PCOs

For constructing a string field theory one has to define a proper off-shell generalization of vertex operators. To that end, the cohomology problem defining the vertex operators of the theory should be defined. However, different equivalent representations of the cohomology problem exist and different string field spaces that generalize the various options can be defined. In what follows we consider the NS sector of the open superstring in the bosonized variables [7]. When using these variables one must distinguish between the small Hilbert space $\mathcal{H}_{S}$ and the large Hilbert space $\mathcal{H}_{L}$. As usual, the small Hilbert space is defined by the constraint $\eta V=0$, where, $\eta \equiv \eta_{0}$ is the zero mode of the $\eta$ ghost. This space can be decomposed as a direct sum of spaces with fixed ghost and picture numbers,

$$
\begin{equation*}
\mathcal{H}_{S}=\bigoplus_{g, p} \mathcal{H}_{S}^{g, p} \tag{2.1}
\end{equation*}
$$

In its most familiar definition, the cohomology problem of the open NS string is given by considering the space of ghost number $g=1$ states with an arbitrary fixed integer picture number $p$ in the small Hilbert space. The cohomology problem is then defined by,

$$
\begin{equation*}
Q V=0, \quad V \sim V+Q \Lambda, \tag{2.2}
\end{equation*}
$$

with $V \in \mathcal{H}_{S}^{1, p}$ and $\Lambda \in \mathcal{H}_{S}^{0, p}$ for arbitrary fixed integer picture number $p$. This is the starting point (with particular choices of $p$ ) for several string field theory formulations, e.g. [2, 4, 5, 12].

The EOM $Q V=0$ and the requirement of being in the small Hilbert space $\eta V=0$ can switch their role. Instead of thinking of the latter as defining what we call the small Hilbert space and defining the cohomology problem of $Q$ in this space, we can use the former
to define the dual small Hilbert space [9] and study the cohomology problem of $\eta$ in this space, with a proper fixing of picture number. This is trivially equivalent to the standard cohomology problem and is explicitly given by,

$$
\begin{equation*}
\eta V=0, \quad V \sim V+\eta \hat{\Lambda}, \tag{2.3}
\end{equation*}
$$

with $V$ and $\hat{\Lambda}$ in the dual small Hilbert space, defined explicitly by constraining these large Hilbert space operators by,

$$
\begin{equation*}
Q V=0, \quad Q \hat{\Lambda}=0 \tag{2.4}
\end{equation*}
$$

String field theories based on this formulation are easily constructed by extending the duality between $Q$ and $\eta$ to the non-linear level [10]. A salient point of both these definitions of the cohomology problem is the fact that the gauge parameters are constrained. In $\mathcal{H}_{L}$ it becomes, however, apparent that the two cohomological problems are actually the same

$$
\begin{equation*}
Q V=\eta V=0, \quad V \sim V+Q \eta \tilde{\Lambda}, \tag{2.5}
\end{equation*}
$$

where $\tilde{\Lambda} \in \mathcal{H}_{L}$ is only constrained to have given ghost and picture numbers. Another observation is the fact that both $Q$ and $\eta$ have trivial cohomology in $\mathcal{H}_{L}$, so that given a vertex ${ }^{1} V_{-1}$, one can define

$$
\begin{equation*}
V_{0}=Q\left(\xi V_{-1}\right), \quad V_{-2}=\eta\left(P V_{-1}\right), \tag{2.6}
\end{equation*}
$$

where we defined,

$$
\begin{equation*}
P \equiv-c \xi \partial \xi e^{-2 \phi} . \tag{2.7}
\end{equation*}
$$

Note, that we are using the standard RNS bosonized variables, the fields are point insertions at arbitrary points on the worldsheet and normal ordering is understood. $V_{0}$ and $V_{-2}$ are still solutions of the cohomological problem described above and can themselves be used to iterate the procedure so that one gets an infinite number of vertices $V_{p}$, all corresponding to the same physical state.

The fact that the same cohomology is obtained for arbitrary integer picture number implies that homomorphisms exist among these cohomology spaces. This only means that there exist operators (in the linear algebraic sense) $X_{p, q}: \mathcal{H}_{S}^{1, p} \rightarrow \mathcal{H}_{S}^{1, q}$ such that $X_{p, q}$ sends $g=1$ picture $p$ states to $g=1$ picture $q$ states and the following holds,

$$
\begin{array}{cllc}
Q V_{1, p}=0 & \Rightarrow & Q X_{p, q} V_{1, p}=0, \\
Q V_{1, q}=0 & \Rightarrow & \exists V_{1, p}, V_{0, q}: X_{p, q} V_{1, p}=V_{1, q}+Q V_{0, q},  \tag{2.8}\\
X_{p, q} Q V_{0, p}=V_{1, q} & \Rightarrow & \exists V_{0, q}: V_{1, q}=Q V_{0, q}, \\
X_{p, q} V_{1, p}=Q V_{0, q} & \Rightarrow & \exists V_{0, p}: V_{1, p}=Q V_{0, p} .
\end{array}
$$

Note that the $X_{p, q}$ need be neither surjective nor injective.

[^0]In fact, we know that a stronger condition than just having linear transformations $X_{p, q}$ obeying (2.8) holds. The $X_{p, q}$ can be realized using multiplication by conformal operators. Moreover, these operators can be chosen to depend only on $q-p$. That is, there exist operators (in the CFT sense), $X_{p},{ }^{2}$ such that all the mappings can be realized by $X_{p}: \mathcal{H}_{S}^{1, q-p} \rightarrow \mathcal{H}_{S}^{1, q}$. Furthermore, the $X_{p}$ 's can be chosen to be zero weight primaries [9]. In particular we have, ${ }^{3}$

$$
\begin{align*}
X_{1} & \equiv X \equiv[Q, \xi]  \tag{2.9a}\\
X_{0} & =1  \tag{2.9b}\\
X_{-1} & \equiv Y \equiv[\eta, P]=c \partial \xi e^{-2 \phi} \tag{2.9c}
\end{align*}
$$

A crucial property is

$$
\begin{equation*}
: X Y:=1 \tag{2.10}
\end{equation*}
$$

where :: stands for the standard normal ordering. Note that (2.10) does not imply that taking a normal ordered product with $Y$ is an inverse operation to taking a normal ordered product with $X$ because of the non-associativity of the normal ordered product. Nevertheless (2.10) implies that $Y$ is the inverse of $X$ in the cohomology of $Q$ and/or $\eta$, i.e.,

$$
\begin{equation*}
[Y] \cdot[X]=1 \tag{2.11}
\end{equation*}
$$

where $[\phi]$ denotes the cohomology class of $\phi$ and, given two fields $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$, the dot product is defined as

$$
\begin{equation*}
\left(\mathcal{O}_{1} \cdot \mathcal{O}_{2}\right)(w)=\frac{1}{2 \pi i} \oint_{C_{w}} \frac{\mathcal{O}_{1}(z) \mathcal{O}_{2}(w)}{z-w} d z \tag{2.12}
\end{equation*}
$$

Both $X$ and $Y$ have non-zero kernels, but this is not an obstruction to (2.11) as long as all the fields in the kernel are either exact or non-closed. As CFT operators the $X_{p}$ 's might have OPE singularities. This is the case already for $X$ and $Y$ that behave as,

$$
\begin{equation*}
X(z) X(0) \sim \frac{\cdots}{z^{2}}, \quad Y(z) Y(0) \sim \frac{\cdots}{z^{2}} \tag{2.13}
\end{equation*}
$$

where the dots stand for non-trivial (but $Q$-exact) conformal operators. Indeed, these singularities played important role in the construction of superstring field theories, in particular as obstructions towards such constructions. ${ }^{4}$ In the following we mention some approaches for avoiding these singularities.

The space of vertex operators does not possess a natural inner product. In particular, there is no canonical way to fix the relative normalization of vertex operators describing different physical states. However, the existence of $X$ allows us to define a relative normalization for states describing the same physical state at different picture numbers. While this is still not canonical, it follows from fixing the normalization of the PCO $X$. A different choice, e.g., $\alpha X$

[^1]instead of $X$ for some $\alpha \neq 0$ would lead to different relative normalization (and even more so in the case of choosing more general transformations $X_{p, q}$ ). Here, we choose the standard form of PCOs (2.9). This fixes the form of all the $X_{p}$ up to (presumably singular) $Q$-exact terms and hence the relative normalization of all the physical operators at different picture numbers. Specifically, for any physical state $V$ we say the $X_{p} V$ is of the same "norm" as $V$.

While (2.2) is the most standard formulation of the cohomology problem, an equivalent formulation can be obtained by considering ghost number zero states with an arbitrary fixed integer picture number in the large Hilbert space. Now, the cohomology problem is defined by,

$$
\begin{equation*}
Q \eta V=0, \quad V \sim V+Q \Lambda+\eta \hat{\Lambda} . \tag{2.14}
\end{equation*}
$$

Again, the ghost and picture numbers of $\Lambda$ and $\hat{\Lambda}$ are constrained. This formulation is the starting point for Berkovits' string field theory [8].

Another possibility for defining the cohomology problem uses the operator

$$
\begin{equation*}
\tilde{Q} \equiv Q-\eta . \tag{2.15}
\end{equation*}
$$

From

$$
\begin{equation*}
[Q, \eta]=0, \tag{2.16}
\end{equation*}
$$

if follows that,

$$
\begin{equation*}
\tilde{Q}^{2}=0, \tag{2.17}
\end{equation*}
$$

which implies that $\tilde{Q}$ can be considered as a cohomology operator. Since this operator includes $\eta$ we should study its cohomology in the large Hilbert space. ${ }^{5}$ We further restrict the cohomology problem to ghost number one states with an arbitrary fixed integer picture or with an arbitrary finite range of integer pictures, that is we consider,

$$
\begin{equation*}
\tilde{Q} V=0, \quad V \sim V+\tilde{Q} \Lambda, \tag{2.18}
\end{equation*}
$$

with proper restrictions on $\Lambda$. It turns out that the same cohomology problem is obtained regardless of the range of pictures taken [30]. The point is that since $\Lambda$ is also defined in the large Hilbert space, it can be used to change the picture number using generalizations of (2.6). Thus, the symmetry among different picture numbers turns into a gauge symmetry. This is the starting point for the construction of the democratic theory.

When the restriction of a finite picture range is lifted the nature of the cohomology problem becomes more subtle and it depends on the particular definition of the space of allowed states and allowed gauge transformations. Without any restrictions the cohomology of the operator $\tilde{Q}$ becomes trivial [30]. This results from the existence of contracting homotopy

[^2]operators for the operator $\tilde{Q},{ }^{6}$
\[

$$
\begin{align*}
\mathcal{O}_{+} & \equiv-\sum_{p=1}^{\infty} \mathcal{O}_{p}  \tag{2.19a}\\
\mathcal{O}_{-} & \equiv \sum_{p=-\infty}^{0} \mathcal{O}_{p} \tag{2.19b}
\end{align*}
$$
\]

Here, the $\mathcal{O}_{p}$ are operators that up to (singular) exact terms are given by

$$
\begin{equation*}
\mathcal{O}_{p} \simeq \xi X_{p-1} \tag{2.20}
\end{equation*}
$$

It was shown in [9] that these operators can be chosen to be zero weight primaries obeying,

$$
\begin{equation*}
Q \mathcal{O}_{p}=X_{p}, \quad \eta \mathcal{O}_{p}=X_{p-1} . \tag{2.21}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\mathcal{O}_{0}=\xi Y=P, \quad \mathcal{O}_{1}=\xi \tag{2.22}
\end{equation*}
$$

are the contracting homotopy operators in the large Hilbert space for $Q$ and for $\eta$ respectively.
The fact that a completely unconstrained picture number leads to a trivial cohomology does not imply that one must consider only a bounded range of picture numbers. Consider for example the space of all states with bounded picture number. While every state has a bounded support in picture number the space itself is unbounded. Disregarding any other subtlety with the definition of the space of string fields we can formally define this space of compactly supported picture numbers by (note that the union here is not a disjoint one),

$$
\begin{equation*}
\mathcal{H}_{\mathrm{com}}=\bigcup_{k}^{\infty}\left(\bigoplus_{p=-k}^{k} \mathcal{H}_{p}\right) . \tag{2.23}
\end{equation*}
$$

It is clear that for $V \in \mathcal{H}_{\text {com }}$, states of the form $A V$, with $A$ a contracting homotopy operator of $\tilde{Q}$, are generically not in this space and the cohomology problem remains the standard one. One could go further and attempt, instead of a compact support with respect to the picture number, a space including only states with components that decay fast enough as a function of picture number. This is less trivial since, as already mentioned, there is no natural norm in the large Hilbert space and hence it is hard to define the notion of "decay". Nonetheless, in particular cases this statement can be made more concrete, in which case the cohomology problem would again be the standard (non-trivial) one. We return to this point in what follows.

[^3]
### 2.2 Reviewing the democratic theory

The democratic theory of [9] is an interacting off-shell extension of the formulation of the cohomology problem given in (2.18). The space of string fields is assumed to be some space that includes (off-shell) states at arbitrary picture number subject to a constraint (that is not explicitly specified) that retains the proper cohomology problem. The EOM is assumed to be identical in form to the bosonic one, ${ }^{7}$

$$
\begin{equation*}
\tilde{Q} \Psi+\Psi \Psi=0 . \tag{2.24}
\end{equation*}
$$

The gauge transformation is also assumed to be identical in form to the bosonic one,

$$
\begin{equation*}
\delta \Psi=\tilde{Q} \Lambda+[\Psi, \Lambda] . \tag{2.25}
\end{equation*}
$$

Before we continue to identify an action, from which (2.24) can be derived, an important observation is in order. While for the cohomology problem, i.e., for the free theory, string fields that are restricted to a fixed picture number are all equivalent, this is no longer the case now: consider a string field $\Psi$ with a fixed picture number. If $p i c(\Psi)=0$ the EOM decomposes into two picture components,

$$
\begin{equation*}
Q \Psi+\Psi \Psi=0, \quad \eta \Psi=0, \tag{2.26}
\end{equation*}
$$

that is, $\Psi \in \mathcal{H}_{S}$ and it obeys the expected EOM. Similarly, if $\operatorname{pic}(\Psi)=-1$ the EOM decomposes into

$$
\begin{equation*}
\eta \Psi+\Psi \Psi=0, \quad Q \Psi=0, \tag{2.27}
\end{equation*}
$$

that is, $\Psi$ lives in the dual small Hilbert space and obeys the expected EOM. On the other hand, for any other value of the picture number, we obtain as a component of the picture decomposition,

$$
\begin{equation*}
\Psi \Psi=0 \tag{2.28}
\end{equation*}
$$

which seems to be too restrictive. This observation is also consistent with the form of the gauge transformation (2.25), which inevitably adds to string fields with a fixed picture number $\operatorname{pic}(\Psi) \neq 0,-1$ new picture components. This implies that a gauge fixing to a given picture number is generically inconsistent and while fixing the (NS sector of the) democratic theory to $\operatorname{pic}(\Psi)=0$ or $\operatorname{pic}(\Psi)=-1$ leads to familiar consistent theories, other gauge fixings must still include string field components at infinitely many different picture numbers.

While the EOM (2.24) and gauge transformation (2.25) take the same form as in the bosonic case, the action from which they are derived cannot be of the same form. This stems from the fact that we work in the large Hilbert space, in which the total ghost number of an object that gives a non-trivial CFT expectation value is 2 instead of 3 . Also, its parity must be even instead of odd. Hence, it was assumed that the action contains an odd ghost number

[^4]-1 insertion, $\mathcal{O}$. In light of the special role of the mid-point in formulations that include the star product it was assumed that $\mathcal{O}$ is inserted at the mid-point. This choice is consistent with the form of the EOM and the gauge transformation if the following identity holds,
\[

$$
\begin{equation*}
[\tilde{Q}, \mathcal{O}]=0 \tag{2.29}
\end{equation*}
$$

\]

Furthermore, since it is inserted at the mid-point, $\mathcal{O}$ must be a zero weight primary. Also, $\mathcal{O}$ must carry zero momentum. All this requirements fix the form of $\mathcal{O}$ almost uniquely ${ }^{8}$ to be,

$$
\begin{equation*}
\mathcal{O}=\sum_{p=-\infty}^{\infty} \mathcal{O}_{p}=\mathcal{O}_{-}-\mathcal{O}_{+} \tag{2.30}
\end{equation*}
$$

where $\mathcal{O}_{ \pm}$are given in (2.19) . All in all, the action takes the form,

$$
\begin{equation*}
S=\frac{1}{2}\left\langle\mathcal{O}\left(\Psi \tilde{Q} \Psi+\frac{2}{3} \Psi \Psi \Psi\right)\right\rangle \tag{2.31}
\end{equation*}
$$

where the expectation values are evaluated in the large Hilbert space and are defined to be non-zero only for a total picture number -1 and total ghost number 2 ,

$$
\begin{equation*}
\langle A, B\rangle \equiv \sum_{p}\left\langle A_{p}, B_{-1-p}\right\rangle_{\mathrm{BPZ}} \tag{2.32}
\end{equation*}
$$

and $\langle\cdot, \cdot\rangle_{\mathrm{BPZ}}$ stands for the usual BPZ inner product.
The EOM that follows from (2.31) is,

$$
\begin{equation*}
\mathcal{O}(\tilde{Q} \Psi+\Psi \Psi)=0 \tag{2.33}
\end{equation*}
$$

This appears not to be quite the same as (2.24). However, it is also assumed that the space of string fields is implicitly defined in a way that prevents string fields from having mid-point support. In fact, this is a requirement that should be imposed in any string field theory based on the star product, since otherwise the star product itself could lead to unacceptable singularities. With this assumption, the EOM (2.33) is equivalent to the EOM (2.24). The gauge transformation derived from the action (2.31) is exactly (2.25) without any further assumptions. The fact that the gauge symmetry does not include any additional operators is what distinguishes this democratic theory from theories such as $[2,4,5]$ that are rendered inconsistent by their gauge transformations. Contrary to this, the mid-point insertions in the action do not harm the consistency of the theory in light of the assumption that string fields can have no mid-point support. The action insertion is not iterated and hence causes no harm.

The form of the gauge transformation (2.25) implies that in the interacting case an arbitrary range of picture numbers for the string fields is generically unacceptable. Assume that this is not the case and let $\Psi_{m}$ be the component of $\Psi$ whose picture is minimal and $\Psi_{M}$ be the component of $\Psi$ whose picture is maximal. If we assume that $\Lambda$ is allowed to carry pictures in the range $p<0$ the second term in (2.25) would generically lead to picture number below $p=m$. Similarly, $p>0$ components in $\Lambda$ would lead to an increase in picture

[^5]number above $p=M$. Thus, a finite range of picture numbers would leave us only with $\Lambda_{0}$. But then, in order for the argument regarding the cohomology to hold, we would have to assume that only $\Psi_{-1}$ or $\Psi_{0}$ are non-zero. We can assume that the $\Lambda_{0}$ component is necessary, since without it at least some of the $\Psi$ components would not have a non-linear part in their gauge transformation. All that leads to the following possibilities: ${ }^{9}$

1. $\Psi$ and $\Lambda$ take values over all picture numbers.
2. $\operatorname{pic}(\Psi) \geq-1$ and $\operatorname{pic}(\Lambda) \geq 0$.
3. $\operatorname{pic}(\Psi) \geq-1$ and $p i c(\Lambda) \geq-1$ with the additional constraint $\eta \Lambda_{-1}=0$. At the non-interacting level (that is, when we consider only the first term in (2.25)), we can write in this case $\Lambda_{-1}=\eta \Upsilon_{0}$. Then, $\tilde{Q} \eta \Upsilon_{0}=Q \eta \Upsilon_{0}=\eta\left(-Q \Upsilon_{0}\right)$. Hence, we can trade this $\Lambda_{-1}$ by $\Lambda_{0} \equiv-Q \Upsilon_{0}$, which brings us back to the previous option.
4. $p i c(\Psi) \leq 0$ and $p i c(\Lambda) \leq 0$. This option is dual under the $Q \Leftrightarrow \eta$ symmetry to the second option.
5. $\operatorname{pic}(\Psi) \leq 0$ and $\operatorname{pic}(\Lambda) \leq 1$ with the additional constraint $Q \Lambda_{1}=0$. Similar remark to that of case 3 apply here.
6. $\operatorname{pic}(\Psi)=0,1$ and $\operatorname{pic}(\Lambda)=0$. This is a two-state solution to the problem of constructing superstring field theory. The EOM can be decomposed to,

$$
\begin{equation*}
\eta \Psi_{-1}+\Psi_{-1} \Psi_{-1}=0, \quad Q \Psi_{0}+\Psi_{0} \Psi_{0}=0, \quad \eta \Psi_{0}+Q \Psi_{-1}+\left[\Psi_{0}, \Psi_{-1}\right]=0 \tag{2.34}
\end{equation*}
$$

and the gauge symmetry is,

$$
\begin{equation*}
\delta \Psi_{0}=Q \Lambda+\left[\Psi_{0}, \Lambda\right], \quad \delta \Psi_{-1}=\eta \Lambda+\left[\Psi_{-1}, \Lambda\right] . \tag{2.35}
\end{equation*}
$$

Only the first of these options has been considered in the old democratic theory [9, 10]. Options 2-5 are not really democratic since only half of the picture numbers can now influence the physics. We call such options "pseudo-democratic". ${ }^{10}$ In the following we do not consider the last possibility and concentrate on generalizing only the democratic and pseudo-democratic theories.

As already mentioned, one should specify a definition for the space of string fields, since there are many ways to incorporate a space that includes all picture numbers. Note, that the space $\mathcal{H}_{\text {com }}$ (2.23), for example, is not adequate for defining a democratic theory, since while the infinitesimal form of the gauge transformation (2.25) leaves a compactly supported state in $\mathcal{H}_{\text {com }}$, the finite form of a gauge transformation does not.

Finally, an important advantage of the democratic theory is the straightforward incorporation of the Ramond sector. Take $\Psi=\Psi_{\mathrm{NS}}+\Psi_{R}$ where the NS string field $\Psi_{\mathrm{NS}}$

[^6]includes all possible integer picture numbers and the Ramond string field $\Psi_{R}$ includes all possible half-integer picture numbers with the same action (2.31). The resulting theory produces the expected equations of motion and gauge symmetries for both sectors while naturally unifying them.

### 2.3 Criticism of the democratic theory

Since its introduction the democratic theory was criticized on several grounds. We mention here some of the arguments against the theory and attempt to address those within the new approaches developed in the rest of this paper:

- As already mentioned, an explicit definition of a space of string fields which includes all picture numbers but retains the standard cohomology problem was lacking. Actually, similar issues afflict all string field theories, in light of the lack of a canonical positive definite norm in these spaces.
- The democratic theory includes negative weight states. Such states exist in any case for non-zero momentum, but now they exist even for zero momentum. As the picture number $p$ goes to $\pm \infty$ more such states appear with the conformal weight being unbounded from below even for zero momentum.
- PCOs do not appear in the gauge transformation, but they do appear in the action (within the $\mathcal{O}_{p}$ operators). While this does not lead immediately to inconsistencies, it poses a challenge for the perturbative approach to the theory. Perturbation theory requires gauge fixing and the evaluation of a propagator. In the current case gauge fixing should also fix the picture number (or remove in any other way the picture number degeneracy) of equivalent states. Finding a consistent way of doing so seems not to be trivial. In particular, simple fixings to a given value of the picture number lead to expressions in which the (mid-point) PCOs appear also in the EOM and the residual gauge transformation, that is, these partial gauge fixings do not appear to be consistent ways for handling the gauge symmetry related to picture changing. While one could claim that these gauge fixings are singular limits of more regular prescriptions, these regular prescriptions are lacking.


## 3 Preliminaries

Much of the criticism on the democratic theory concentrated on the mid-point insertions used to define it. Hence, we would like to attempt the construction of theories without such insertions. However, there are some tools that we need before we can attempt to define such theories: in the old democratic formulation described above, the equivalence of the EOM (2.33) and (2.24) stems from the assumption that degrees of freedom inserted at the mid-point decouple from degrees of freedom describing string fields. Thus, the string fields that multiply each mid-point insertion component should separately vanish. This would no longer be the case for a regular theory and we would have to find a way to eliminate the insertions needed for defining the action. But even before that, we have to define these insertions.

In order to overcome the subtleties related to the mid-point we want to define a democratic theory with smeared insertions, as in the $A_{\infty}$ formulations. There are many ways to replace the $\mathcal{O}_{p}$ mid-point insertions. One possibility would be to write an integral of the $\mathcal{O}_{p}(z)$ operators. However, since these operators are essentially given by (2.21), we could replace the mid-point $\mathcal{O}_{p}$ by a product of contour integrals of the form $\xi X^{p-1}$. To that end we define

$$
\begin{align*}
\xi & \equiv \frac{1}{2 \pi i} \oint \frac{\xi(z) d z}{z}  \tag{3.1a}\\
X & \equiv \frac{1}{2 \pi i} \oint \frac{X(z) d z}{z} \tag{3.1b}
\end{align*}
$$

This definition implies,

$$
\begin{equation*}
X=[Q, \xi] \tag{3.1c}
\end{equation*}
$$

and therefore $X$ and $\xi$ commute. The operators $X$ and $\xi$ are just the zero modes of $X(z)$ and $\xi(z)$ respectively. The contour integral simply instructs us to disregard any singularity from the OPE of $X(z)$ and an operator insertion at the origin. In addition to positive powers of $X$ we would need negative powers of $X$. This would be the case even when we choose to construct a pseudo-democratic theory, whose action can be defined only with positive powers of $X$. The most natural candidate for $X^{-1}$ is $Y$ and we define it similarly,

$$
\begin{equation*}
Y \equiv \frac{1}{2 \pi i} \oint \frac{Y(z) d z}{z} \tag{3.1~d}
\end{equation*}
$$

With this definition, the regular OPE of $X(z) Y(w)$ implies that

$$
\begin{equation*}
[X, Y]=0 \tag{3.2}
\end{equation*}
$$

The choice (3.1) for $X, \xi$, and $Y$ is not unique and one could generalize the prescription by introducing a function, subject to some constraints, in the definition of these objects, as was done in [12]. We refrain from that in this work and utilize the zero modes defined above, similarly to our choice of $\eta$, which is the zero mode of the $\eta(z)$ field. ${ }^{11}$ However, it is important to remember that this is an option for further generalizations. We also note that $X, \xi$, and $Y$ are BPZ even.

The prescription presented here for the PCOs can be expressed in term of the usual normal ordering :: as

$$
\begin{align*}
& X^{p} V \equiv \underbrace{: X: X \ldots: X}_{p} V \underbrace{: \ldots:}_{p}  \tag{3.3a}\\
& Y^{p} V \equiv \underbrace{: Y: Y \ldots: Y}_{p} V \underbrace{: \ldots:}_{p} \tag{3.3b}
\end{align*}
$$

This is different from another one that can be often seen in the literature,

$$
\begin{align*}
& \tilde{X}^{p} V \equiv: \underbrace{: X: X \ldots: X}_{p-1} X \underbrace{: \ldots: V}_{p-1}:  \tag{3.4a}\\
& \tilde{Y}^{p} V \equiv: \underbrace{: Y: Y \ldots: Y}_{p-1} Y \underbrace{: \ldots: V}_{p-1}: . \tag{3.4b}
\end{align*}
$$

[^7]The on-shell associativity of the normal ordered product implies that the two definitions are equivalent inside the cohomologies of $Q$ and $\eta[32,33]$. The main advantage of the choice (3.1) is that it implies the simple product properties

$$
\begin{align*}
X^{p} X^{q} & =X^{q} X^{p}=X^{p+q}  \tag{3.5a}\\
Y^{p} Y^{q} & =Y^{q} Y^{p}=Y^{p+q} \tag{3.5b}
\end{align*}
$$

However, as already mentioned, $X$ has a kernel. Hence, $Y$ cannot be expected to behave as $X^{-1}$ over arbitrary string fields. To overcome this difficulty one can consider the restriction of the space of string fields to a subspace $\mathcal{H}_{\text {res }}$ over which the equation

$$
\begin{equation*}
X^{-1}=Y \tag{3.6}
\end{equation*}
$$

does hold. It is not immediately clear that this is a well defined statement, nor that this space is large enough to be considered an off shell extension of the space of NS vertex operators. We examine this issue in section 4 . We do note, already at this stage, that a projection to a space for which

$$
\begin{equation*}
X Y=1 \tag{3.7}
\end{equation*}
$$

implies that there is an isomorphism between different pictures at the level of string fields (i.e., of vertex operators) and not just at the level of the cohomology. Hence, with such a projection zero-momentum states with negative conformal weight are completely absent, since they are absent at the -1 picture and conformal weights are invariant under the action of $X$ and $Y$. Moreover, arbitrarily fixing the values of norms of (the finitely many) fixed conformal weight zero-momentum operators at any given picture number, induces norms for string fields at arbitrary picture number. This enables a proper definition of string field spaces that are not compactly supported, but decay as a function of picture number, in a given manner.

As stated above, given the EOM we would have to be able to cancel the insertion factor in order to obtain the expected form of the EOM. As we shall later see the insertion includes a factor of,

$$
\begin{equation*}
\delta(1-X) \equiv \sum_{p=-\infty}^{\infty} X^{p} \tag{3.8}
\end{equation*}
$$

in the case of a democratic theory or,

$$
\begin{equation*}
\frac{1}{1-X} \equiv \sum_{p=0}^{\infty} X^{p} \tag{3.9}
\end{equation*}
$$

in the case of a pseudo-democratic theory. The notation in (3.9) is self-explanatory. Let us understand the notation (3.8). If $X$ was a number we could have tried to evaluate the series by splitting it,

$$
\begin{equation*}
\sum_{p=-\infty}^{\infty} X^{p}=\sum_{p=0}^{\infty} X^{p}+X^{-1} \sum_{p=0}^{\infty}\left(X^{-1}\right)^{p}=\frac{1}{1-X}+\frac{1}{X} \frac{1}{1-X^{-1}} \tag{3.10}
\end{equation*}
$$

It seems that the result vanishes, but one has to remember that the intersection of the range of convergence of the two series is empty. Moreover, at $X=1$ it is clear that the expressions do not make sense. Thus, the result, if meaningful at all, must be proportional to a delta function (or some other generalized distribution concentrated at $X=1$ ). One could attempt to extract this part of the expression by separating the expressions into a principal part and a delta function, but in light of the empty intersection of the two series and the fact that $X$ is not really a real variables that can be integrated we do not attempt this approach. Instead, we note that the following holds,

$$
\begin{equation*}
(1-X) \sum_{p=-\infty}^{\infty} X^{p}=0 \tag{3.11}
\end{equation*}
$$

by considering the component at each picture number separately. Thus we conclude that, up to normalization that we do not attempt to fix, ${ }^{12}$ (3.8) makes sense.

The $\delta(1-X)$ factor cannot be inverted. Thus, a democratic theory with such a factor that is inserted not at the mid-point would lead to EOM that is not equivalent to the expected EOM, at least not in a straightforward way. The $(1-X)^{-1}$ factor on the other hand can be easily inverted by multiplying it by $1-X$. Thus, the pseudo-democratic construction seems to be simpler to handle. We attempt to construct the free part of such a theory in section 5 and the lowest interacting order in two different ways in sections 6 and 7 .

The $\delta(1-X)$ factor suggests yet another possible direction towards the construction of a theory. This insertion formally has as its kernel all states that are eigenstates of $X$ with unity eigenvalue. ${ }^{13}$ Such states must be nonzero for all integer picture numbers. Moreover, the "norm" of a particular picture component is the same for all picture numbers, i.e., they do not decay as a function of picture number for $p \rightarrow \pm \infty$. Hence, such states should not be allowed in the space of string fields in the standard approach. However, the fact that components at neighbouring picture numbers are related by $X$ suggests that they carry exactly the same information. This statement becomes precise if we again consider states only in the subspace for which $X Y=1$, since then $X$ defines a homomorphism already for states and a unity eigenvalue of $X$ implies also a unity eigenvalue of $Y$. Since in this case all pictures can contribute to the physics, but they all must contribute exactly in the same way, we refer to such theories as "people's democratic" theories and to the space of such states as $\mathcal{H}_{\mathrm{PD}}$. This situation opens other possibilities for defining string vertices. The simplest of the possibilities it to define vertices that give the same values for states that are related by powers of $X$ or $Y$. These vertices are well defined over $\mathcal{H}_{\mathrm{PD}}$ if we evaluate them with an arbitrary component, since they are independent of representatives. We briefly sketch ideas regarding such a construction in section 8 . There might also be other ways for defining vertices over this space.

## 4 The operator $X Y$

As mentioned, the condition (3.6) is not a trivial one, since PCOs have non trivial kernels. These kernels cannot include physical states, in light of the fact that these operators define

[^8]isomorphisms among the cohomologies at different picture numbers [34]. However, this fact by itself does not imply (3.6) even for physical states.

To understand this point we want to be able to diagonalize the operator $X Y$ and to examine its spectrum. However, it is not clear even whether $X Y$ is diagonalizable. Since $X Y$ does not change picture number, ghost number, conformal weight, and momentum, one can analyse it separately in subspaces with fixed values of these quantum numbers. These are finite dimensional spaces. The BPZ conjugation defines a bilinear product that couples such spaces in pairs, with the usual restrictions on the sums of the quantum numbers. We can strip the $\delta\left(p_{1}-p_{2}\right)$ factor from the momentum dependence, and remain with finite expressions for the BPZ bilinear product. With the reality condition enforced the bilinear product defines also a non-positive definite (but also non-degenerate) inner product [2] on each pair of spaces with fixed quantum numbers. $X$ and $Y$ commute and are both self-adjoint under the BPZ conjugation. Hence, had the inner product been positive definite it would have implied that $X Y$ is diagonalizable.

In any case, over each one of these finite dimensional subspaces $X Y$ can at least be put in Jordan form. Which eigenvalues can this operator obtain? We know that the spectrum includes 0 and 1. If $X Y$ was diagonalizable and these were its only eigenvalues it would have been a projector. ${ }^{14}$ This is not the case, as can be seen by explicitly evaluating some particular examples. Consider the state ${ }^{15}\left(b \xi^{\prime}\right)(0)$. Direct evaluation shows that,

$$
\begin{equation*}
X Y\left(b \xi^{\prime}\right)=X\left(-\xi^{\prime \prime} \xi^{\prime} e^{-2 \phi}\right)=6 b \xi^{\prime}-2 b \xi^{\prime}=4\left(b \xi^{\prime}\right) \tag{4.1}
\end{equation*}
$$

that is, the eigenvalue is 4 . As another example, consider the state $(c \eta)(0)$. Now,

$$
\begin{equation*}
X Y(c \eta)=X\left(\left(e^{-2 \phi}\right)^{\prime} c^{\prime} c+\frac{1}{2} e^{-2 \phi} c^{\prime \prime} c\right)=-4 c \eta+c \eta=-3(c \eta) \tag{4.2}
\end{equation*}
$$

Thus, -3 is also an eigenvalue of $X Y$. Adding momentum to this example we obtain,

$$
\begin{equation*}
X Y\left(c \eta e^{i k \cdot x}\right)=X\left(\left(\left(e^{-2 \phi}\right)^{\prime} c^{\prime} c+\frac{1}{2} e^{-2 \phi} c^{\prime \prime} c\right) e^{i k \cdot x}\right)=\left(-3 c \eta-2 e^{-\phi} c^{\prime} c(\psi \cdot k)\right) e^{i k \cdot x} \tag{4.3}
\end{equation*}
$$

We see that with non-zero momentum this state is no longer an eigenstate. Consider now,

$$
\begin{equation*}
X Y\left(-2 e^{-\phi} c^{\prime} c(\psi \cdot k) e^{i k \cdot x}\right)=X\left(-c^{\prime \prime} c^{\prime} c \xi^{\prime} e^{-3 \phi}(\psi \cdot k) e^{i k \cdot x}\right)=-2 e^{-\phi} c^{\prime} c(\psi \cdot k) e^{i k \cdot x} \tag{4.4}
\end{equation*}
$$

Thus, this is an eigenstate with eigenvalue -2 . The matrix representation of $X Y$ restricted to these two states in the basis they naturally define can be written as,

$$
\left.X Y\right|_{2 \text { states }}=\left(\begin{array}{cc}
-3 & 0  \tag{4.5}\\
1 & 1
\end{array}\right)
$$

which can easily be diagonalized.
We want to note some properties of the eigenvalues of $X Y$ : if $V$ is an eigenstate with eigenvalue $\lambda$, so are also $X^{n} V$ and $Y^{n} V$ for all $n>0$, in light of the commutativity of $X$

[^9]and $Y$, as long as they are non-zero. States of the form $X^{n} V$ and $Y^{n} V$ can equal zero for $V$ an eigenstate of $X Y$ only if $\lambda=0$, since otherwise we obtain, e.g.,
\[

$$
\begin{equation*}
Y^{n}\left(X^{n} V\right)=(X Y)^{n} V=\lambda^{n} V \neq 0 \tag{4.6}
\end{equation*}
$$

\]

Similarly, if $V$ is an eigenstate with eigenvalue $\lambda$ and $Q V \neq 0$, then $Q V$ is an eigenstate with eigenvalue $\lambda$, since $X$ and $Y$ commute with $Q$.

Physical states $V$ which are eigenstates of $X Y$ must have eigenvalue 1. To show that, let us consider a generic expectation value involving a physical state $V$, living in the small Hilbert space, $\langle V(0) \ldots\rangle$. Here, the dots stand for arbitrary other physical operators, inserted in other points and the expectation value is in the small Hilbert space. Since all states are on-shell, we can insert $X(z) Y(w)$ for any choice of $z, w$ in such an expression, without changing its value. Then, since $V$, as well as the other vertices in this expression are physical, we can move $X$ and $Y$ arbitrarily obtaining,

$$
\begin{align*}
\langle V(0) \ldots\rangle & =\langle X(z) Y(z+\epsilon) V(0) \ldots\rangle=\langle X(z) Y(\epsilon) V(0) \ldots\rangle=\langle X(z)(Y V)(0) \ldots\rangle=  \tag{4.7}\\
& =\langle(X Y V)(0) \ldots\rangle=\lambda\langle V(0) \ldots\rangle
\end{align*}
$$

Here, the third equality comes from the fact that, as $\epsilon$ approaches 0 , the difference between the two expressions contains only the contribution of singular terms, which must be exact and hence do not contribute to the result, which must be independent of the location of $Y$. In the next equality the same logic was applied to $X$. Now either $\langle V(0) \ldots\rangle=0$ for all possible insertions, which is possible only if $V$ is exact, or $\lambda=1$. In the former case we have an exact state, which can have an arbitrary eigenvalue, while in the latter, we have a physical state, whose eigenvalue must equal unity. Note, that this expression does not by itself imply that $V$ is an eigenstate, since the inner product in the space of physical states is non-degenerate only modulo $Q$-exact terms. Hence, in general one could expect to have,

$$
\begin{equation*}
X Y V=V+Q \Lambda \tag{4.8}
\end{equation*}
$$

for some $\Lambda$. If this is the case it might happen that $V$ is a generalized eigenstate belonging to a Jordan chain starting with some exact state, $Q \Lambda$, whose eigenvalue is 1 .

The situation of a physical state belonging to the Jordan chain of an exact state seems to us somewhat unnatural. Furthermore, if this turns out to be the case, it might be possible to modify the choice of $X$ and $Y$, by choosing a specific function in the generalization described in [12], such that $V$ would be an eigenstate. While this issue certainly deserves further study, we now assume that there exists a choice under which all physical states are indeed genuine eigenvalues of $X Y$. With this assumption, despite the fact that $X Y$ itself is not a projector, we can define a projector $\mathcal{P}$, to the space of genuine eigenstates with $\lambda=1$, which under our assumption includes all the physical states. We then declare that the string field lives in the restricted space defined by,

$$
\begin{equation*}
\mathcal{H}_{\mathrm{res}} \equiv \mathcal{P} \mathcal{H}_{L}, \tag{4.9}
\end{equation*}
$$

or in terms of the states,

$$
\begin{equation*}
V \in \mathcal{H}_{\mathrm{res}} \quad \Longleftrightarrow \quad V=\mathcal{P} V \in \mathcal{H}_{L} \tag{4.10}
\end{equation*}
$$

Defining vertices over the linear space $\mathcal{H}_{\text {res }}$ is simple: take any string vertex and replace everywhere

$$
\begin{equation*}
\Psi \rightarrow \mathcal{P} \Psi \tag{4.11}
\end{equation*}
$$

In this way we can also interpret the string vertices as defined over the whole space $\mathcal{H}_{L} .{ }^{16}$ Then, all states that do no obey (4.10) decouple, i.e., they lead to zero result. This implies that states that are killed by the projector can be interpreted as pure gauge states. Since we use (4.11) for all the string vertices, this new gauge symmetry remains exact at the interacting level as well. In particular, we see that the restriction (4.9) does not miss any gauge symmetries. Moreover, in light of the discussion above, the states that are added to the list of pure gauge states are not physical and hence the cohomology problem is intact.

The primary string vertex that should be defined is one that corresponds to the symplectic form over the space $\mathcal{H}_{\text {res }}$. In particular, it must be non-degenerate. Consider the standard BPZ inner product in $\mathcal{H}_{L}$. One can define bases with respect to which the BPZ inner product takes the form, ${ }^{17}$

$$
\begin{equation*}
\left\langle\tilde{V}_{i}, V_{j}\right\rangle=\delta_{i j} \tag{4.12}
\end{equation*}
$$

where $\tilde{V}_{i}$ and $V_{j}$ live in conjugate spaces, in the sense of the quantum numbers mentioned above. If we restrict the $V_{j} \in \mathcal{H}_{\text {res }}$ to a basis for the subspace of $\mathcal{H}_{\text {res }}$ with the given quantum numbers, we obtain,

$$
\begin{equation*}
\delta_{i j}=\left\langle\tilde{V}_{i}, V_{j}\right\rangle=\left\langle\tilde{V}_{i}, \mathcal{P} V_{j}\right\rangle=\left\langle\mathcal{P} \tilde{V}_{i}, V_{j}\right\rangle \tag{4.13}
\end{equation*}
$$

where in the last equality we used the fact that $\mathcal{P}$ is a function of the BPZ even $X Y$. We infer that the $\hat{V}_{i} \equiv \mathcal{P} \tilde{V}_{i}$ form a basis for the space dual to the one of the $V_{j}$ and are also in $\mathcal{H}_{\text {res }}$. Thus, the BPZ inner product is non-degenerate also when restricted to $\mathcal{H}_{\text {res }}$. From this we infer that if we write an action, with all string fields obeying the projection condition, a variation of the action that can be brought to the form,

$$
\begin{equation*}
\langle\delta \Psi, F(\Psi)\rangle=0 \tag{4.14}
\end{equation*}
$$

for some functional $F$ of the string field, is equivalent (in light of the non-degeneracy of the inner product) to the EOM,

$$
\begin{equation*}
\mathcal{P} F(\Psi)=0 \tag{4.15}
\end{equation*}
$$

Also, (unless we work in $\mathcal{H}_{L}$ with the new gauge symmetry related to the projector, mentioned above) any gauge transformation constructed for the field $\Psi$ must obey,

$$
\begin{equation*}
\delta_{\text {gauge }} \Psi=\mathcal{P} \delta_{\text {gauge }} \Psi \tag{4.16}
\end{equation*}
$$

[^10]
## 5 The free action

The free action is expected to take the form,

$$
\begin{equation*}
S_{2} \equiv \frac{1}{2}\langle\mathcal{O} \Psi, \tilde{Q} \Psi\rangle \tag{5.1}
\end{equation*}
$$

where $\Psi$ is a string field. Following the previous discussion we have several options for defining this action. In particular, one can consider a fully democratic theory or a pseudo-democratic one. While the former choice is more symmetric, the latter has the advantage of having an insertion $\mathcal{O}$, whose dependence on $X$ is invertible. Also, one has to decide whether to impose $\Psi \in \mathcal{H}_{\text {res }}$ or not. Again, the more natural choice seems to be not to impose it, but imposing it does not modify the cohomology problem, while enabling us to use (3.7). With these considerations in mind we choose here to impose the projection to $\mathcal{H}_{\text {res }}{ }^{18}$ and consider the pseudo-democratic case, that is, we define,

$$
\begin{equation*}
\Psi=\sum_{p=-\infty}^{-1} \Psi_{p} \tag{5.2}
\end{equation*}
$$

where $p$ is the picture number and the ghost number is restricted to $g=1$. Similarly, $\mathcal{O}$ is defined as,

$$
\begin{equation*}
\mathcal{O} \equiv \sum_{p=1}^{\infty} \mathcal{O}_{p}, \quad \mathcal{O}_{p} \equiv \xi X^{p-1} \tag{5.3}
\end{equation*}
$$

where $\xi$ and $X$ are defined in (3.1). The operator $\mathcal{O}$ is odd, BPZ even and obeys,

$$
\begin{equation*}
[\tilde{Q}, \mathcal{O}]=-1, \tag{5.4}
\end{equation*}
$$

that is, it is (the negative of) a contracting homotopy operator ${ }^{19}$ for the derivation $\tilde{Q}$.
The variation of the action gives,

$$
\begin{align*}
\delta S_{2} & =\frac{1}{2}(\langle\mathcal{O} \delta \Psi, \tilde{Q} \Psi\rangle+\langle\mathcal{O} \Psi, \tilde{Q} \delta \Psi\rangle)=\frac{1}{2}(-\langle\delta \Psi, \mathcal{O} \tilde{Q} \Psi\rangle-\langle\tilde{Q} \mathcal{O} \Psi, \delta \Psi\rangle)= \\
& =\frac{1}{2}(-\langle\delta \Psi, \mathcal{O} \tilde{Q} \Psi\rangle+\langle\mathcal{O} \tilde{Q} \Psi, \delta \Psi\rangle+\langle\Psi, \delta \Psi\rangle)=-\langle\delta \Psi, \mathcal{O} \tilde{Q} \Psi\rangle \tag{5.5}
\end{align*}
$$

Here, we used in the second equality the BPZ property of $\mathcal{O}$ and the fact that both $\mathcal{O}$ and $\Psi$ are Grassmann odd, as well as integrated by parts the derivation $\tilde{Q}$, then, we used the commutation relation (5.4). Finally, we used the fact that the picture number of the $\Psi \delta \Psi$ is bounded from above by -2 , so this term vanishes.

Since $\operatorname{pic}(\delta \Psi) \leq-1$, the variation implies that the components of the expression that multiplies this variation vanish at picture number zero and higher. Thus, we obtain the following EOM,

$$
\begin{equation*}
\mathcal{P}_{p \geq 0}(\mathcal{O} \tilde{Q} \Psi)=0, \tag{5.6}
\end{equation*}
$$

[^11]where $\mathcal{P}_{p \geq 0}$ is a projector operator to the given range of picture numbers. This can be written explicitly as,
\[

$$
\begin{equation*}
\sum_{q=-\infty}^{-2} \sum_{p=-q}^{\infty} \mathcal{O}_{p}\left(Q \Psi_{q}-\eta \Psi_{q+1}\right)+\sum_{p=1}^{\infty} \mathcal{O}_{p} Q \Psi_{-1}=0 \tag{5.7}
\end{equation*}
$$

\]

Decomposing to different picture numbers we obtain,

$$
\begin{equation*}
\forall p \geq 0 \quad \mathcal{O}_{p+1} Q \Psi_{-1}+\sum_{q=-\infty}^{-2} \mathcal{O}_{p-q}\left(Q \Psi_{q}-\eta \Psi_{q+1}\right)=0 \tag{5.8}
\end{equation*}
$$

This looks like an infinite set of equations. However, in $\mathcal{H}_{\text {res }}(3.7)$ implies that these equations are in fact dependent. Multiplying the equation for $p>0$ by $Y$ gives the $p-1$ equation. Thus, the set of infinitely many equations is equivalent to the $p=0$ equation,

$$
\begin{equation*}
\xi\left(Q \Psi_{-1}+\sum_{q=-\infty}^{-2} X^{-q-1}\left(Q \Psi_{q}-\eta \Psi_{q+1}\right)\right)=0 \tag{5.9}
\end{equation*}
$$

The EOM has the following gauge invariance,

$$
\begin{equation*}
\delta \Psi=\tilde{Q} \Lambda+\xi \hat{\Lambda}, \quad \operatorname{pic}(\Lambda) \leq-1, \quad \operatorname{pic}(\hat{\Lambda}) \leq-2 \tag{5.10}
\end{equation*}
$$

The $\Lambda$ gauge invariance follows from the equation of motion (5.6) upon using (2.17). It can also be inferred from the variation of the action (5.5) using "integration by parts" and ignoring again the $\langle\Psi, \delta \Psi\rangle$ term whose picture is bounded from above by -2 . As for the $\hat{\Lambda}$ transformation, using

$$
\begin{equation*}
[\tilde{Q}, \xi]=X-1 \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
X \mathcal{O}_{p}=\mathcal{O}_{p+1} \tag{5.12}
\end{equation*}
$$

the gauge transformation of the equation of motion (5.6) is,

$$
\begin{equation*}
\mathcal{P}_{p \geq 0}(\mathcal{O}(X-1-\xi \tilde{Q}) \Lambda)=-\mathcal{P}_{p \geq 0}(\xi \Lambda)=0 \tag{5.13}
\end{equation*}
$$

Here, we used in the first equality the fact that $\mathcal{O}$ is proportional to $\xi$ which leads to,

$$
\begin{equation*}
\mathcal{O} \xi=0 \tag{5.14}
\end{equation*}
$$

as well as the identity,

$$
\begin{equation*}
\mathcal{O}(X-1)=-\xi \tag{5.15}
\end{equation*}
$$

Then, in the second equality, the projection gives zero, since $\operatorname{pic}(\xi \hat{\Lambda}) \leq-1$. Verifying that this transformation is indeed a gauge symmetry using the variation of the action is even simpler, since all that is needed is a single integration by parts in (5.5) and the identity (5.14).

Note, that we could have also allowed in (5.10) a gauge transformations with $\operatorname{pic}(\Lambda)=0$ provided that $Q \Lambda$ vanishes. These are indeed gauge transformations. However, for such a
gauge transformation the triviality of $Q$ in the large Hilbert space implies that there exists a state $\Omega$ obeying $\Lambda=Q \Omega$. We can therefore write,

$$
\begin{equation*}
\tilde{Q} \Lambda=(Q-\eta) Q \Omega=-\eta Q \Omega=Q(\eta \Omega)=\tilde{Q}(\eta \Omega) \tag{5.16}
\end{equation*}
$$

where $\operatorname{pic}(\eta \Omega)=-1$. Hence, the incorporation of these gauge fields does not change the set of allowed gauge transformations, but only the set of gauge fields. We can use the $\hat{\Lambda}$ gauge transformation in order to fix $\Psi \in \mathcal{H}_{S}$. Now $\eta \Psi=0$ and the $\xi$ in front of the equation of motion (5.9) can be removed by acting with $\eta$ on the equation. Hence, we are left with,

$$
\begin{equation*}
Q \Psi=0, \quad \Psi \in \mathcal{H}_{S}, \quad \operatorname{pic}(\Psi) \leq-1 \tag{5.17}
\end{equation*}
$$

The coefficients of $\Psi$ at picture numbers less than -1 can be eliminated using the $\Lambda$ gauge symmetry, since for $p \leq 2$ we can set $\Lambda=\xi \Psi_{p}$, which leads to

$$
\begin{equation*}
\delta \Psi=(X-1) \Psi_{p}-\xi(Q-\eta) \Psi_{p} \tag{5.18}
\end{equation*}
$$

The last term takes us away from the fixed $\hat{\Lambda}$ gauge. Hence, this transformation should be accompanied by a $\hat{\Lambda}$ transformation that would exactly remove this term and we are left with a transformation that raises the picture of the $\Psi_{p}$ component by one. Hence, the given cohomology problem is equivalent to a cohomology problem for which the EOM is, ${ }^{20}$

$$
\begin{equation*}
Q \Psi=0, \quad \Psi \in \mathcal{H}_{S} \cap \mathcal{H}_{\mathrm{res}}, \quad \operatorname{pic}(\Psi)=-1 \tag{5.19}
\end{equation*}
$$

and the remaining gauge symmetry is,

$$
\begin{equation*}
\delta \Psi=Q \Lambda \tag{5.20}
\end{equation*}
$$

Now, $\operatorname{pic}(\Lambda)=-1$ and $\Lambda \in \mathcal{H}_{S} \cap \mathcal{H}_{\text {res }}$, since otherwise we would also have to consider the $\eta \Lambda$ contribution, which would lead to a pic $=-2$ component that would take us away from the partial gauge fixing. All in all, we see that a partial gauge fixing leads exactly to the standard cohomology problem. Hence, the current formulation, defined by the EOM (5.6) and the gauge transformation (5.10) over a space restricted by (3.7), is equivalent to it. Thus, we can take the free action (5.1) together with the linear constraint (3.7) as a starting point for defining an interacting superstring field theory.

## 6 The cubic vertex

So far we constructed only the free theory. What one would like to do now is to extend it to an interacting theory. To that end we would like to add higher order vertices to the action, such that the following would hold:

[^12]1. The action would lead to EOM of the form, ${ }^{21}$

$$
\begin{equation*}
Z\left(\tilde{Q} \Psi+M_{2}(\Psi, \Psi)+\ldots\right)=0 \tag{6.1}
\end{equation*}
$$

where $M_{2}$ is some extension of the star product, the dots stand for higher order terms (we leave $g_{s}$ implicit, but the expansion is clear), and $Z$ is some linear operator, which could in principle be unity, that does not alter the expected form of the EOM at least for some large enough sector of string fields, e.g., small Hilbert space states $\Psi$ with $\operatorname{pic}(\Psi)=-1$.
2. When restricted to physical states in the small Hilbert space the three vertex gives the expected values for scattering of string states, regardless of picture numbers of the states and even if $\Psi$ includes several picture components.
3. The linearized gauge symmetries of the previous section should either be shown to hold without modification when the higher order terms are added, or be properly modified with their own higher order terms.

Let us recall that the above mentioned linearized gauge symmetries consist of the following:

- The usual gauge symmetry of the small Hilbert space, at any fixed picture number. These gauge symmetries are generated by $\tilde{Q}$ which equals $Q$ when acting on small Hilbert space states.
- The extension of the previous gauge symmetry to the large Hilbert space. This includes the symmetries that are responsible for picture changing, generated by $X-1$ and $Y-1$, for on-shell small Hilbert space states.
- The gauge symmetry that is generated by $\xi$, which trivializes the "upper component" of the large Hilbert space. In addition to leaving only the small Hilbert space as the physical one, this symmetry, together with the previous one, also enables the picture changing of off-shell small Hilbert space states.
- The restriction to $\mathcal{H}_{\text {res }}$ can be replaced by a gauge symmetry that trivializes the other component of the string field. As was shown above, this gauge symmetry appears when we add projection operators to $\mathcal{H}_{\text {res }}$ on all entries of the string vertices. We continue to assume that these projectors appear everywhere and keep them implicit. This implies that this gauge symmetry is not being modified at the non-linear level. Furthermore, we can assume that we fixed it and simply work in the space $\mathcal{H}_{\text {res }}$.

In fact, a trivial construction obeying all the mentioned requirements exists: at the quadratic level we showed that one can use the gauge symmetries in order to transform the whole string field to the small Hilbert space at any particular picture number. We can declare that the gauge symmetries used to that end are unchanged at the non-linear level and for

[^13]each string field $\Psi$ construct a gauge equivalent state $\psi$, which lives in the small Hilbert space at any particular picture number, e.g., at $\operatorname{pic}(\psi)=-1$. We can then extend the residual gauge symmetry, as well as the action, to incorporate the $A$-infinity structure of EKS [12]. Such a theory, while not completely identical to that of [12], in light of the restriction to $\mathcal{H}_{\text {res }}$, would have all the needed properties. Furthermore, such a construction can work also for a fully democratic theory, not only for the pseudo-democratic case advocated above. Nonetheless, it essentially consists of what might be seen as an artificial extension by gauge degrees of freedom of a known construction and it is not fundamentally democratic. We would like to examine the possibility of a more universal (with respect to picture number) extension of the linearized theory.

In order to obtain (6.1) we want to generalize the variation of the free theory (5.5) to the following variation when the cubic term is added,

$$
\begin{equation*}
\delta S_{2 ; 3}=-\left\langle\delta \Psi, \mathcal{O}\left(\tilde{Q} \Psi+M_{2}(\Psi, \Psi)\right)\right\rangle . \tag{6.2}
\end{equation*}
$$

Note that in this case the gauge symmetry related to $\xi$ remains exact at the cubic order. This is desirable, since $\xi$ is not a derivation and constructing a non-trivial non-linear generalization thereof might be challenging. Furthermore, this idea is easily generalized also to higher order vertices.

The suggested form of the variation (6.2) fixes the operator $Z$ of (6.1),

$$
\begin{equation*}
Z=\mathcal{P}_{p \geq-1} \mathcal{P}_{S} \frac{1}{1-X} \tag{6.3}
\end{equation*}
$$

where $\mathcal{P}_{S}=\eta \xi$ is a projection to the small Hilbert space. Note, that the factor of $(1-X)^{-1}$ brings different picture components to the same value of picture number, so they will appear in the same picture-projected equation. Different picture components can be present in (6.1) since $\Psi$ does not have to be concentrated at a single picture number and in general $M_{2}$ as well is expected to map string fields with various picture components to a string field having several picture components. If $\operatorname{pic}\left(M_{2}(\Psi, \Psi)\right) \leq-1$ we can simplify the form of $Z$ to

$$
\begin{equation*}
Z=\mathcal{P}_{p=-1} \mathcal{P}_{S} \frac{1}{1-X}, \tag{6.4}
\end{equation*}
$$

since all other picture components of the equation derived using (6.3) will be related to the ones derived using (6.4) by extracting extra powers of $X$ from the $(1-X)^{-1}$ factor. Similarly, if $\operatorname{pic}\left(M_{2}(\Psi, \Psi)\right) \leq q$ for some $q>-1$ we effectively have,

$$
\begin{equation*}
Z=\mathcal{P}_{-1 \leq p \leq q} \mathcal{P}_{S} \frac{1}{1-X} . \tag{6.5}
\end{equation*}
$$

Otherwise, we have to work with (6.3). The -1 component of the EOM includes is such a case the kinetic term, while at higher picture number new components, coming from the $M_{2}$ term, will be added. These new components essentially introduce some further constraints on the main EOM, obtained at picture number -1. It is natural to expect that at least for some large enough class of string fields these components would be absent.

Note an important (further) difference between the old democratic theory and the construction we are currently attempting. Below (2.24) we explained that in the interacting
old democratic theory there is no symmetry among different picture numbers, in the sense that non-trivial solutions of the EOM that are concentrated at a single picture number can exist only for $\operatorname{pic}(\Psi)=0,-1$. This is not the case now. The factor of $(1-X)^{-1}$ in (6.4) brings contributions at all picture number to the same equation. Hence, at least superficially they are equivalent. This suggests that the gauge symmetry related to picture changing is either not changed at the interacting level, or is changed in a less dramatic way than in the old democratic theory. We come back to this issue at the end of this section and in the next one. For now, we want to stress that the difference stems not from the fact that we consider here a pseudo-democratic theory, as opposed to the fully democratic old theory. In fact, as we already mentioned, one could construct a pseudo-democratic theory from the old theory by imposing a gauge choice that sets to zero all non-negative picture numbers. In such a theory picture -1 would still be different from all the other pictures for the reasons stated above. The point is rather that in the old theory the location of the insertion is at the mid-point, which leads, according to our assumptions, to its decoupling from the string fields, leading to an EOM, with different components at different picture numbers. Again, as mentioned below (3.2), one could attempt to generalize our choice of $X$ and $Y$ in a manner similar to that of [12], by introducing a dependence on some function. Then, in a certain limit one would obtain the construction presented here, while in another (presumably singular) limit one would obtain a mid-point based formalism, with the mentioned properties of the old democratic theory.

Let us now attempt to identify an action from which the variation (6.2) follows. To that end, we write the quadratic action as,

$$
\begin{equation*}
S_{2}=\frac{1}{2} \omega(\tilde{Q} \Psi, \Psi), \tag{6.6}
\end{equation*}
$$

where $\omega$ is the would be symplectic form - it is degenerate over gauge orbits, but reduces to a proper symplectic form after gauge fixing the $\xi$ symmetry and considering the small Hilbert space. It takes the form (the inner product is still in the large Hilbert space),

$$
\begin{equation*}
\omega(A, B) \equiv\langle\mathcal{O} A, B\rangle . \tag{6.7}
\end{equation*}
$$

Note, that the BPZ properties of $\mathcal{O}$ imply that $\omega$ is symmetric, ${ }^{22}$

$$
\begin{equation*}
\omega(A, B)=(-1)^{A B} \omega(B, A) . \tag{6.8}
\end{equation*}
$$

For on-shell small Hilbert space states the expected scattering amplitudes would be obtained if we define, ${ }^{23}$

$$
\begin{equation*}
S_{3, \text { on-shell }} \simeq \frac{1}{3} \omega\left(\Psi, m_{2}(\Psi, \Psi)\right), \tag{6.9}
\end{equation*}
$$

where we now write Witten's star product explicitly as $m_{2}$. For on-shell states it is not important where one inserts the $\mathcal{O}$ operator. Hence, when restricted to these states (6.2) is

[^14]obtained from this action. However, this is no longer the case for general states - while $m_{2}$ is cyclic with respect to $\omega$ for on-shell small Hilbert space states, this is not the case in general. Hence, we look for $M_{2} \simeq m_{2}$ that would be cyclic in the general case, i.e., we want it to satisfy,
\[

$$
\begin{equation*}
\omega\left(A, M_{2}(B, C)\right)=(-1)^{A(B+C)} \omega\left(B, M_{2}(C, A)\right) \tag{6.10}
\end{equation*}
$$

\]

and define the cubic term as,

$$
\begin{equation*}
S_{3}=\frac{1}{3} \omega\left(\Psi, M_{2}(\Psi, \Psi)\right) \tag{6.11}
\end{equation*}
$$

In order to show that the property (6.10) implies that the variation of the action takes the desired form (6.2), we first note that,

$$
\begin{equation*}
\omega\left(A, M_{2}(B, C)\right)=(-1)^{C(A+B)} \omega\left(C, M_{2}(A, B)\right)=\omega\left(M_{2}(A, B), C\right) . \tag{6.12}
\end{equation*}
$$

Here, we used (6.10) twice in the first equality, and used (6.8) in the second equality. Using (6.10) and (6.12) it follows immediately that,

$$
\begin{align*}
\delta S_{3} & =\frac{1}{3}\left(\omega\left(\delta \Psi, M_{2}(\Psi, \Psi)\right)+\omega\left(\Psi, M_{2}(\delta \Psi, \Psi)\right)+\omega\left(\Psi, M_{2}(\Psi, \delta \Psi)\right)\right)=  \tag{6.13}\\
& =\omega\left(\delta \Psi, M_{2}(\Psi, \Psi)\right)
\end{align*}
$$

as desired.
For defining $M_{2}$ that obeys (6.12) we have to be able "to move" the location of the $\mathcal{O}$ insertion in the definition of $\omega$. There are several operators that can be used to that end. ${ }^{24}$ We define the first term in the definition of the vertex in the following way, ${ }^{25}$

$$
\begin{equation*}
M_{2,1}(B, C)=\frac{1}{3} R\left(\mathcal{O} m_{2}(B, C)+m_{2}(\mathcal{O} B, C)+(-1)^{B} m_{2}(B, \mathcal{O} C)\right) \tag{6.14}
\end{equation*}
$$

where $R$ is a BPZ-odd Grassmann-odd operator that can be used to remove, using BPZ conjugation, the $\mathcal{O}$ insertion on the definition of $\omega$,

$$
\begin{equation*}
[R, \mathcal{O}]=1 \tag{6.15}
\end{equation*}
$$

Moreover, $R$ should eliminate physical small Hilbert space states, in order not to modify the scattering amplitudes. There are several options for choosing $R,{ }^{26}$ e.g.,

$$
\begin{align*}
& R_{1}=-\tilde{Q}  \tag{6.16a}\\
& R_{2}=(Y-1) Q  \tag{6.16b}\\
& R_{3}=(1-X) \eta \tag{6.16c}
\end{align*}
$$

[^15]In fact, we can choose,

$$
\begin{equation*}
R=\alpha R_{1}+\beta R_{2}+(1-\alpha-\beta) R_{3}, \tag{6.17}
\end{equation*}
$$

for arbitrary values of $\alpha, \beta$. Note also that $R$ is nilpotent regardless of the choice of $\alpha, \beta$,

$$
\begin{equation*}
R^{2}=0 \tag{6.18}
\end{equation*}
$$

The choice,

$$
\begin{equation*}
R=R_{1}=-\tilde{Q}, \tag{6.19}
\end{equation*}
$$

has the added advantage of $R$ being a derivation. However, for now we continue with the general form of $R$.

Of course, for small Hilbert space physical states we can move the location of the insertion even with $m_{2}$ as a product. Our goal is to be able to do that for general states. Thus, we would have to add more terms in the definition of the vertex. In order to identify the next term in the definition of the vertex, we plug the first one into the action and obtain,

$$
\begin{align*}
\omega\left(A, M_{2,1}(B, C)\right)= & \frac{1}{3}(-1)^{A}\left\langle R \mathcal{O} A, \mathcal{O} m_{2}(B, C)+m_{2}(\mathcal{O} B, C)+(-1)^{B} m_{2}(B, \mathcal{O} C)\right\rangle= \\
= & \frac{1}{3}(-1)^{A}\left\langle A, \mathcal{O} m_{2}(B, C)+m_{2}(\mathcal{O B}, C)+(-1)^{B} m_{2}(B, \mathcal{O} C)\right\rangle  \tag{6.20}\\
& -\frac{1}{3}(-1)^{A}\left\langle\mathcal{O} R A, m_{2}(\mathcal{O} B, C)+(-1)^{B} m_{2}(B, \mathcal{O} C)\right\rangle
\end{align*}
$$

where in the first equality we used (6.7) and integrated $R$ by parts, and in the second equality we used (6.15), as well as the nilpotency of $\mathcal{O}$ in order to eliminate one term from the last line. The term in the second line is manifestly cyclic and leads to the sough for interaction for on-shell small Hilbert space states. However, the term in the last line, which vanishes for on-shell small Hilbert space states, is not cyclic.

To remedy this we note that the problematic terms of the last line of (6.20) include one insertion of $\mathcal{O}$ and one insertion of $\mathcal{O} R$. There are four additional ways to distribute these insertions (without acting at the same location). We have to add to $M_{2}$ a second term that would produce these insertions (with the proper signs) inside the cubic action (6.11). Again, we can use $R$ in order to eliminate the $\mathcal{O}$ that comes from the definition of $\omega$, where needed. Thus, we propose to add to the vertex the following expression,

$$
\begin{align*}
& M_{2,2}(B, C)=  \tag{6.21}\\
& \quad-\frac{1}{3}\left(m_{2}(\mathcal{O} R B, C)+m_{2}(B, \mathcal{O} R C)+(-1)^{B} R m_{2}(\mathcal{O} R B, \mathcal{O} C)+R m_{2}(\mathcal{O} B, \mathcal{O} R C)\right)
\end{align*}
$$

This part gives,

$$
\begin{align*}
\omega\left(A, M_{2,2}(B, C)\right)= & -\frac{1}{3}\left(\left\langle\mathcal{O} A, m_{2}(\mathcal{O} R B, C)\right\rangle+\left\langle\mathcal{O} A, m_{2}(B, \mathcal{O} R C)\right\rangle\right.  \tag{6.22}\\
& +(-1)^{A+B}\left\langle A, m_{2}(\mathcal{O R B}, \mathcal{O} C)\right\rangle+(-1)^{A}\left\langle A, m_{2}(\mathcal{O} B, \mathcal{O} R C)\right\rangle \\
& \left.-(-1)^{A+B}\left\langle\mathcal{O} R A, m_{2}(\mathcal{O} R B, \mathcal{O} C)\right\rangle-(-1)^{A}\left\langle\mathcal{O} R A, m_{2}(\mathcal{O} B, \mathcal{O} R C)\right\rangle\right)
\end{align*}
$$

The first two lines of this expression combine with (6.20) to a manifestly cyclically symmetric expression. The last line is not cyclic, but this can be remedied by adding a third piece to $M_{2}$,

$$
\begin{equation*}
M_{2,3}(B, C)=\frac{1}{3} m_{2}(\mathcal{O} R B, \mathcal{O} R C), \tag{6.23}
\end{equation*}
$$

which leads to,

$$
\begin{equation*}
\omega\left(A, M_{2,3}(B, C)\right)=\frac{1}{3}\left\langle\mathcal{O} A, m_{2}(\mathcal{O R B}, \mathcal{O} R C)\right\rangle . \tag{6.24}
\end{equation*}
$$

We managed to construct a fully symmetric vertex. This vertex was not uniquely defined, due to the ambiguity in the definition of $R$ (6.17). Furthermore, we also have the freedom of adding another piece to the vertex, which would have no effect on the resulting action (and is therefore of no importance at this stage),

$$
\begin{equation*}
M_{2,4}(B, C)=\mathcal{O} \hat{M}_{2}(B, C), \tag{6.25}
\end{equation*}
$$

with $\hat{M}_{2}$ being completely arbitrary (except for, e.g., its ghost number), in light of the nilpotency of $\mathcal{O}$. Again, this would not have been possible in a fully democratic theory, since there, $\mathcal{O}^{2}$ is not well defined. Similarly, the expressions obtained now in the action, which include several insertions of $\mathcal{O}$ would not have been well defined off-shell in a fully democratic theory, but are well defined in the current case, since at each picture number $p$ the coefficient of $X^{p}$ (with the $X$ 's being arbitrarily inserted) is well defined and finite.

We obtained an action from which (6.1) is obtain as the EOM. This is a non-linear extension of (5.6), which we proved to be equivalent to the standard cohomology problem. Since (6.1) originates from an action that gives the expected results for on-shell scattering amplitudes, we expect it to be consistent. Note that the equation depends implicitly on the choice of $R$. Presumably, different choices of $R$ are related to each other by some complicated field redefinition accompanied by a gauge transformation.

Of course, the non-linear gauge transformation itself depends on the choice of $R$ and we still have to identify it. It seems that the simplest possibility for choosing $R$ is (6.19), in light of the derivation property and since $\tilde{Q}$ is the operator that appears in the linear term. Thus, we assume the choice (6.19) below. Recall that the gauge symmetry related to $\xi$ remain exact at the cubic order. Hence, we only need to identify the non-linear extension of the gauge symmetry related to $\tilde{Q}$. The equation we have to solve is,

$$
\begin{equation*}
\omega\left(\tilde{Q} \Lambda, M_{2}(\Psi, \Psi)\right)+\omega\left(\delta_{2} \Psi, \tilde{Q} \Psi\right)=0 \tag{6.26}
\end{equation*}
$$

This expression superficially resembles the expressions obtained in the bosonic and in the cubic NS theories. Hence, one could think that the solution should be similar, i.e.,

$$
\begin{equation*}
\delta_{2} \Psi \stackrel{?}{\sim} M_{2}(\Psi, \Lambda)-M_{2}(\Lambda, \Psi) . \tag{6.27}
\end{equation*}
$$

However, this cannot be the case for several reasons. First, $\omega$ includes the $\mathcal{O}$ factor that does not commute with $\tilde{Q}$. Moreover, $\tilde{Q}$ (or any other choice of $R$ we considered) is not a derivation of $M_{2}$. Finally and most importantly, the picture number of $\delta_{2} \Psi$ should, like that of $\Psi$, be bounded from above by -1 , while the picture numbers resulting from $M_{2}$ are
unbounded from above. Hence, gauge transformations of the form (6.27) might have been considered in a fully democratic theory, but not at the case at hand.

In order to identify the non-linear term in the gauge transformation, one first has to evaluate,

$$
\begin{equation*}
\left\langle\tilde{Q} \Lambda, \mathcal{O} M_{2}(\Psi, \Psi)\right\rangle=\left\langle\Lambda, M_{2}(\Psi, \Psi)+\mathcal{O} \tilde{Q} M_{2}(\Psi, \Psi)\right\rangle . \tag{6.28}
\end{equation*}
$$

Using (6.19) we immediately obtain,

$$
\begin{equation*}
\tilde{Q} M_{2,1}(B, C)=0 . \tag{6.29}
\end{equation*}
$$

Similarly, the last two terms of $M_{2,2}$ drop away and we are left with,

$$
\begin{align*}
& \tilde{Q} M_{2,2}(B, C)=-\frac{1}{3}\left(m_{2}(\tilde{Q} B, C)+(-1)^{B} m_{2}(B, \tilde{Q} C)\right.  \tag{6.30}\\
&\left.-(-1)^{B} m_{2}(\mathcal{O} \tilde{Q} B, \tilde{Q} C)-m_{2}(\tilde{Q} B, \mathcal{O} \tilde{Q} C)\right) .
\end{align*}
$$

Finally,

$$
\begin{equation*}
\tilde{Q} M_{2,3}(B, C)=-\frac{1}{3}\left(m_{2}(\tilde{Q} B, \mathcal{O} \tilde{Q} C)+(-1)^{B} m_{2}(\mathcal{O} \tilde{Q} B, \tilde{Q} C)\right) . \tag{6.31}
\end{equation*}
$$

All in all we obtain, ${ }^{27}$

$$
\begin{equation*}
\tilde{Q} M_{2}(B, C)=-\frac{1}{3}\left(m_{2}(\tilde{Q} B, C)+(-1)^{B} m_{2}(B, \tilde{Q} C)\right) . \tag{6.32}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left\langle\Lambda, \mathcal{O} \tilde{Q} M_{2}(\Psi, \Psi)\right\rangle=-\frac{1}{3}\left\langle\Lambda, \mathcal{O} m_{2}(\tilde{Q} \Psi, \Psi)-\mathcal{O} m_{2}(\Psi, \tilde{Q} \Psi)\right\rangle . \tag{6.33}
\end{equation*}
$$

Next, we examine the contributions to the term $\left\langle\Lambda, M_{2}(\Psi, \Psi)\right\rangle$, appearing in (6.28), again term by term,

$$
\begin{align*}
M_{2,1}(\Psi, \Psi)= & -\frac{1}{3} \tilde{Q}\left(\mathcal{O} m_{2}(\Psi, \Psi)+m_{2}(\mathcal{O} \Psi, \Psi)-m_{2}(\Psi, \mathcal{O} \Psi)\right) \\
= & \frac{1}{3}\left(3 m_{2}(\Psi, \Psi)+\mathcal{O} m_{2}(\tilde{Q} \Psi, \Psi)-\mathcal{O} m_{2}(\Psi, \tilde{Q} \Psi)+\right.  \tag{6.34}\\
& \left.+m_{2}(\mathcal{O} \tilde{Q} \Psi, \Psi)+m_{2}(\Psi, \mathcal{O} \tilde{Q} \Psi)-m_{2}(\mathcal{O} \Psi, \tilde{Q} \Psi)+m_{2}(\tilde{Q} \Psi, \mathcal{O} \Psi)\right) .
\end{align*}
$$

Note that the first term in the second line drops out when plugged into (6.26) due to its picture number range, while the next two terms exactly cancel out the contribution from (6.33). Then,

$$
\begin{align*}
M_{2,2}(\Psi, \Psi)= & \frac{1}{3}\left(2 m_{2}(\mathcal{O} \tilde{Q} \Psi, \Psi)+2 m_{2}(\Psi, \mathcal{O} \tilde{Q} \Psi)+m_{2}(\mathcal{O} \Psi, \tilde{Q} \Psi)-m_{2}(\tilde{Q} \Psi, \mathcal{O} \Psi)+\right. \\
& \left.+2 m_{2}(\mathcal{O} \tilde{Q} \Psi, \mathcal{O} \tilde{Q} \Psi)\right) . \tag{6.35}
\end{align*}
$$

Here, the first two terms in the first line combine nicely with the first two terms in the last line of (6.34), while the other two terms exactly cancel out the last two terms of (6.34). Finally, we have,

$$
\begin{equation*}
M_{2,3}(\Psi, \Psi)=\frac{1}{3} m_{2}(\mathcal{O} \tilde{Q} \Psi, \mathcal{O} \tilde{Q} \Psi) \tag{6.36}
\end{equation*}
$$

[^16]which combines nicely with the term in the second line of (6.35).
We now see that (6.26) implies,
\[

$$
\begin{equation*}
\left\langle\delta_{2} \Psi, \mathcal{O} \tilde{Q} \Psi\right\rangle+\left\langle\Lambda, m_{2}(\mathcal{O} \tilde{Q} \Psi, \Psi)+m_{2}(\Psi, \mathcal{O} \tilde{Q} \Psi)+m_{2}(\mathcal{O} \tilde{Q} \Psi, \mathcal{O} \tilde{Q} \Psi)\right\rangle=0 . \tag{6.37}
\end{equation*}
$$

\]

Canceling the first two terms of the second expression is straightforward and we obtain the standard form for the gauge transformation,

$$
\begin{equation*}
\delta_{2,1} \Psi=m_{2}(\Psi, \Lambda)-m_{2}(\Lambda, \Psi) . \tag{6.38}
\end{equation*}
$$

Canceling the last term is much harder. It might seem that we can choose,

$$
\begin{equation*}
\delta_{2,2} \Psi \stackrel{?}{=} \alpha m_{2}(\mathcal{O} \tilde{Q} \Psi, \Lambda)-(1-\alpha) m_{2}(\Lambda, \mathcal{O} \tilde{Q} \Psi), \tag{6.39}
\end{equation*}
$$

for an arbitrary $\alpha$. In fact, this cannot be the case, since $\Psi$ (again) would carry a wrong range of picture numbers. The fact that $\delta_{2} \Psi$ enters (6.37), in which it is contracted by $\mathcal{O}$ that includes a factor of $(1-X)^{-1}$ might seem to suggest that we could lower the picture of (6.39) and this would be compensated by some power of $X$ already present in the expression. This is also not quite correct, since lowering the picture of (6.39) would also introduce new couplings that are not present, to states with high enough pictures. In fact, it seems that if one attempts to naively lower the picture of all the components of (6.39) in order to keep the picture number in the legitimate range, the result might not converge. Thus, it is not clear to us what is the form of the second part of the gauge transformation at the cubic order. Presumably an expression exists that is non universal in its treatment of picture numbers that utilizes picture changing in some more sophisticated way.

## $7 \quad$ Partial gauge fixing

Since the $\hat{\Lambda}$ gauge symmetry (5.10) remains exact in the construction, one can consider the possibility of fixing it and constructing an interacting theory for the fixed case. The most natural way to fix this symmetry is to restrict $\Psi$ to the small Hilbert space. To obtain the form of the residual linear gauge symmetry we split $\Lambda$ into its two components and rewrite (5.10) as,

$$
\begin{equation*}
\delta \Psi=\tilde{Q}(\Lambda+\xi \tilde{\Lambda})+\xi \hat{\Lambda}, \tag{7.1}
\end{equation*}
$$

with $\Lambda, \tilde{\Lambda}, \hat{\Lambda} \in \mathcal{H}_{S}$. Setting,

$$
\begin{equation*}
\hat{\Lambda}=Q \tilde{\Lambda} \tag{7.2}
\end{equation*}
$$

we obtain a variation that leaves the string field in the small Hilbert space. The residual gauge symmetry takes the form,

$$
\begin{equation*}
\delta \Psi=Q \Lambda+(X-1) \tilde{\Lambda} . \tag{7.3}
\end{equation*}
$$

We recognize the standard gauge symmetry generated by $\Lambda$ as well as a picture changing symmetry generated by $\tilde{\Lambda}$. In particular, choosing $\tilde{\Lambda}=\Psi$ raises the picture number of the
given string field and choosing $\tilde{\Lambda}=-Y \Psi$ lowers it. In order to remain in the appropriate picture range for the string fields one has to impose

$$
\begin{equation*}
\operatorname{pic}(\Lambda) \leq-1, \quad \operatorname{pic}(\tilde{\Lambda}) \leq-2, \tag{7.4}
\end{equation*}
$$

in accord with the picture range defined in (5.10).
The free action takes now the form,

$$
\begin{equation*}
S_{2}=\frac{1}{2}\left\langle\frac{1}{1-X} \Psi, Q \Psi\right\rangle \equiv \frac{1}{2} \omega(\Psi, Q \Psi), \tag{7.5}
\end{equation*}
$$

where now the expectation value is taken in the small Hilbert space and a variation of the action leads to

$$
\begin{equation*}
Q \Psi=0 . \tag{7.6}
\end{equation*}
$$

The factor of $(1-X)^{-1}$ in the action exactly guarantees that the EOM be obeyed by any picture components in the range $\operatorname{pic}(\Psi) \leq-1$. Again, we would like to search for a cubic (and eventually higher order) extension of the action that would lead to EOM of the form,

$$
\begin{equation*}
Z\left(Q \Psi+M_{2}(\Psi, \Psi)\right)=0, \tag{7.7}
\end{equation*}
$$

for a product $M_{2}$ generalizing the star product and some proper operator $Z$. Again, a trivial solution exists: using the picture changing gauge symmetry in order to squeeze the string field to its -1 picture component and then using an analogue of the EKS action [12]. We would like to find a more universal treatment of the string field. However, for $p<-1$ the factor of $(1-X)^{-1}$ becomes non-trivial and the location of its insertion starts to play a role.

A simple non-trivial choice for $M_{2}$ exists, with a uniform distribution of the insertion among the three locations,

$$
\begin{equation*}
M_{2}(B, C)=\frac{1-X}{3}\left((1-X)^{-1} m_{2}(B, C)+m_{2}\left((1-X)^{-1} B, C\right)+m_{2}\left(B,(1-X)^{-1} C\right)\right) \tag{7.8}
\end{equation*}
$$

Note that for this $M_{2}$ the kinetic operator $Q$ is a derivation. The cubic part of the action is again of the form of (6.11),

$$
\begin{equation*}
S_{3}=\frac{1}{3} \omega\left(\Psi, M_{2}(\Psi, \Psi)\right)=\frac{1}{3}\left\langle\frac{1}{1-X} \Psi, m_{2}(\Psi, \Psi)\right\rangle, \tag{7.9}
\end{equation*}
$$

and we recognize that now,

$$
\begin{equation*}
Z=\mathcal{P}_{-1 \leq p} \frac{1}{1-X} \tag{7.10}
\end{equation*}
$$

Similar remarks to the ones mentioned in the previous section hold here as well.
Inspecting the gauge transformation in the current case we obtain,

$$
\begin{equation*}
\omega\left(\delta_{2} \Psi+M_{2}(\Lambda, \Psi)-M_{2}(\Psi, \Lambda)\right)=0 \tag{7.11}
\end{equation*}
$$

Again, this seems to suggest an expression for the gauge transformation,

$$
\begin{equation*}
\delta_{2} \Psi \stackrel{?}{=} M_{2}(\Psi, \Lambda)-M_{2}(\Lambda, \Psi), \tag{7.12}
\end{equation*}
$$

which is again unacceptable in light of the allowed range of picture numbers. In a sense it even seems that the problem becomes now more severe, presumably since we attempted to fix the $\xi$ gauge symmetry in an inconsistent way.

## 8 A note on a "people's democratic theory"

At the end of section 3 we mentioned the option of a "people's democratic theory", which is constructed over string fields $\Psi \in \mathcal{H}_{\mathrm{PD}}$, where this space of string fields is defined by,

$$
\begin{equation*}
X \Psi=\Psi \tag{8.1}
\end{equation*}
$$

Note that this also implies $Y \Psi=\Psi$ in light of (3.2) and (3.7). Such string fields carry exactly the same information in all their picture components. The fact that we have in such a string field infinitely many copies of the same physical object suggests that a regular construction of a kinetic term would lead to divergences. However, in light of (8.1) we have a natural way to define a kinetic term. Again, as demonstrated in the previous subsections, we can attempt the construction of a theory either in the small or in the large Hilbert space. We present here only a sketch of the construction in the small Hilbert space, for simplicity.

The free action can be written as,

$$
\begin{equation*}
S_{2}=\frac{1}{2}\left\langle\delta(1-X) \Psi_{p}, Q \Psi_{q}\right\rangle \tag{8.2}
\end{equation*}
$$

where now the expectation value is evaluate in the small Hilbert space and the picture numbers $p$ and $q$ are arbitrary. In light of the defining property (8.1) and the presence of the delta factor in the action it is immediate that this definition is independent of the representatives $p$ and $q$ and thus it makes sense. What we did essentially is to factor out the infinities that would have multiplies this action had we attempted to write $\Psi$ instead of $\Psi_{p}$ and $\Psi_{q}$.

A variation of the action (8.2) leads immediately to, ${ }^{28}$

$$
\begin{equation*}
\delta S_{2}=\frac{1}{2}\left(\left\langle\delta(1-X) \delta \Psi_{p}, Q \Psi_{q}\right\rangle+\left\langle\delta(1-X) \delta \Psi_{q}, Q \Psi_{p}\right\rangle\right), \tag{8.3}
\end{equation*}
$$

which we can rewrite using the fact that this expression is independent of $p$ and $q$ as

$$
\begin{equation*}
\delta S_{2}=\left\langle\delta(1-X) \delta \Psi_{p}, Q \Psi_{q}\right\rangle=\left\langle X^{-2-p-q} \delta \Psi_{p}, Q \Psi_{q}\right\rangle=\left\langle\delta \Psi_{-1}, Q \Psi_{-1}\right\rangle, \tag{8.4}
\end{equation*}
$$

or in any other desired picture. This variation leads immediately to

$$
\begin{equation*}
Q \Psi_{-1}=0, \tag{8.5}
\end{equation*}
$$

which together with (8.1) implies

$$
\begin{equation*}
Q \Psi=0 \tag{8.6}
\end{equation*}
$$

as we should have. Similarly, the linearized gauge symmetry is the expected one,

$$
\begin{equation*}
\delta \Psi=Q \Lambda \tag{8.7}
\end{equation*}
$$

where $\Lambda$ also obeys

$$
\begin{equation*}
X \Lambda=\Lambda \tag{8.8}
\end{equation*}
$$

[^17]The construction of the kinetic term cannot be directly applied to cubic and higher order terms. Now, there are several possibilities for inserting the $X$ powers appearing in the $\delta(1-X)$ factor, which are not equivalent for off-shell states. Moreover, different distribution of the picture number among the three string field insertions could also lead to different results, i.e., now there is a dependence on the representatives. One possible way for defining a canonical interaction term would be to average over all possibilities. However, the picture number in a discrete variable, and as is well known there is no uniform distribution over the integers. Nonetheless, one could hope to define the action as a limit. The kinetic term (8.2) could be written as,

$$
\begin{equation*}
S_{2}=\frac{1}{2} \lim _{N \rightarrow \infty} \frac{1}{(2 N+1)^{2}} \sum_{p, q=-N}^{N}\left\langle X^{-2-p-q} \Psi_{p}, Q \Psi_{q}\right\rangle \tag{8.9}
\end{equation*}
$$

In fact, this expression equals (8.2) even before taking the limit, in light of the independence on representatives. However, this suggests defining,

$$
\begin{equation*}
S_{3} \equiv \frac{1}{3} \lim _{N \rightarrow \infty} \frac{1}{(2 N+1)^{3}} \sum_{p, q, r=-N}^{N}\left\langle X^{-2-p-q-r} \Psi_{p}, m_{2}\left(\Psi_{q}, \Psi_{r}\right)\right\rangle \tag{8.10}
\end{equation*}
$$

Alternatively, one could define a smoother limit, ${ }^{29}$

$$
\begin{equation*}
S_{3} \equiv \frac{1}{3} \lim _{\alpha \rightarrow 1^{-}} \frac{(1-\alpha)^{3}}{8} \sum_{p, q, r=-\infty}^{\infty} \alpha^{|p|+|q|+|r|}\left\langle X^{-2-p-q-r} \Psi_{p}, m_{2}\left(\Psi_{q}, \Psi_{r}\right)\right\rangle \tag{8.11}
\end{equation*}
$$

One could further average over the possible locations of the $X$ insertions, i.e., an $X^{2}$ factor could be inserted at a single point, as we wrote above, but it could also be split to two $X$ factors that are inserted at two different points. One could even have a $Y$ factor in one point and factors of $X$ and $X^{2}$ in the two other points. Various averaging of such distributions could be considered.

We defer questions regarding the existence of the limits defining the action, proper distributions of powers of $X$, the EOM and its gauge transformations, higher order terms, and practical issues such as calculating within such theories to future work.

## 9 Conclusions

In this work we examined directions towards the construction of a regular open democratic string field theory. As a first step we examined possible PCOs that could be used for defining such a theory, we defined a projection that enables the extension of picture changing to a large enough class of off-shell states and we examined the properties of the operator defining it. We identified several possible starting points that could be used for the construction of a theory and concentrated on the pseudo-democratic case in the NS sector. We identified the free action both for the unfixed and partially fixed gauge case and extended it to the first interacting level. However, the identification of the gauge symmetry at this order proved to

[^18]be more challenging and the expressions we managed to obtain are incomplete. Also, the $M_{2}$ that we obtained leads to terms with arbitrarily high picture number, which seems somewhat unnatural. We also commented, in the previous section, on another possible direction towards a construction of a theory over the space $\mathcal{H}_{\mathrm{PD}}$.

There is certainly much more to be done. An obvious future direction would be to reexamine the problems we faced with the definition of the gauge symmetry. Whereas a possible resolution might emerge from a modification of the PCOs used or a more sophisticated definition of the product $M_{2}$, in particular by modifying the choice of the operator $R$, it might be the case that a more radical change is in order. As we noticed, the situation with the unfixed theory is somewhat better than that of the partially gauge fixed one. Presumably, some further gauge freedom or a different treatment of the existing gauge symmetry might save the day. In our construction we assumed that the gauge symmetry related to $\xi$ does not change at the non-linear level. This is certainly not a natural assumption. While it would certainly be much more challenging to construct a theory in which a gauge symmetry that is based on $\xi$, which is not a derivation, attains corrections, this might be necessary. Another linearity assumption we made is related to the projection to $\mathcal{H}_{\text {res }}$. Again, a more involved algebraic structure might be in order at the interacting level.

An even bolder treatment of the $\xi$ gauge symmetry can be thought of by noticing an analogy with the starting point for constructing the Berkovits theory. There, at the linearized level, one has two (anti-)commuting gauge symmetries, induced by $Q$ and $\eta$. This structure was then extended to the non-linear level. Now, instead of $Q$ we have $\tilde{Q}$ and instead of $\eta$ we have $\xi$. Could one generalize the construction to this case? Again, a most salient obstruction would be the fact that unlike the other mentioned operators, $\xi$ is not a derivation. Also, it is not a primary and it carries the wrong parity. Furthermore, questions regarding picture number and other restrictions of the space of string fields emerge. Presumably some coefficient fields would have to carry opposite Grassmann parity to compensate for the wrong parity of $\xi$. The fact that $\xi$ is not a derivation might lead to a non-associative algebra. Nonetheless, this is a tempting road to consider. Such line of research might also lead to a better understanding of the symmetry structure of superstring theory.

While the directions mentioned above are certainly interesting and important they seems to be formidably challenging. There are also other avenues to pursue. One such important direction is the further study of the $X Y$-based projection and more generally of the properties of the $X Y$ operator. Recall that we assumed that it is diagonalizable but did not provide a proof. There might be subtleties with this assumption, as we described in section 4 and if so there might be various remedies for these subtleties. Moreover one could reexamine the necessity of using the projector and the possibility to define regular (pseudo-)democratic theories without relying on a projector. It should be noted in light of one of the examples given in section 4, that the projector might project some states only at a particular value of the momentum. This seems, again, quite unnatural and should be further examined.

Another interesting research question is the construction of a two-state theory based on (2.34) and (2.35). It might be the case that a complete construction of such a theory is possible. While such a theory is certainly not too democratic, it might manifest a symmetry between the 0 and -1 pictures, which are special in some sense, mentioned above. Moreover,
while we are very far from the inclusion of the Ramond sector in the current construction, its inclusion, with picture number $-\frac{1}{2}$, in such a two-state theory, would probably be relatively straightforward. Again, this might manifest some underlying symmetry of the superstring.

A symmetry that we see throughout our construction is the symmetry related to interchanging the roles of $X$ and $Y$, together with some other required changes, e.g., changing the range of picture numbers. One can obtain in such a way a dual pseudo-democratic theory with an inverted range of picture numbers. Nonetheless, it is a curious observation that despite this apparent symmetry it is much harder to obtain a fully democratic formulation, that would further manifest the symmetry between $X$ and $Y$. Presumably this might have something to do with the asymmetric role that $X$ and $Y$ play in the perturbative construction of the world-sheet theory of the superstring [28]. We leave this question as well for future work.
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[^0]:    ${ }^{1}$ Where it is clear from the context what the ghost number is, as is the case here, we identify string field spaces and vertices/string fields living in these spaces solely by their picture number.

[^1]:    ${ }^{2}$ The $z$ dependence of $X_{p}(z)$ is irrelevant at the level of on-shell vertex operators.
    ${ }^{3}$ The commutator in (2.9) and elsewhere in this paper denotes the graded commutator, which is an anti-commutator in (2.9).
    ${ }^{4}$ These singularities play an important role also in the definition of perturbation theory of the superstring [28, 29].

[^2]:    ${ }^{5}$ In the small Hilbert space this operator is identical to $Q$.

[^3]:    ${ }^{6}$ A contracting homotopy operator $A$ of a derivation $d$ obeys $d A=1$. This implies that the cohomology of $d$ is trivial, since $d V=0$ implies $V=d(A V)$. Hence, the spaces of states and of gauge states should be appropriately restricted. In the current case $d$ is $\tilde{Q}$ and $A$ can be $\alpha \mathcal{O}_{+}+(1-\alpha) \mathcal{O}_{-}+\tilde{Q} \Lambda$ for an arbitrary constant $\alpha$ and an arbitrary ghost number -1 state $\Lambda$. Similar issues appear in the study of the pure spinor formulation of string theory [31].

[^4]:    ${ }^{7}$ We set for simplicity $g=1$. It is clear how to restore it, if needed, either here or in front of the action. String fields are multiplied with Witten's star product that we keep implicit for now. Similarly, the commutator in (2.25) is with respect to the star product.

[^5]:    ${ }^{8}$ The operators $\mathcal{O}_{p}$ are defined only up to the addition of terms of the form $Q \eta \Upsilon_{p+1}$. However, one can impose a universality condition that fixes these terms as well.

[^6]:    ${ }^{9}$ One could debate whether it is indeed necessary to impose that all the components of the string field have a non-linear part in their gauge transformation. We prefer to consider here only the simplest options.
    ${ }^{10}$ In fact, many established democracies were only pseudo-democratic for various reasons for a significant part of their history. Even an established democracy such as Switzerland was only pseudo-democratic until 1971. Other countries remain pseudo-democratic to this day.

[^7]:    ${ }^{11}$ There is of course an important difference, which we must keep in mind: $\eta(z)$ is a conformal primary of weight 1 and hence $\eta$ is a derivation, like $Q$. This is not the case with $X, \xi$, and $Y$.

[^8]:    ${ }^{12}$ The standard normalization is anyway related to the integration measure, while $X$ is not a real variable.
    ${ }^{13}$ Not to be confused with the perfectly regular eigenstates with eigenvalue 1 of the operator $X Y$ to be considered in the next section.

[^9]:    ${ }^{14}$ There are other variants of the picture changing operator that lead to an operator $X Y$, which is a projector [22]. However, in this case $X^{2}$ is singular and the operators $X$ and $Y$ do not commute. Hence, this choice is not adequate for a democratic formulation.
    ${ }^{15}$ We do not distinguish states from the operators producing them under the state-operator correspondence.

[^10]:    ${ }^{16}$ Presumably restricted to a given ghost number and with some proper definition of behaviour as a function of picture number.
    ${ }^{17}$ This is not necessarily a real basis, since there might be a sign difference between the BPZ and the Hermitian conjugation.

[^11]:    ${ }^{18}$ Since all the operations in this section keep states in $\mathcal{H}_{\text {res }}$ we do not write explicitly the projection $\mathcal{P}$ to this space. In particular note that this projection commutes with the projection to a given picture number or a range of picture numbers used below.
    ${ }^{19}$ It is an integrated version of (2.19a).

[^12]:    ${ }^{20}$ The proposed sequence of gauge transformations leads to a state in $\mathcal{H}_{-1}$ which is defined by a series, with the series coefficients being defined by the various gauge transformations. This series can be decomposed with respect to a standard basis of the Hilbert space to give a set of number series for the coefficients of the basis states. A possible definition for the space of string fields in this pseudo-democratic theory is the space of all string fields that lead in this way only to coefficient series that are absolutely convergent.

[^13]:    ${ }^{21}$ We attempt a perturbative addition of higher order terms. In what follows, we only attempt to examine the first not trivial order, namely, the cubic vertex. In principle it might happen that this is all that is needed. It might also happen that higher order terms would also be needed. This might lead to an interesting mathematical structure, e.g., an $A_{\infty}$ algebra, but we do not examine this issue here.

[^14]:    ${ }^{22}$ We do not attempt at this stage to identify an $A_{\infty}$ structure. Hence, we use Grassmann parity rather than the degree in the exponents of $(-1)$. Similarly, below, we do not modify the star product with a minus sign. These conventions could be easily modified if needed.
    ${ }^{23}$ The lowest $X$ power does not contribute in this case, so one can replace $\mathcal{O}$ by $\frac{\xi X}{1-X}$, but one could as well write the expression in its current form.

[^15]:    ${ }^{24}$ This is in contrast to the situation we would have faced with a fully democratic theory, since the operator (2.30) has no inverse.
    ${ }^{25}$ We will shortly explain why more terms are needed and identify these terms.
    ${ }^{26}$ These operators are BPZ odd when we include the minus sign stemming from the "integration by parts" (change of the contour direction) in the definition of their BPZ conjugation. One could consider also BPZ even operators for defining $R$, but we identify no natural candidates in this case.

[^16]:    ${ }^{27}$ This is an interesting expression. It appears as if $\tilde{Q}$ turns $M_{2}$ into $m_{2}$ and then acts on it as derivation, up to a multiplication by a constant. We are not sure of the importance of this observation.

[^17]:    ${ }^{28}$ One should not be confused by the different roles of $\delta$ as a formal picture-number delta-function and as the variation of $\Psi$.

[^18]:    ${ }^{29}$ See [35] for an example of the necessity of using a smooth limit in another context of regularizing string field theory.

