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#### Abstract

We use analytical bootstrap techniques to study supersymmetric monodromy defects in the critical Wess-Zumino model. In preparation for this result we first study two related systems which are interesting on their own: general monodromy defects (no susy), and the $\varepsilon$-expansion bootstrap for the Wess-Zumino model (no defects). For general monodromy defects, we extend previous work on codimension-two conformal blocks and the Lorentzian inversion formula in order to accommodate parity-odd structures. In the WessZumino model, we bootstrap four-point functions of chiral operators in the $\varepsilon$-expansion, with the goal of obtaining spectral information about the bulk theory. We then proceed to bootstrap two-point functions of chiral operators in the presence of a monodromy defect, and obtain explicit expressions in terms of novel special functions which we analyze in detail. Several of the results presented in this paper are quite general and should be applicable to other setups.
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## 1 Introduction and summary

Conformal defects are extended objects in conformal field theories that preserve a fraction of the full conformal symmetry. They are important physical observables and their properties should be studied with the same emphasis as the spectrum of local operators. In three dimensions, the critical Ising model has been the subject of intensive research during the past years, and part of this work has focused on its spectrum of defects: conformal boundary conditions were studied using bootstrap techniques in [1, 2], while the existence of a monodromy defect was proposed in [3], and further studied in [4].

The motivation behind this work is the study of monodromy defects in the $\mathcal{N}=2$ WessZumino model, which can be considered a supersymmetric counterpart to the standard $3 d$ Ising model which preserves four supercharges. ${ }^{1}$ In order to achieve our goal, several intermediate results are necessary, and some of them are interesting on their own right. In particular, our analysis contains applications valid for non-supersymmetric monodromy defects, for general codimension-two defects and for the Wess-Zumino model without defects. The purpose of this detailed introduction is to summarize the paper and provide an outlook of the most relevant results.

Consider a $d$-dimensional Euclidean conformal field theory. Whenever there is a complex scalar $\phi(x)$ invariant under $\mathrm{U}(1)$ transformations $\phi(x) \rightarrow e^{i \alpha} \phi(x)$, a monodromy defect is introduced demanding that the scalar picks a phase when it goes around the origin as follows

$$
\begin{equation*}
\phi(r, \theta+2 \pi, \vec{y})=e^{2 \pi i v} \phi(r, \theta, \vec{y}) . \tag{1.1}
\end{equation*}
$$

Here $0 \leq v<1$ is a real parameter that characterizes the monodromy, and we are using polar coordinates $(r, \theta)$ in the plane orthogonal to the defect. The critical Ising model provides the simplest example: since the global symmetry is $\mathbb{Z}_{2}$, there exists a monodromy defect with $v=1 / 2$. This defect was studied in $[3,4]$ using Monte-Carlo simulations, $\varepsilon$-expansion calculations and numerical bootstrap (see also [8]). For the case of the $O(N)$ models, there exist monodromy defects with general $v$, which were studied in the $\varepsilon$-expansion in [9], and recently the very systematic study of [10] has extended these results and obtained new ones in the large- $N$ limit. ${ }^{2}$

In the present work, an important observable we consider are two-point correlation functions of scalar fields in the presence of a monodromy defect. Since the monodromy partly breaks conformal symmetry, the two-point function depends on two conformal cross ratios $x$ and $\bar{x}$, to be defined in (2.2). As a result, the correlator reads

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right)\right\rangle=\frac{\mathcal{G}(x, \bar{x})}{\left(r_{1} r_{2}\right)^{\Delta_{\phi}}} . \tag{1.2}
\end{equation*}
$$

Analogously to four-point functions in homogeneous CFT, the correlator $\mathcal{G}(x, \bar{x})$ captures an infinite amount of CFT data thanks to the Operator Product Expansion (OPE). In

[^0]the presence of a defect, two different OPEs are possible, one as a sum of bulk operators, the other in terms of operators localized on the defect [12]. For two-point functions, these OPEs give two conformal block decompositions which must be equal: ${ }^{3}$
\[

$$
\begin{equation*}
\mathcal{G}(x, \bar{x})=\sum_{\hat{\Delta}, s} \mu_{\hat{\Delta}, s} \hat{f}_{\hat{\Delta}, s}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}} \sum_{\Delta, \ell} c_{\Delta, \ell} f_{\Delta, \ell}(x, \bar{x}) \tag{1.3}
\end{equation*}
$$

\]

In this paper, we follow the bootstrap philosophy which uses the crossing equation (1.3) as the starting point. Indeed, we will see that in favorable situations, (1.3) together with basic structural properties of the bulk theory and mild physical assumptions, can be used to fully determine the correlator $\mathcal{G}(x, \bar{x})$. In the case of conformal boundaries, this approach has been successfully carried out in a number of interesting examples [1, 13-17].

The main technical tool we will use to solve crossing analytically is the so-called Lorentzian inversion formula (LIF). The original LIF was derived for four-point correlation functions in CFTs without defects [18]. In the case of two-point functions in defect CFT, there exist two inversion formulas, one for each of the OPE channels in the crossing equation (1.3). These formulas were obtained in [19, 20] and were already used to study the $\mathbb{Z}_{2}$ Ising monodromy defect. In this work, we continue with this program and use the LIF to solve more general monodromy defects in the $\varepsilon$-expansion.

We start in section 2 with the Wilson-Fisher (WF) fixed point with global $O(2 N)$ symmetry. This model is described in $d=4-\varepsilon$ dimensions by the non-trivial fixed point of the following Lagrangian

$$
\begin{equation*}
L_{\mathrm{WF}}=\frac{1}{2}\left(\partial_{\mu} \phi_{i}\right)^{2}+\frac{\lambda}{4!}\left(\phi_{i} \phi_{i}\right)^{2}, \quad i=1, \ldots, 2 N \tag{1.4}
\end{equation*}
$$

We define the complex scalar $\phi=\phi_{1}+i \phi_{2}$ and impose a monodromy $v$ under rotations (1.1). Since this model is weakly coupled for $0<\varepsilon \ll 1$, one can use the Lagrangian description to compute CFT data using Feynman diagrams [4, 9, 10]. However, this is not the approach we follow on this work. Although still perturbative in nature, our analysis relies solely on modern analytical bootstrap techniques. The bootstrap has several advantages which allow us to present improvements on previous results. On the one hand, we obtain closed-form expressions for the correlation function $\mathcal{G}(x, \bar{x})$ to order $O(\varepsilon)$, which allows us to extract previously unknown bulk CFT data in an efficient way. On the other hand, we show that the correlator is an analytic function of the monodromy $v$, and the transformation $v \rightarrow v+1$ has the interpretation of a change of boundary condition for low-lying defect operators. We also clarify subtleties related to codimension-two defects that had not appeared in the literature. In particular, we obtain conformal blocks for odd-spin bulk operators, which are related to the existence of parity-odd one-point tensor structures when the codimension is two. In order to accommodate these operators, we also have to extend the bulk-to-defect Lorentzian inversion formula [19]. These results not only are applicable to monodromy defects, but to any type of codimension-two defect.

[^1]Having used the Wilson-Fisher model as a testing ground for our techniques, we move on to the Wess-Zumino (WZ) model, which is the simplest superconformal model preserving four supercharges. This model consists of a complex scalar $\phi(x)$ and a two-component complex fermion $\psi(x)$. The allowed interactions are fully fixed by supersymmetry, so the action depends on a single coupling constant $g$ :

$$
\begin{equation*}
L_{\mathrm{WZ}}=\left(\partial_{\mu} \bar{\phi}\right)\left(\partial_{\mu} \phi\right)+\psi^{\dagger} \bar{\sigma}^{\mu} \partial_{\mu} \psi+\frac{g}{2}\left(\psi \psi \phi+\psi^{\dagger} \psi^{\dagger} \bar{\phi}\right)+\frac{g^{2}}{4}(\phi \bar{\phi})^{2} . \tag{1.5}
\end{equation*}
$$

Similarly to the WF case, this model has a fixed point in $d=4-\varepsilon$ dimensions that can be studied in diagrammatic perturbation theory. ${ }^{4}$ Compared to the Wilson-Fisher fixed point, which has gotten a lot of attention from the bootstrap community [21-28], the literature on the Wess-Zumino model using modern conformal bootstrap is much scarcer, the most notable exceptions being [29, 30].

In section 3 we take a small detour in order to fill this gap. In this section we forget momentarily about defects, and we start by modifying the original LIF [18] into a formula that directly extracts OPE coefficients of exchanged superconformal primaries. The main virtues of this formula are that it unmixes the contributions of nearly-degenerate operators, and that it applies to general superconformal theories with four supercharges in any number of dimensions. With this newly developed machinery, we carry out the bootstrap program for bulk four-point functions of chiral operators and extract bulk CFT data to leading order in $\varepsilon$. This is the simplest application of our formalism, and we hope to present a more detailed treatment of the Wess-Zumino model using LIF technology elsewhere.

In section 4 we put all the pieces together and study monodromy defects in the WessZumino model. We start by reviewing the relevant superconformal blocks [16], and then move on to use the input of section 3 and the LIF to bootstrap two-point functions of chiral fields. The final result can be written in a compact form in terms of a class of oneand two-variable special functions which are defined by their series expansions. Because these functions might be relevant for future bootstrap calculations, we study some of their analytic properties in more detail. In particular, we explain how to extract their behavior around $x, \bar{x} \sim 1$ given their series expansions around $x, \bar{x} \sim 0$. This amounts to extracting both bulk and defect CFT data to leading order in $\varepsilon$, which was one of the original goals of this work.

## 2 Wilson-Fisher: monodromy defects

In this section we study monodromy defects in the Wilson-Fisher fixed point, previous work on this subject include $[9,10] .{ }^{5}$ Here we present some small improvements by obtaining the full correlation function at order $O(\varepsilon)$ and extracting the bulk CFT data. This model, interesting on its own, is also a good testing ground for our techniques, which we will later apply to the Wess-Zumino model in section 4.

[^2]We start this section studying kinematics of codimension-two defects in $d$-dimensional Euclidean spacetime. Even though kinematics of defect CFTs are well understood in general [12], the codimension-two case turns out to be subtle. In particular, we obtain bulk conformal blocks for odd-spin operators, which have not appeared in the literature before. Furthermore, we extend the bulk-to-defect inversion formula of [19], in order to accommodate odd-spin operators for generic codimension-two defects. We end the section by bootstrapping two-point functions of bulk scalars $\left\langle\phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right)\right\rangle$ in the presence of monodromy defects, first for free theories, and then for the more interesting case of the Wilson-Fisher fixed point.

### 2.1 Conformal cross ratios

As anticipated in the introduction, the two-point function of scalars in the presence of a defect depends on a function of two conformal cross ratios

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right)\right\rangle=\frac{\mathcal{G}(x, \bar{x})}{\left|x_{1}^{\perp}\right|^{\Delta_{\phi}}\left|x_{2}^{\perp}\right|^{\Delta_{\phi}}} . \tag{2.1}
\end{equation*}
$$

In this work, we use the same cross ratios as [19], which are defined by ${ }^{6}$

$$
\begin{equation*}
\sqrt{x \bar{x}}+\frac{1}{\sqrt{x \bar{x}}}=\frac{\left|x_{12}^{\|}\right|^{2}+\left|x_{1}^{\perp}\right|^{2}+\left|x_{2}^{\perp}\right|^{2}}{\left|x_{1}^{\perp}\right|\left|x_{2}^{\perp}\right|}, \quad \sqrt{\frac{x}{\bar{x}}}+\sqrt{\frac{\bar{x}}{x}}=\frac{2 x_{1}^{\perp} \cdot x_{2}^{\perp}}{\left|x_{1}^{\perp}\right|\left|x_{2}^{\perp}\right|} . \tag{2.2}
\end{equation*}
$$

Here we are assuming a flat defect, with $x^{\|}$directions parallel to the defect and $x^{\perp}$ orthogonal directions.

In order to give a geometric interpretation of the cross ratios, it is convenient to use a conformal transformation to go to a simpler frame. In the frame of interest, the defect sits at the origin, the two operators $\phi\left(x_{1}\right), \bar{\phi}\left(x_{2}\right)$ lie on a plane orthogonal to the defect, and $\bar{\phi}\left(x_{2}\right)$ is set at one. The position of $\phi\left(x_{1}\right)$ is unfixed and depends on two coordinates, which are precisely the two cross ratios in (2.1). In Euclidean signature, it is convenient to parametrize the position of $\phi\left(x_{1}\right)$ with complex conjugate coordinates $x$ and $\bar{x}=x^{*}$, namely:

$$
\begin{equation*}
x_{1}=\left(\frac{1}{2}(x+\bar{x}), \frac{1}{2 i}(x-\bar{x}), \vec{y}\right), \quad x_{2}=(1,0, \vec{y}) . \tag{2.3}
\end{equation*}
$$

Here $\vec{y}$ parametrizes the directions parallel to the defect. Continuing the CFT to Lorentzian signature, one sees that the two cross ratios $x, \bar{x}$ become real and independent. Because of their interpretation as coordinates in a plane and their reality conditions, the defect CFT cross ratios $x, \bar{x}$ are close analogs of the four-point cross-ratios $z, \bar{z}$ which are familiar in homogeneous CFT.

### 2.2 Conformal blocks

The two point function $\mathcal{G}(x, \bar{x})$ admits two different expansions, the defect-channel expansion and the bulk OPE expansion, see (1.3). These expansions are formulated in terms of the conformal blocks that we now study. The discussion that follows is always restricted to codimension-two defects.

[^3]
### 2.2.1 Defect channel

The defect-channel expansion expresses a bulk field as an infinite sum of defect fields. In the coordinates $x, \bar{x}$ of equation (2.3), the defect sits at $x=\bar{x}=0$, while the operator $\bar{\phi}\left(x_{2}\right)$ sits at $x=\bar{x}=1$. The defect OPE limit dominates when $\phi\left(x_{1}\right)$ approaches the defect, namely when $x \bar{x} \rightarrow 0$ keeping $x / \bar{x}$ fixed. To leading order in $x \bar{x}$ and to all orders in $x / \bar{x}$, we normalize the defect expansion as

$$
\begin{equation*}
\phi(x, \bar{x}, \vec{y}) \sim \sum_{\widehat{\mathcal{O}}} b_{\phi \widehat{\mathcal{O}}}\left(\frac{\bar{x}}{x}\right)^{s}(x \bar{x})^{\left(\widehat{\Delta}-\Delta_{\phi}\right) / 2}[\widehat{\mathcal{O}}(\vec{y})+O(x \bar{x})] \tag{2.4}
\end{equation*}
$$

Inserting (2.4) in the two-point function and comparing with the defect expansion (1.3) gives the leading behavior of defect blocks

$$
\begin{equation*}
\hat{f}_{\hat{\Delta}, s}(x, \bar{x}) \sim x^{(\hat{\Delta}-s) / 2} \bar{x}^{(\hat{\Delta}+s) / 2}+O(x \bar{x}) \tag{2.5}
\end{equation*}
$$

The full cross-ratio dependence of the conformal block $\hat{f}_{\hat{\Delta}, s}(x, \bar{x})=(\bar{x} / x)^{s} g_{\hat{\Delta}}(x \bar{x})$ can be determined from the Casimir equation derived in [12], namely

$$
\begin{equation*}
\left[(1-y) y^{2} \partial_{y}^{2}-\frac{1}{2} y(d y+d-4) \partial_{y}-\frac{1}{4} \hat{\Delta}(\hat{\Delta}-d+2)(1-y)\right] g(y)=0 \tag{2.6}
\end{equation*}
$$

This equation has two hypergeometric solutions, and the one with the correct boundary conditions (2.5) leads to the final form of defect-channel conformal blocks:

$$
\begin{equation*}
\hat{f}_{\hat{\Delta}, s}(x, \bar{x})=x^{(\hat{\Delta}-s) / 2} \bar{x}^{(\hat{\Delta}+s) / 2}{ }_{2} F_{1}(\hat{\Delta}, d / 2-1 ; \hat{\Delta}+2-d / 2 ; x \bar{x}) \tag{2.7}
\end{equation*}
$$

Monodromy defects. Even though this section applies to arbitrary codimension-two defects, let us return momentarily to monodromy defects. Since we work in Euclidean signature, the cross ratios are complex conjugates of each other $x^{*}=\bar{x}$, and moving $\phi\left(x_{1}\right)$ around the defect corresponds to analytically continuing $x(\bar{x})$ around the origin counterclockwise (clockwise). Together with (1.1), we conclude that our correlation function must satisfy the boundary condition

$$
\begin{equation*}
\mathcal{G}\left(x^{\circlearrowleft}, \bar{x}^{\circlearrowright}\right)=e^{+2 \pi i v} \mathcal{G}(x, \bar{x}) \tag{2.8}
\end{equation*}
$$

The monodromy (2.8) combined with the form of the defect block (2.7) requires the defect spectrum to consists of non-integer transverse spins:

$$
\begin{equation*}
s=-v+n \quad \text { for } \quad n \in \mathbb{Z} \tag{2.9}
\end{equation*}
$$

This observation will be important in modifying the Lorentzian inversion formula in section 2.3 , and in the study of monodromy defects starting in section 2.4.

### 2.2.2 Bulk channel

Let us turn to the bulk-channel expansion, where the product $\phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right)$ is expanded in an infinite sum of bulk operators by means of the usual operator product expansion (OPE). In the frame of equation (2.3), the second operator is located at $x=\bar{x}=1$, so
the bulk-channel expansion dominates in the regime $(1-x)(1-\bar{x}) \rightarrow 0$. Since $\phi$ and $\bar{\phi}$ are unequal operators, the bulk OPE consists of both even and odd spin operators. As is customary, we use index free notation $\mathcal{O}^{(\ell)}(x, u)=\mathcal{O}^{\mu_{1} \ldots \mu_{\ell}}(x) u_{\mu_{1}} \ldots u_{\mu_{\ell}}$ and assume the following normalization for the $\mathrm{OPE}^{7}$

$$
\begin{equation*}
\phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right) \sim \sum_{\mathcal{O}^{(\ell)}} \lambda_{12 \mathcal{O}} 2^{\ell / 2} \frac{\mathcal{O}^{(\ell)}\left(x_{2}, x_{12}\right)}{x_{12}^{\Delta_{1}+\Delta_{2}-\Delta+\ell}}+\ldots, \tag{2.10}
\end{equation*}
$$

where we keep the leading order in the bulk OPE limit $x_{12}^{2} \rightarrow 0$. For general defects, only even-spin operators can have one-point functions [12]. However, a peculiarity of codimension-two defects is that odd-spin operators can also have one-point functions:

$$
\begin{align*}
\ell \text { even: } & & \left\langle\mathcal{O}^{(\ell)}(x, u)\right\rangle & =\frac{2^{\ell / 2} a_{\mathcal{O}}}{\left|x^{i}\right|^{\Delta}}\left(\frac{\left(x^{i} u^{i}\right)^{2}}{\left|x^{i}\right|^{2}}-u^{i} u^{i}\right)^{\ell / 2}, \\
\ell \text { odd: } & & \left\langle\mathcal{O}^{(\ell)}(x, u)\right\rangle & =-\frac{i 2^{\ell / 2} a_{\mathcal{O}} \varepsilon_{i j} u^{i} u^{j}}{\left|x^{i}\right|^{\Delta+1}}\left(\frac{\left(x^{i} u^{i}\right)^{2}}{\left|x^{i}\right|^{2}}-u^{i} u^{i}\right)^{(\ell-1) / 2} . \tag{2.11}
\end{align*}
$$

Here $i, j=1,2$ are indices in the two directions orthogonal to the defect, and $\varepsilon_{i j}$ is the two-index antisymmetric tensor, which is an allowed tensor structure for codimension-two defects. Combining the bulk OPE with the form of the one-point function gives the leading order behavior of blocks with even and odd spin:

$$
\begin{equation*}
\lim _{x, \bar{x} \rightarrow 1} f_{\Delta, \ell}(x, \bar{x})=[(1-x)(1-\bar{x})]^{(\Delta-\ell) / 2}(x-\bar{x})^{\ell} . \tag{2.12}
\end{equation*}
$$

It is perhaps surprising that odd-spin bulk blocks are antisymmetric under $x \leftrightarrow \bar{x}$, but it is a direct consequence of the existence of parity-odd one-point functions (2.11). It is also interesting to consider the normalization of bulk blocks in the lightcone limit

$$
f_{\Delta, \ell}(x, \bar{x})= \begin{cases}(1-x)^{(\Delta-\ell) / 2}(1-\bar{x})^{(\Delta+\ell) / 2} & 0<1-x \ll 1-\bar{x} \ll 1,  \tag{2.13}\\ (-1)^{\ell}(1-\bar{x})^{(\Delta-\ell) / 2}(1-x)^{(\Delta+\ell) / 2} & 0<1-\bar{x} \ll 1-x \ll 1 .\end{cases}
$$

As before, the full dependence of $f_{\Delta, \ell}$ on the cross-ratios can be obtained by solving the Casimir differential equation, which has been worked out in [12, 33]. We are interested in the codimension-two case, when the differential operator in $x, \bar{x}$ coordinates reads

$$
\begin{align*}
& \left(D_{x}+D_{\bar{x}}+(d-2) \frac{(1-x)(1-\bar{x})}{1-x \bar{x}}\left(x \partial_{x}+\bar{x} \partial_{\bar{x}}\right)-\frac{1}{2} c_{2}\right) f_{\Delta, \ell}(x, \bar{x})=0,  \tag{2.14}\\
& D_{x}=(1-x)^{2} x \partial_{x}^{2}+(1-x)^{2} \partial_{x},
\end{align*}
$$

and the Casimir eigenvalue is $c_{2}=\Delta(\Delta-d)+\ell(\ell+d-2)$. The similarity of (2.14) with the Dolan and Osborn differential operator [34, 35] is apparent. Indeed, it was originally pointed out in [12] that in terms of $z, \bar{z}$ coordinates

$$
\begin{equation*}
x=1-z, \quad \bar{x}=(1-\bar{z})^{-1}, \tag{2.15}
\end{equation*}
$$

[^4]the two differential operators are the same. By comparing the lightcone limit of the defect block (2.13) with the lightcone limit of four-point blocks, we obtain the precise mapping
\[

$$
\begin{equation*}
f_{\Delta, \ell}(x, \bar{x})=(-1)^{-(\Delta+\ell) / 2} g_{\Delta, \ell}\left(1-x, \frac{\bar{x}-1}{\bar{x}}\right) . \tag{2.16}
\end{equation*}
$$

\]

Our discussion makes it clear that this relation is valid both for even- and odd-spin bulk operators. In the four-dimensional case, which is relevant for the present work, simple closed-form expressions for the four-point blocks are known [36], which in the defect case map to

$$
\begin{align*}
f_{\Delta, \ell}(x, \bar{x}) & =\frac{(1-x)(1-\bar{x})}{1-x \bar{x}}\left(k_{\Delta-\ell-2}^{0,0}(1-x) k_{\Delta+\ell}^{0,0}(1-\bar{x})+(-1)^{\ell}(x \leftrightarrow \bar{x})\right), \\
k_{\beta}^{r, s}(x) & =x^{\beta / 2}{ }_{2} F_{1}\left(\frac{\beta-r}{2}, \frac{\beta+s}{2}, \beta, x\right) . \tag{2.17}
\end{align*}
$$

It is easy to check that this is normalized according to (2.13). For general space-time dimensions $d$, one makes an ansatz of the form [37]

$$
\begin{equation*}
f_{\Delta, \ell}(x, \bar{x})=\sum_{n=0}^{\infty} \sum_{j=-n}^{n} A_{n, j}(\Delta, \ell)(1-x)^{(\Delta-\ell) / 2+n} k_{\Delta+\ell+2 j}^{0,0}(1-\bar{x}), \tag{2.18}
\end{equation*}
$$

and fixes the coefficients recursively with the Casimir equation (2.14). This process can be implemented efficiently using a computer. For the sake of clarity, we present some low-lying coefficients:

$$
\begin{equation*}
A_{0,0}(\Delta, \ell)=1, \quad A_{1,0}(\Delta, \ell)=\frac{\Delta-\ell}{4}, \quad A_{1,-1}(\Delta, \ell)=-\frac{(d-2) \ell}{2 \ell+d-4} \tag{2.19}
\end{equation*}
$$

### 2.3 Bulk-to-defect inversion formula

The Lorentzian Inversion Formula (LIF) [18, 38] is a central tool for the analytic bootstrap program. In the presence of defects, one can consider a bulk-to-defect LIF [19] and a defect-to-bulk LIF [20]. The bulk-to-defect LIF is of particular importance in this work, as will become clear in subsequent sections. For codimension-two defects, we need a small extension of the formula presented in [19] which we outline below, and we refer the reader to [19] for further details.

### 2.3.1 Derivation

The LIF of [19] was derived assuming that the correlator $\mathcal{G}(x, \bar{x})$ is a symmetric function of $x, \bar{x}$, which is true when the external scalars are identical and the theory preserves parity. In our setup, the bulk expansion generically contains even- and odd-spin blocks, which are symmetric and antisymmetric respectively, so the full correlator has no definite symmetry. Furthermore, our derivation is valid for non-integer values of $s$, which is the relevant situation for monodromy defects.

The central object of this discussion is the function $\mu(\Delta, s)$, which encodes dimensions of defect operators as poles and their OPE coefficients as residues:

$$
\begin{equation*}
\mu_{\hat{\Delta}_{*}, s} \equiv b_{\hat{\Delta}_{*}, s}^{2}=-\operatorname{Res}_{\hat{\Delta}=\hat{\Delta}_{*}} \mu(\hat{\Delta}, s) . \tag{2.20}
\end{equation*}
$$

Let us introduce coordinates $x=r w$ and $\bar{x}=r / w$, which in Euclidean signature correspond to a radial coordinate $r$ and a phase $w$. The conformal block (2.7) can be decomposed as $\hat{f}_{\hat{\Delta}, s}(r, w)=w^{-s} \hat{f}_{\hat{\Delta}}(r)$, and the correlation function admits a partial wave expansion

$$
\begin{equation*}
\mathcal{G}(r, w)=\sum_{s} \int_{p / 2-i \infty}^{p / 2+i \infty} \frac{d \hat{\Delta}}{2 \pi i} \mu(\hat{\Delta}, s) w^{-s} \Psi_{\hat{\Delta}}(r), \quad \Psi_{\hat{\Delta}}(r) \equiv \frac{1}{2}\left(\hat{f}_{\hat{\Delta}}+\frac{K_{p-\hat{\Delta}}}{K_{\hat{\Delta}}} \hat{f}_{p-\hat{\Delta}}\right), \tag{2.21}
\end{equation*}
$$

where the sum runs for all $-\infty<s<\infty$ and we introduced $K_{\hat{\Delta}}=\Gamma(\hat{\Delta}) / \Gamma(\hat{\Delta}-p / 2)$ and $p=d-2$. When the partial wave $\Psi_{\hat{\Delta}}(r)$ has dimension $\hat{\Delta}=p / 2+i \nu$ it obeys an orthonormality relation [19]:

$$
\begin{equation*}
\int_{0}^{1} d r \frac{\left(1-r^{2}\right)^{d-2}}{r^{d-1}} \Psi_{\hat{\Delta}_{1}}(r) \Psi_{\hat{\Delta}_{2}}(r)=\frac{\pi}{2} \frac{K_{p-\hat{\Delta}_{2}}}{K_{\hat{\Delta}_{1}}}\left[\delta\left(\nu_{1}-\nu_{2}\right)+\delta\left(\nu_{1}+\nu_{2}\right)\right] . \tag{2.22}
\end{equation*}
$$

Furthermore, we assume the defect spectrum is such that the transverse spins are integer separated $s_{1}-s_{2} \in \mathbb{Z}$. In this case, we have the orthonormality relation

$$
\begin{equation*}
\oint \frac{d w}{2 \pi i w} w^{s_{1}-s_{2}}=\delta_{s_{1}, s_{2}}, \tag{2.23}
\end{equation*}
$$

where the integral is along the unit circle $|w|=1$. Combining the partial wave decomposition (2.21) with the orthonormality of our basis, one readily obtains the Euclidean inversion formula:

$$
\begin{equation*}
\mu(\hat{\Delta}, s)=\frac{2 K_{\hat{\Delta}}}{K_{p-\hat{\Delta}}} \oint \frac{d w}{2 \pi i w} w^{s} \int_{0}^{1} d r \frac{\left(1-r^{2}\right)^{d-2}}{r^{d-1}} \Psi_{\hat{\Delta}}(r) \mathcal{G}(r, w) . \tag{2.24}
\end{equation*}
$$

Let us stress that this formula is only valid for physical values of the transverse spin $s$. Now we would like to deform the integration contour of $w$ into Lorentzian kinematics, leading to a formula analytic in $s$. However, in order to deform the contour safely, one needs the asymptotic behavior of $\mathcal{G}(r, w)$ for large and small $w$ :

$$
\begin{equation*}
\mathcal{G}(r, w) \lesssim w^{-s_{+}^{*}} \quad \text { as } \quad w \rightarrow 0, \quad \mathcal{G}(r, w) \lesssim w^{s_{-}^{*}} \quad \text { as } \quad w \rightarrow \infty . \tag{2.25}
\end{equation*}
$$

Then we conclude that for $s>s_{+}^{*}$ we can contract the contour towards the origin picking up a discontinuity around the cut $w \in[0, r]$. Similarly, for $s<-s_{-}^{*}$ we blow up the contour to infinity, picking a discontinuity around the cut $w \in[1 / r, \infty]$. We then rewrite the resulting integral in terms of $x, \bar{x}$, and keep only poles in $\mu(\hat{\Delta}, s)$ corresponding to the exchanged operator and not its shadow. After the dust settles, we obtain the bulk-to-defect Lorentzian inversion formula in its final form:

$$
\mu(\hat{\Delta}, s)=\left\{\begin{array}{lll}
\int_{0}^{1} d x \int_{1}^{1 / x} d \bar{x} I_{\widehat{\Delta}, s}(x, \bar{x}) \operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x}) & \text { for } & s>s_{+}^{*}  \tag{2.26}\\
\int_{0}^{1} d \bar{x} \int_{1}^{1 / \bar{x}} d x I_{\hat{\Delta}, s}(x, \bar{x}) \operatorname{Disc}_{x} \mathcal{G}(x, \bar{x}) & \text { for } & s<-s_{-}^{*}
\end{array} .\right.
$$

In the above formula, the integration kernel and discontinuities are given by:

$$
I_{\hat{\Delta}, s}(x, \bar{x})=\frac{1}{4 \pi i} x^{-\frac{\hat{\Delta}^{-s+2}}{2}} \bar{x}^{-\frac{\hat{\Delta}+s+2}{2}}(1-x \bar{x})_{2} F_{1}\left(\begin{array}{c}
1-\hat{\Delta}, 2-d / 2  \tag{2.27}\\
d / 2-\hat{\Delta}
\end{array} ; x \bar{x}\right),
$$

$\operatorname{Disc}_{x} \mathcal{G}(x, \bar{x})=\mathcal{G}(x+i 0, \bar{x})-\mathcal{G}(x-i 0, \bar{x})$,
$\operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x})=\mathcal{G}(x, \bar{x}+i 0)-\mathcal{G}(x, \bar{x}-i 0)$.

This is equal to the inversion formula obtained in [19] for $s>s_{+}^{*}$, but one has to exchange the role of $x \leftrightarrow \bar{x}$ to obtain the defect CFT data for $s<-s_{-}^{*}$. The difference arises because [19] assumed that the correlator $\mathcal{G}(x, \bar{x})$ is a symmetric function of $x, \bar{x}$, which is true for defects of codimension greater than two and for codimension-two defects without parity-odd operators. Instead, here we focus on codimension two and allow $\mathcal{G}(x, \bar{x})$ to have no definite symmetry. As we will see in section 4, this extension of the original LIF is necessary for applications in the Wess-Zumino model.

Let us also mention that for the particular case when $\mathcal{G}(x, \bar{x})$ is symmetric, the LIF can be simplified. Indeed, for symmetric correlators equation (2.25) implies $s_{-}^{*}=s_{+}^{*} \equiv s^{*}$ and the two contributions in the inversion formula can be combined:

$$
\begin{equation*}
\mu(\hat{\Delta}, s)=\int_{0}^{1} d x \int_{1}^{1 / x} d \bar{x} I_{\hat{\Delta},|s|}(x, \bar{x}) \operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x}) \text { for }|s|>s^{*} \text { and } \mathcal{G}(x, \bar{x})=\mathcal{G}(\bar{x}, x) \tag{2.28}
\end{equation*}
$$

The advantage is that now one recovers the positive and negative transverse-spin trajectories at the same time.

### 2.3.2 Applications

Let us also briefly discuss how to use the inversion formula in practice. The inversion formula uses the discontinuity across branch cuts that start at $x, \bar{x}=1$. It is thus possible to compute this discontinuity term by term using the bulk-channel expansion, which is an expansion in powers of $(1-x),(1-\bar{x})$. If follows from section 2.2 .2 that bulk blocks have the structure

$$
\begin{equation*}
f_{\Delta, \ell}(x, \bar{x})=[(1-x)(1-\bar{x})]^{(\Delta-\ell) / 2} \tilde{f}_{\Delta, \ell}(x, \bar{x}) . \tag{2.29}
\end{equation*}
$$

Here the prefactor is possibly non-analytic around $x, \bar{x}=1$, while $\tilde{f}_{\Delta, \ell}$ is analytic at $x, \bar{x}=1$. Equivalently, $\tilde{f}_{\Delta, \ell}$ admits a convergent power series in integer powers of $1-x$ and $1-\bar{x}$ :

$$
\begin{equation*}
\tilde{f}_{\Delta, \ell}(x, \bar{x})=\sum_{n, m \geq 0} k_{n, m}(1-x)^{n}(1-\bar{x})^{m} \tag{2.30}
\end{equation*}
$$

As a result, the discontinuity picks only the contribution from the prefactor in (2.29), so focusing on $\operatorname{Disc}_{\bar{x}}$ for concreteness

$$
\begin{align*}
\operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x}) & =\operatorname{Disc}_{\bar{x}}\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}} \sum_{\Delta, \ell} c_{\mathcal{O}} f_{\Delta, \ell}(x, \bar{x}) \\
& =\left(\frac{\sqrt{x \bar{x}}}{(1-x)}\right)^{\Delta_{\phi}} \sum_{\Delta, \ell} c_{\mathcal{O}} \tilde{f}_{\Delta, \ell}(x, \bar{x}) \operatorname{Disc}_{\bar{x}}(1-\bar{x})^{\frac{\Delta-\ell}{2}-\Delta_{\phi}} . \tag{2.31}
\end{align*}
$$

It should be mentioned here that there are two ways for $\operatorname{Disc}_{\bar{x}}(1-\bar{x})^{\alpha} \neq 0$ : if $\alpha$ is noninteger, or if $\alpha=-n$ is a negative integer. In these two cases the discontinuity reads

$$
\begin{align*}
\operatorname{Disc}_{\bar{x}}(1-\bar{x})^{\alpha} & =2 i \sin (\pi \alpha)(\bar{x}-1)^{\alpha} \quad \text { for } \quad \alpha \notin \mathbb{N}, \\
\operatorname{Disc}_{\bar{x}} \frac{1}{(1-\bar{x})^{n}} & =2 \pi i \frac{(-1)^{n}}{(n-1)!} \delta^{(n-1)}(1-\bar{x}) \quad \text { for } \quad n \in \mathbb{N}_{+} . \tag{2.32}
\end{align*}
$$

The first formula follows straightforwardly from the definition of discontinuity (2.27), while the second can be justified by integrating against a test function, see for example (3.7) in [39].

All in all, comparing (2.31) and (2.32), it is clear that only two classes of bulk operators contribute to the inversion formula:

1. Operators below the double-twist dimension $\Delta<2 \Delta_{\phi}+\ell$. The most important example of this kind is that bulk identity $\Delta=\ell=0$, which is present in any CFT. This contribution will be studied in detail in section 2.4. Another example are singletrace operators in large- $N$ CFTs [40], but they play no role in the present paper.
2. Double-twist operators with anomalous dimension $\Delta=2 \Delta_{\phi}+\ell+2 n+\gamma$. These operators are the ones that will contribute in our study of the Wilson-Fisher and Wess-Zumino models in subsequent sections.

Summarizing, the LIF kills bulk operators with exact double-twist dimension $\Delta=2 \Delta_{\phi}+$ $\ell+2 n$. This is ultimately the reason why the LIF is so powerful.

### 2.4 GFF monodromy defect

Having developed the necessary techniques, we are ready to study monodromy defects using analytic bootstrap. We start with a generalized free field (GFF) $\phi(x)$ of dimension $\Delta_{\phi}$. It is well known that the bulk spectrum of GFF consists of the identity and double-twist operators $\Delta_{\ell, n}=2 \Delta_{\phi}+\ell+2 n$, and we just discussed that these do not contribute to the inversion formula. As a result, we can reconstruct the full defect CFT data from the discontinuity of the bulk identity:

$$
\begin{equation*}
\operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x})=\operatorname{Disc}_{\bar{x}}\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}}=2 i \sin \left(\pi \Delta_{\phi}\right)\left(\frac{\sqrt{x}}{1-x}\right)^{\Delta_{\phi}}\left(\frac{\sqrt{\bar{x}}}{\bar{x}-1}\right)^{\Delta_{\phi}} \tag{2.33}
\end{equation*}
$$

Plugging the discontinuity in the LIF (2.28), one can obtain the defect spectrum and the OPE coefficients. This is worked out in detail in [19], the main result is that the defect spectrum is given by $\Delta_{s, n}=\Delta_{\phi}+|s|+2 n$ with the following OPE coefficients:

$$
\begin{equation*}
\mu_{s, n}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right)=\frac{\left(\Delta_{\phi}+1-d / 2\right)_{n}\left(\Delta_{\phi}\right)_{2 n+|s|}}{n!(n+|s|)!\left(\Delta_{\phi}+n+|s|+1-d / 2\right)_{n}} . \tag{2.34}
\end{equation*}
$$

For now we assume that the LIF converges down to $s=0$, and we come back to the problem of convergence in section 2.4.2. We would like to use the defect data, which is analytic in $s$, to consider a monodromy defect in a bulk GFF. As pointed out around equation (2.9), one obtains a monodromy defect by allowing the transverse spin to take non-integer values $s \in-v+\mathbb{Z}$. Since we know the full defect CFT data, we can try to resum it and obtain the full correlation function:

$$
\begin{equation*}
\mathcal{G}_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}(x, \bar{x})=\sum_{n=0}^{\infty} \sum_{s \in \mathbb{Z}-v} \mu_{s, n}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right) \hat{f}_{\Delta_{\phi}+|s|+2 n, s}(x, \bar{x}) \tag{2.35}
\end{equation*}
$$

As a consistency check, we note that the trivial case with no monodromy defect $v=0$, resums to the bulk identity as one would expect:

$$
\begin{equation*}
\mathcal{G}_{\Delta_{\phi}, d, v=0}^{\mathrm{GFF}}(x, \bar{x})=\sum_{m=0}^{\infty} \sum_{s \in \mathbb{Z}} \mu_{m, s}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right) \hat{f}_{\Delta_{\phi}+s+2 m, s}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}} \tag{2.36}
\end{equation*}
$$

In the sections below, we consider three simple cases where the two-point correlator $\mathcal{G}(x, \bar{x})$ can also be obtained in closed form.

### 2.4.1 Free theory monodromy defect

The first simplification is to consider free bulk fields, which have conformal dimension $\Delta_{\phi}^{\text {free }}=(d-2) / 2$. In this case only the leading transverse-twist trajectory $n=0$ contributes to the defect expansion, see (2.34). Ideally we would like to find $\mathcal{G}_{d, v}^{\text {free }}(x, \bar{x}) \equiv$ $\mathcal{G}_{(d-2) / 2, d, v}^{\mathrm{GFF}}(x, \bar{x})$ for general values of $d$ and $v$, but this turns out to be hard. ${ }^{8}$ Fortunately, for even spacetime dimension $d=4,6, \ldots$ the calculation simplifies dramatically and one can obtain closed form expressions. For example, the $d=4$ correlator is [10]

$$
\begin{equation*}
\mathcal{G}_{4, v}^{\mathrm{free}}(x, \bar{x})=\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})} \frac{(1-\bar{x}) x^{v}+(1-x) \bar{x}^{1-v}}{1-x \bar{x}} \tag{2.37}
\end{equation*}
$$

Similar expressions, though more lengthy, can be obtained for higher even values of $d$. Keeping only the leading terms as $x \rightarrow 1$, the expressions simplify and it is possible to guess a formula for the correlator which is analytic in $d$

$$
\begin{align*}
\mathcal{G}_{d, v}^{\text {free }}(x, \bar{x})= & \left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}^{\text {free }}}  \tag{2.38}\\
& \times\left(1++C_{d, v}^{\text {free }}((1-x)(1-\bar{x}))^{\Delta_{\phi}^{\text {free }}}\left[{ }_{2} F_{1}\left(\begin{array}{c}
\Delta_{\phi}^{\text {free }}, \Delta_{\phi}^{\text {free }}+v \\
d-1
\end{array} ; 1-\bar{x}\right)+O(1-x)\right]\right),
\end{align*}
$$

where we introduced the constants

$$
\begin{equation*}
C_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}=-\frac{\Gamma\left(\Delta_{\phi}+1-v\right) \Gamma\left(\Delta_{\phi}+1+v\right)}{\left(\Delta_{\phi}+v\right) \Gamma\left(2 \Delta_{\phi}+1\right) \Gamma(v) \Gamma(1-v)}, \quad C_{d, v}^{\mathrm{free}}=C_{(d-2) / 2, d, v}^{\mathrm{GFF}} . \tag{2.39}
\end{equation*}
$$

Even though (2.38) has been obtained by non-rigorous means, it passes a number of nontrivial consistency checks. It is correct for any even $d=4,6, \ldots$, it is consistent with the result [20] for $v=1 / 2$ and general $d$, and it is consistent with the result (2.50) in $d=4-\varepsilon$ dimensions.

The power of equation (2.38) is that it captures all the bulk CFT data. Indeed, since the bulk theory is free, the spectrum consists of double-twist operators $\Delta_{\ell, 0}=2 \Delta_{\phi}^{\text {free }}+\ell$, namely

$$
\begin{equation*}
\mathcal{G}_{d, v}^{\mathrm{frree}}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{(d-2) / 2}\left(1+\sum_{\ell=0}^{\infty} c_{\ell}^{\mathrm{free}} f_{\ell+d-2, \ell}(x, \bar{x})\right) . \tag{2.40}
\end{equation*}
$$

[^5]Here we remind the reader that we use the shorthand notation $c_{\mathcal{O}}=\lambda_{\phi \bar{\phi} \mathcal{O}} a_{\mathcal{O}}$. Using the bulk blocks (2.18) and comparing (2.38)-(2.40) at leading order in $(1-x)$, one can obtain the bulk CFT data order by order in $(1-\bar{x})$. For the first few coefficients we find

$$
\begin{array}{ll}
c_{0}^{\text {free }}=C_{d, v}^{\mathrm{free}}, & c_{2}^{\text {free }}=\frac{(d-2)(v-1) v}{8(d-1)} C_{d, v}^{\mathrm{free}}, \\
c_{1}^{\text {free }}=\frac{(d-2)(2 v-1)}{4(d-1)} C_{d, v}^{\mathrm{free}}, & c_{3}^{\mathrm{free}}=\frac{(d-2)(d+2)(v-1) v(2 v-1)}{96(d-1)(d+1)} C_{d, v}^{\mathrm{free}} .
\end{array}
$$

The first three coefficients are in perfect agreement with the explicit calculation of [10] up to a difference in normalization. ${ }^{9}$ The main advantage of knowing the correlation function is that we can extract the bulk data for very high values of the spin $\ell$. In doing this, we observed the CFT data satisfies a simple two-step recursion relation

$$
\begin{equation*}
c_{\ell+2}^{\mathrm{free}}=\frac{(2 v-1)(d+2 \ell)}{4(\ell+2)(d+\ell)} c_{\ell+1}^{\mathrm{free}}+\frac{(\ell-1)(d+\ell-3)(d+2 \ell-2)(d+2 \ell)}{16(\ell+2)(d+\ell)(d+2 \ell-3)(d+2 \ell-1)} c_{\ell}^{\mathrm{freee}}, \tag{2.42}
\end{equation*}
$$

with the initial conditions as given in (2.41). ${ }^{10}$

### 2.4.2 Alternate boundary condition

The inversion formula predicts $\Delta_{s}=\Delta_{\phi}^{\text {free }}+|s|$ for the free theory defect spectrum. However, as we pointed in section 2.3, this result only holds for spins $|s|>s_{*}$, where the threshold spin $s_{*}$ cannot be fixed from the bootstrap perspective. In this subsection, we relax the assumption $s_{*}=0$ for defects in free theories, which we show is related to continuing the correlator as $v \rightarrow v+n$ for $n \in \mathbb{Z}$.

In a free theory, the bulk equations of motion imply the defect spectrum is of the form

$$
\begin{equation*}
\Delta_{s}^{ \pm}=\frac{d-2}{2} \pm|s| . \tag{2.43}
\end{equation*}
$$

The positive modes $\Delta_{s}^{+}$are given by the inversion formula, while the negative modes $\Delta_{s}^{-}$ can arise as low transverse-spin ambiguities for $|s|<s_{*} .^{11}$ The negative modes were studied in great detail in [41, 42] (see also [31, 43]). The outcome of these works is that if both $\Delta_{s}^{+}$and $\Delta_{s}^{-}$are present, the resulting defect is non-trivial. Since we are interested on free defects, let us assume that for $s=-v$ we have a negative mode instead of a positive mode.

[^6]\[

$$
\begin{aligned}
c_{\ell}^{\mathrm{free}} \stackrel{d \equiv 4}{=} & \frac{\Gamma(\ell-1) \Gamma(\ell+1)^{2} \sin ^{2}(\pi v)}{2^{4 \ell+1} \pi \Gamma\left(\ell+\frac{1}{2}\right) \Gamma\left(\ell+\frac{3}{2}\right) \Gamma(\ell-v+1) \Gamma(\ell+v)} \\
& \left.\quad\left[\begin{array}{r} 
\\
\\
\end{array} \quad .2-v\right) \Gamma(\ell+v)_{3} F_{2}\left(\begin{array}{c}
\ell+1, \ell+1, \ell-1 \\
2(\ell+1), \ell-v+1
\end{array} ; 1\right)+(-1)^{\ell}(v \leftrightarrow 1-v)\right] .
\end{aligned}
$$
\]

[^7]To obtain the correlator we substract the positive mode and add the negative one:

$$
\begin{equation*}
\mathcal{G}_{d, v}^{\text {free, }-}(x, \bar{x})=\mathcal{G}_{d, v}^{\text {free }}(x, \bar{x})-\frac{\Gamma\left(\Delta_{\phi}^{\text {free }}+v\right)}{\Gamma\left(\Delta_{\phi}^{\text {free }}\right) \Gamma(1+v)} \hat{f}_{\Delta_{-v},-v}(x, \bar{x})+\mu_{-v}^{\text {free }-} \hat{f}_{\Delta_{-v}^{-},-v}(x, \bar{x}) . \tag{2.44}
\end{equation*}
$$

The OPE coefficient $\mu_{-v}^{\text {free,- }}$ cannot be obtained with the inversion formula because this operator lies outside the range of convergence. Instead, we determine the OPE coefficient indirectly by demanding that $\mathcal{G}_{d, v}^{\text {free,- }}(x, \bar{x})$ has a consistent bulk-channel expansion. To achieve this, we expand the correlator to leading order in $1-x$ and order by order in $1-\bar{x}$ :

$$
\begin{align*}
\mathcal{G}_{d, v}^{\text {free, }-}(x, \bar{x})= & \left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{(d-2) / 2} \\
& \times\left[1+[(1-x)(1-\bar{x})]^{\frac{d-2}{2}}\left(k_{0}+k_{1}(1-\bar{x})+k_{2}(1-\bar{x})^{2}+\ldots\right)\right.  \tag{2.45}\\
& \left.+\left(\frac{1-x}{1-\bar{x}}\right)^{\frac{d-2}{2}}\left(q_{0}+q_{1}(1-\bar{x})+q_{2}(1-\bar{x})^{2}+\ldots\right)+O\left((1-x)^{\frac{d}{2}}\right)\right] .
\end{align*}
$$

The constants $k_{i}$ and $q_{i}$ can be determined to high order expanding (2.44) using a computer algebra software. At the same time, because we are considering a free theory, we know the bulk spectrum consists of double-twist operators, so the block expansion takes the form:

$$
\begin{equation*}
\mathcal{G}_{d, v}^{\text {free },-}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{(d-2) / 2}\left(1+\sum_{\ell=0}^{\infty} c_{\ell}^{\text {free,- }} f_{\ell+d-2, \ell}(x, \bar{x})\right) . \tag{2.46}
\end{equation*}
$$

Perhaps unexpectedly, these two expansions are inconsistent with each other, because the powers $q_{i}(1-\bar{x})^{i}$ in (2.45) cannot be reproduced from the blocks in (2.46). The only way out is that the unknown OPE coefficient should takes the value

$$
\mu_{-v}^{\text {free },-}=\frac{\Gamma\left(\Delta_{\phi}^{\text {free }}-v\right)}{\Gamma\left(\Delta_{\phi}^{\text {free }}\right) \Gamma(1-v)},
$$

in which case $q_{i}=0$ for $i \geq 0$, rendering the bulk expansion consistent. This formula for $\mu_{-v}^{\text {free,-- }}$ is in perfect agreement with the explicit calculation of [10].

Now, the $x \rightarrow 1$ limit of the free correlator is given by (2.38), using hypergeometric identities one can combine (2.38) with (2.44) to obtain

$$
\begin{align*}
\mathcal{G}_{d, v}^{\text {free, }-}(x, \bar{x}) & =\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}^{\text {free }}}  \tag{2.47}\\
& \times\left(1+C_{v+1, d}((1-x)(1-\bar{x}))^{\Delta_{\phi}^{\text {free }}}\left[{ }_{2} F_{1}\left(\begin{array}{c}
\Delta_{\phi}^{\text {free }}, \Delta_{\phi}^{\text {free }}+v+1 \\
d-1
\end{array} 1-\bar{x}\right)+O(1-x)\right]\right) .
\end{align*}
$$

Interestingly, this is just the original expression with the replacement $v \rightarrow v+1$. Since (2.47) determines completely the bulk CFT data, and the bulk spectrum is independent of $v$, the full correlators satisfies the same relation:

$$
\begin{equation*}
\mathcal{G}_{d, v}^{\text {free, }-}(x, \bar{x})=\mathcal{G}_{d, v+1}^{\text {free }}(x, \bar{x}) . \tag{2.48}
\end{equation*}
$$

As a result, the bulk OPE coefficients for alternate boundary conditions are obtained from (2.41) by $v \rightarrow v+1$. For spin $\ell=0,2$ we find perfect agreement with explicit calculation [10]:

$$
\begin{equation*}
c_{0}^{\text {free },-}=C_{v+1, d}, \quad c_{1}^{\text {free },-}=\frac{(d-2)(2 v+1)}{4(d-1)} C_{v+1, d} . \tag{2.49}
\end{equation*}
$$

One can turn on more negative modes in a similar way. Note that in general these violate the defect unitarity bound, but this does not affect the discussion. In particular, if we use negative modes for $s=-v,-v-1, \ldots,-v-n+1$, we find that the correlator is given by $\mathcal{G}_{v+n, d}^{\text {free }}(x, \bar{x})$. Similarly, if we turn on negative modes for $s=1-v, 2-v, \ldots, n-v$ the correlator is given by $\mathcal{G}_{v-n, d}^{\mathrm{free}}(x, \bar{x})$. More complicated choices of negative modes do not seem to generate such simple structure.

### 2.4.3 GFF monodromy defect in $d=4-\varepsilon$

In preparation for the analysis of the Wilson-Fisher fixed point, let us study GFF as a perturbation around free theory. Consider a GFF scalar of dimension $\Delta_{\phi}=1-\delta_{\phi} \varepsilon$ in $d=4-\varepsilon$ dimensions. The defect data has been presented in equation (2.34). In order to also extract bulk CFT data, it is necessary to resum the defect expansion. The zeroth order result appears in (2.37), while here we carry out the resummation to leading order in $O(\varepsilon)$. For the leading transverse-twist family, there are contributions at $O(\varepsilon)$ from the OPE coefficients, the defect blocks and the defect dimensions. Furthermore, there are higher-twist families with $n>0$ that only contribute with tree-level dimensions and OPE coefficients. The complete $O(\varepsilon)$ contribution is then:

$$
\begin{align*}
& \mathcal{G}_{1-\delta_{\phi} \varepsilon, 4-\varepsilon, v}^{\mathrm{GFF}, O(\varepsilon)}(x, \bar{x})= \varepsilon \sum_{n=0}^{\infty} \sum_{s \in-v+\mathbb{Z}} \partial_{\varepsilon}\left(\mu_{s, n}^{\mathrm{GFF}}\left(1-\delta_{\phi} \varepsilon, 4-\varepsilon\right) \hat{f}_{1+|s|-\delta_{\phi} \varepsilon, s}(x, \bar{x})\right)_{\varepsilon=0} \\
&=-\delta_{\phi} \varepsilon \frac{(x \bar{x})^{1 / 2}}{1-x \bar{x}}\left[\frac{x^{v}}{1-x}\left(\Phi(x, 1, v)+H_{v-1}+\log \left(\frac{\sqrt{x \bar{x}}}{1-x \bar{x}}\right)\right)\right.  \tag{2.50}\\
&\left.\quad+\frac{\bar{x} x^{v}}{1-\bar{x}}(\Phi(x, 1, v)-\Phi(x \bar{x}, 1, v))+(x \leftrightarrow \bar{x}, v \leftrightarrow 1-v)\right] .
\end{align*}
$$

The result is written in terms of harmonic numbers $H_{n}$ and Hurwitz-Lerch zeta function $\Phi(x, 1, v)$, which has nice properties reviewed in appendix B.1. As a consistency check, for a free defect $\delta_{\phi}=1 / 2$, the correlation function (2.50) at leading order in $x \rightarrow 1$ agrees with (2.38) at leading order in $\varepsilon$. Let us also mention that there is a curious non-trivial cancellation of terms such that the final result is proportional to $\delta_{\phi}$.

We are now ready to expand in the bulk channel. Once more, since the bulk theory is of the GFF type, the spectrum contains higher-twist families:

$$
\begin{equation*}
\mathcal{G}_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{1-\delta_{\phi} \varepsilon}\left(1+\sum_{n=0}^{\infty} \sum_{\ell=0}^{\infty} c_{\ell, n}^{\mathrm{GFF}} f_{2 \Delta_{\phi}+\ell+2 n, \ell}(x, \bar{x})\right) . \tag{2.51}
\end{equation*}
$$

As explained before, the bulk OPE coefficients can be extracted order by order in (1-$x),(1-\bar{x})$ using the bulk blocks in the form (2.18). Some of the low-lying coefficients are:

$$
\begin{align*}
c_{0,0}^{\mathrm{GFF}} & =C_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}+O\left(\varepsilon^{2}\right) \\
c_{1,0}^{\mathrm{GFF}} & =\frac{1}{18} C_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}(2 v-1)\left(3-\delta_{\phi} \varepsilon\right)+O\left(\varepsilon^{2}\right) \\
c_{2,0}^{\mathrm{GFF}} & =\frac{1}{36} C_{\Delta_{\phi}, d, v}^{\mathrm{GFF}} v(v-1)\left(3-\delta_{\phi} \varepsilon\right)+O\left(\varepsilon^{2}\right)  \tag{2.52}\\
c_{0,1}^{\mathrm{GFF}} & =\frac{\varepsilon}{96}\left(2 \delta_{\phi}-1\right) v(v-1)\left(v^{2}-v+4\right)+O\left(\varepsilon^{2}\right)
\end{align*}
$$

The interested reader can find more OPE coefficients in the attached mathematica notebook.

### 2.5 Wilson-Fisher monodromy defect

The last model we consider in this section is the $O(2 N)$ Wilson-Fisher (WF) fixed point in $d=4-\varepsilon$ dimensions. ${ }^{12}$ Following [9, 10], we impose a monodromy $v$ to the complex scalar $\phi=\phi_{1}+i \phi_{2}$. Besides the defect CFT data, we improve on existing results by computing the two-point function to order $O(\varepsilon)$ and by extracting the bulk CFT data. As already announced, we use the Lorentzian Inversion formula (2.26), which reconstructs defect CFT data from the discontinuity of the correlator $\operatorname{Disc} \mathcal{G}(x, \bar{x})$. In perturbative CFTs, the discontinuity can be computed using information which is known from bulk physics at lower orders in perturbation theory.

As discussed in section 2.3.2, only the bulk identity and double-twist operators with anomalous dimensions can contribute to the discontinuity. For the Wilson-Fisher fixed point, this leads to dramatic simplifications that make it easy to bootstrap the correlator. The key property is that the leading-twist trajectory has anomalous dimensions starting at order $O\left(\varepsilon^{2}\right)$, i.e. $\Delta=2 \Delta_{\phi}+\ell+O\left(\varepsilon^{2}\right)$ for $\ell>0$, and only the $\ell=0$ operator gets corrected at order $O(\varepsilon)$ :

$$
\begin{equation*}
\Delta_{\phi \bar{\phi}}=2 \Delta_{\phi}+\gamma_{\phi \bar{\phi}}^{(1)} \varepsilon+O\left(\varepsilon^{2}\right)=2 \Delta_{\phi}+\frac{N+1}{N+4} \varepsilon+O\left(\varepsilon^{2}\right) \tag{2.53}
\end{equation*}
$$

As a result, the discontinuity can be obtained to leading order $O(\varepsilon)$ from a single bulk block

$$
\begin{equation*}
\left.\operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x})\right|_{O(\varepsilon)}=\operatorname{Disc}_{\bar{x}}\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}}\left(1+f_{\Delta_{\phi \bar{\phi}}, 0}(x, \bar{x})\right) . \tag{2.54}
\end{equation*}
$$

Notice that the bulk identity contribution has been studied separately in sections 2.4.1 and 2.4.3. In particular, the external scalar has dimension $\Delta_{\phi}=(d-2) / 2+O\left(\varepsilon^{2}\right)$ so this part of the correlator behaves as in free theory.

In what follows we neglect the identity contribution, and focus on the piece generated by the $\phi \bar{\phi}$ operator. It has been described in section 2.3.2 how to compute the discontinuity.

[^8]In particular, combining equations (2.31) and (2.32), expanding in $\varepsilon$ and keeping only the $O(\varepsilon)$ term we find

$$
\begin{equation*}
\operatorname{Disc}_{x} \mathcal{G}(x, \bar{x})=\operatorname{Disc}_{\bar{x}} \mathcal{G}(x, \bar{x})=2 \pi i \frac{\varepsilon}{2} \frac{v(v-1)}{2} \frac{N+1}{N+4} \frac{(x \bar{x})^{1 / 2} \log (x \bar{x})}{1-x \bar{x}} \tag{2.55}
\end{equation*}
$$

To obtain this discontinuity we also used the $d=4$ OPE coefficient $c_{0}^{\text {free }}$ in (2.41), the anomalous dimension $\gamma_{\phi \bar{\phi}}^{(1)}$ in (2.53), and the bulk block $f_{2,0}$ from (2.17).

Having derived the discontinuity, we are ready to extract the defect CFT data using the inversion formula. Since the discontinuity is symmetric under $x \leftrightarrow \bar{x}$, we can use the simpler formula (2.28), which applies to both positive and negative transverse spins. Furthermore, since the discontinuity is $O(\varepsilon)$, we can evaluate the LIF integration kernel exactly in $d=4$. The resulting double integral is simple to do, giving

$$
\begin{align*}
\mu(\hat{\Delta}, s) & =\varepsilon \frac{v(v-1)}{8} \frac{(N+1)}{(N+4)} \int_{0}^{1} d x \int_{1}^{1 / x} d \bar{x} \log (x \bar{x}) x^{-\frac{\Delta-|s|+1}{2}} \bar{x}^{-\frac{\hat{\Delta}+|s|+1}{2}} \\
& =-\varepsilon \frac{v(v-1)}{2} \frac{(N+1)}{(N+4)} \frac{1}{|s|(\hat{\Delta}-|s|-1)^{2}} \tag{2.56}
\end{align*}
$$

It is well understood that in perturbative settings a double pole in $\hat{\Delta}$ indicates defect anomalous dimensions, see [19] for details. If one adds the contribution from the bulk identity to (2.56), then one concludes that the defect spectrum consists of a single family with CFT data

$$
\begin{align*}
& \hat{\Delta}_{s}=\frac{d-2}{2}+|s|+\varepsilon \hat{\gamma}_{s}^{(1)}+O\left(\varepsilon^{2}\right), \quad \hat{\gamma}_{s}^{(1)}=\frac{v(v-1)}{2} \frac{(N+1)}{(N+4)} \frac{1}{|s|} \\
& \mu_{s}=\frac{(1-\varepsilon / 2)_{|s|}}{|s|!}+O\left(\varepsilon^{2}\right) \tag{2.57}
\end{align*}
$$

This is in perfect agreement with the literature [9, 10].
Let us now extract the bulk OPE coefficients to order $O(\varepsilon)$. As for the free and GFF case, the first step is to resum the defect expansion. The contribution of the bulk identity to the full correlator has been computed in equations (2.37) and (2.50), where one has to set $\delta_{\phi}=1 / 2$ because $\phi$ behaves as a free field plus $O\left(\varepsilon^{2}\right)$ corrections. There is a contribution which is new for the Wilson-Fisher fixed point, which comes from the defect anomalous dimensions:

$$
\begin{align*}
\mathcal{G}_{\mathrm{WF}}(x, \bar{x}) & =\left.\varepsilon \sum_{s \in-v+\mathbb{Z}} b_{|s|}^{2} \hat{\gamma}_{|s|}^{(1)} \partial_{\hat{\Delta}} \hat{f}_{\hat{\Delta}, s}(x, \bar{x})\right|_{\hat{\Delta}=|s|+1} \\
& =\varepsilon \frac{v(v-1)}{4} \frac{(N+1)}{(N+4)} \frac{(x \bar{x})^{1 / 2} \log (x \bar{x})}{1-x \bar{x}}\left[x^{v} \Phi(x, 1, v)+\bar{x}^{1-v} \Phi(\bar{x}, 1,1-v)\right] . \tag{2.58}
\end{align*}
$$

For $v=1 / 2$ and $N=1 / 2$, this reproduces the Ising $\mathbb{Z}_{2}$ monodromy defect result [20].
We have obtained the full two-point correlation function to $O(\varepsilon)$, so it is now an easy exercise to extract the bulk OPE coefficients. Besides the twist-two family there is also a
twist-four family: ${ }^{13}$

$$
\begin{align*}
\mathcal{G}_{d, v}^{\text {free }}(x, \bar{x})+\mathcal{G}_{\mathrm{WF}}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}}\left(1+c_{0,0} f_{d-2+\varepsilon \gamma_{\phi \bar{p}}^{(1), 0}}(x, \bar{x})\right.  \tag{2.59}\\
\left.\quad+\sum_{\ell=1}^{\infty} c_{\ell, 0} f_{\ell+d-2, \ell}(x, \bar{x})+\sum_{\ell=0}^{\infty} c_{\ell, 1} f_{\ell+4, \ell}(x, \bar{x})\right)
\end{align*}
$$

The OPE coefficients of the leading-twist trajectory take a particularly simple form after normalizing by the free piece

$$
\begin{align*}
& c_{0,0}=c_{0}^{\text {free }}\left(1+\frac{\varepsilon}{2} \frac{(N+1)}{(N+4)}\left(H_{v-1}+H_{-v}\right)+O\left(\varepsilon^{2}\right)\right), \\
& c_{1,0}=c_{1}^{\text {free }}\left(1+\frac{3 \varepsilon}{2} \frac{(N+1)}{(N+4)}+O\left(\varepsilon^{2}\right)\right), \\
& c_{2,0}=c_{2}^{\text {free }}\left(1+\frac{\varepsilon}{6} \frac{(N+1)}{(N+4)} \frac{(3 v-2)(3 v-1)}{v(v-1)}+O\left(\varepsilon^{2}\right)\right),  \tag{2.60}\\
& c_{3,0}=c_{3}^{\text {free }}\left(1+\frac{\varepsilon}{6} \frac{(N+1)}{(N+4)} \frac{\left(10 v^{2}-10 v+3\right)}{v(v-1)}+O\left(\varepsilon^{2}\right)\right) .
\end{align*}
$$

On the other hand, the subleading-twist trajectory has the following CFT data:

$$
\begin{align*}
& c_{0,1}=\frac{\varepsilon}{16} \frac{(N+1)}{(N+4)} v^{2}(v-1)^{2}+O\left(\varepsilon^{2}\right), \\
& c_{1,1}=\frac{\varepsilon}{144} \frac{(N+1)}{(N+4)} v^{2}(v-1)^{2}(2 v-1)+O\left(\varepsilon^{2}\right),  \tag{2.61}\\
& c_{2,1}=\frac{\varepsilon}{1920} \frac{(N+1)}{(N+4)} v^{2}(v-1)^{2}\left(5 v^{2}-5 v+2\right)+O\left(\varepsilon^{2}\right) .
\end{align*}
$$

All our results are in perfect agreement with the Ising $\mathbb{Z}_{2}$ monodromy defect [20]. The interested reader can find the bulk OPE coefficients for higher values of $\ell$ in the attached mathematica notebook.

Before concluding, let us remind the reader that the bulk OPE coefficients are defined as $c_{\mathcal{O}}=\lambda_{\phi \bar{\phi} \mathcal{O}} a_{\mathcal{O}}$, where $a_{\mathcal{O}}$ is proportional to the one-point function of $\mathcal{O}$. Therefore, one can obtain the one-point functions of leading-twist operators as $a_{\ell, 0}=c_{\ell, 0} / \lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 0}}$, where the three-point OPE coefficient $\lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 0}}$ is well know at order $O(\varepsilon)$ [23, 26]. Unfortunately, the twist-four trajectory contains nearly-degenerate operators, so our OPE coefficient has to be interpreted as a sum over these operators

$$
\begin{equation*}
c_{\ell, 1}=\left\langle\left\langle a_{\ell, 1} \lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 1}}\right\rangle\right\rangle \equiv \sum_{\text {deg. ops. } \mathcal{O}^{(n)}} a_{\ell, 1}^{(n)} \lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 1}}^{(n)} . \tag{2.62}
\end{equation*}
$$

In this case, the best we can do is to extract an average density of one-point OPE coefficients defined as $\left\langle\left\langle a_{\ell, 1}\right\rangle\right\rangle=\left\langle\left\langle a_{\ell, 1} \lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 1}}\right\rangle /\right\rangle /\left\langle\lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 1}}\right\rangle^{1 / 2}$, where once again the average over threepoint OPE coefficients $\left\langle\left\langle\lambda_{\phi \bar{\phi} \mathcal{O}_{\ell, 1}}^{2}\right\rangle\right.$ is known [26].

[^9]
## 3 Wess-Zumino: bulk theory

Superconformal field theories (SCFTs) in non-integer dimensions were studied in [29, 30], where the numerical bootstrap gave evidence that the Wess-Zumino model (1.5) is perhaps the simplest SCFT preserving four supercharges. In this section we study the Wess-Zumino model in $d=4-\varepsilon$ dimensions (without defects) using the analytic bootstrap, and the results will be needed for the study of defects in section 4 . We work to leading order in $O(\varepsilon)$, but the same methods also work at higher orders in $\varepsilon$, a subject that we plan to study in future work. For the reader that is mostly interested on the final results, we present a self-contained summary of the CFT data in section 3.4.3.

### 3.1 Generalities

Let us briefly review some generalities of SCFT in non-integer dimensions, more details can be found in [29]. ${ }^{14}$ The conformal part of the algebra is generated by the usual operators $D$, $P_{i}, K_{i}$ and $M_{i j}$ with $i=1, \ldots, d$. There are exactly four Poincaré supercharges $Q_{\alpha}^{+}$and $Q_{\dot{\alpha}}^{-}$ and four conformal supercharges $S^{\dot{\alpha}+}$ and $S^{\alpha-}$, where the indices take two values $\alpha, \dot{\alpha}=1,2$ regardless of the spacetime dimension. The supercharges obey the usual supersymmetry algebra

$$
\begin{equation*}
\left\{Q_{\alpha}^{+}, Q_{\dot{\alpha}}^{-}\right\}=\Sigma_{\alpha \dot{\alpha}}^{i} P_{i}, \quad\left\{S^{\dot{\alpha}+}, S^{\alpha-}\right\}=\bar{\Sigma}_{i}^{\dot{\alpha} \alpha} P_{i} . \tag{3.1}
\end{equation*}
$$

There is also a generator $R$ of $\mathrm{U}(1)_{R}$ symmetry, under which $Q_{\alpha}^{+}$and $Q_{\dot{\alpha}}^{-}$have charge +1 and -1 respectively. The monodromy defects in section 4 will be naturally obtained by twisting this $\mathrm{U}(1)_{R}$ symmetry.

In what follows, we focus our attention on chiral-primary operators $\phi$ and their complex conjugates $\bar{\phi}$. These operators are killed by supercharges of the same chirality, and the superconformal algebra fixes their conformal dimension in terms of their $R$-charge:

$$
\begin{equation*}
\left[Q_{\alpha}^{+}, \phi(0)\right]=\left[Q_{\dot{\alpha}}^{-}, \bar{\phi}(0)\right]=0 \quad \Rightarrow \quad \Delta_{\phi}=\Delta_{\bar{\phi}}=\frac{d-1}{2} R_{\phi}=-\frac{d-1}{2} R_{\bar{\phi}} . \tag{3.2}
\end{equation*}
$$

In order to bootstrap the Wess-Zumino model without defects, we consider four-point functions of $\phi$ and $\bar{\phi}$. If we focus on the $s$-channel expansion, there are three inequivalent orderings of the external operators:

$$
\begin{align*}
& \left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \bar{\phi}\left(x_{3}\right) \bar{\phi}\left(x_{4}\right)\right\rangle=\frac{\mathcal{F}(z, \bar{z})}{\left(x_{12}^{2} x_{34}^{2}\right)^{\Delta_{\phi}}}=\frac{1}{\left(x_{12}^{2} x_{34}^{2}\right)^{\Delta_{\phi}}} \sum_{\Delta, \ell \text { even }} a_{\Delta, \ell} g_{\Delta, \ell}(z, \bar{z}), \\
& \left\langle\phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right) \phi\left(x_{3}\right) \bar{\phi}\left(x_{4}\right)\right\rangle=\frac{\mathcal{G}(z, \bar{z})}{\left(x_{12}^{2} x_{34}^{2}\right)^{\Delta_{\phi}}}=\frac{1}{\left(x_{12}^{2} x_{34}^{2}\right)^{\Delta_{\phi}}} \sum_{\Delta, \ell} b_{\Delta, \ell} G_{\Delta, \ell}(z, \bar{z}),  \tag{3.3}\\
& \left\langle\bar{\phi}\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \bar{\phi}\left(x_{4}\right)\right\rangle=\frac{\tilde{\mathcal{G}}(z, \bar{z})}{\left(x_{12}^{2} x_{34}^{2}\right)^{\Delta_{\phi}}}=\frac{1}{\left(x_{12}^{2} x_{34}^{2}\right)^{\Delta_{\phi}}} \sum_{\Delta, \ell}(-1)^{\ell} b_{\Delta, \ell} \tilde{G}_{\Delta, \ell}(z, \bar{z}) .
\end{align*}
$$

[^10]In the above formula $a_{\Delta, \ell}$ and $b_{\Delta, \ell}$ are shorthand notation for three-point OPE coefficients squared. The three orderings above are related to each other by simple crossing relations:

$$
\begin{align*}
& \mathcal{G}(z, \bar{z})=\left(\frac{z \bar{z}}{(1-z)(1-\bar{z})}\right)^{\Delta_{\phi}} \mathcal{G}(1-z, 1-\bar{z}), \\
& \mathcal{F}(z, \bar{z})=\left(\frac{z \bar{z}}{(1-z)(1-\bar{z})}\right)^{\Delta_{\phi}} \tilde{\mathcal{G}}(1-z, 1-\bar{z}) . \tag{3.4}
\end{align*}
$$

The functions $\mathcal{G}(z, \bar{z})$ and $\tilde{\mathcal{G}}(z, \bar{z})$ capture the same CFT data in their $s$-channel expansion, since they are related by $1 \leftrightarrow 2$.

The constraints of supersymmetry are accounted for by expanding the correlation function in terms of superconformal blocks [29]. It can be shown that in the $\phi \times \phi$ OPE superconformal blocks reduce to regular non-supersymmetric blocks $g_{\Delta, \ell}$. On the other hand, the superblocks $G_{\Delta, \ell}$ are non-trivial for the $\phi \times \bar{\phi}$ OPE. Interestingly, in any dimension the superblocks take the simple form of non-supersymmetric blocks for unequal external operators with a suitable prefactor:

$$
\begin{equation*}
G_{\Delta, \ell}(z, \bar{z})=(z \bar{z})^{-1 / 2} g_{\Delta+1, \ell}^{1,1}, \quad \tilde{G}_{\Delta, \ell}(z, \bar{z})=(z \bar{z})^{-1 / 2} g_{\Delta+1, \ell}^{1,-1} . \tag{3.5}
\end{equation*}
$$

Superconformal blocks capture the contributions to the OPE of all exchanged operators that belong to the same supermultiplet, which means they should decompose as finite sums of non-supersymmetric blocks with relative coefficients fixed by susy. This is indeed the case

$$
\begin{align*}
& G_{\Delta, \ell}(z, \bar{z})=g_{\Delta, \ell}+a_{1} g_{\Delta+1, \ell+1}+a_{2} g_{\Delta+1, \ell-1}+a_{3} g_{\Delta+2, \ell},  \tag{3.6}\\
& \tilde{G}_{\Delta, \ell}(z, \bar{z})=g_{\Delta, \ell}-a_{1} g_{\Delta+1, \ell+1}-a_{2} g_{\Delta+1, \ell-1}+a_{3} g_{\Delta+2, \ell},
\end{align*}
$$

where the explicit coefficients are

$$
\begin{align*}
& a_{1}=\frac{(\Delta+\ell)}{4(\Delta+\ell+1)}, \\
& a_{2}=\frac{\ell(\ell+d-3)(\Delta-\ell-d+2)}{(2 \ell+d-4)(2 \ell+d-2)(\Delta-\ell-d+3)},  \tag{3.7}\\
& a_{3}=\frac{\Delta(\Delta-d+3)(\Delta+\ell)(\Delta-\ell-d+2)}{4(2 \Delta-d+4)(2 \Delta-d+2)(\Delta+\ell+1)(\Delta-\ell-d+3)} .
\end{align*}
$$

### 3.1.1 Comments on degenerate operators

There is an important difference between the Wilson-Fisher fixed point studied in [25, 26] and Wess-Zumino model studied here, which is the existence of nearly-degenerate operators in the leading-twist family $[\phi \bar{\phi}]_{\ell, 0}$. Indeed, from the Lagrangian (1.5) it is clear that we can construct two leading-twist operators for $\ell>0$ :

$$
\begin{align*}
\mathcal{O}_{\ell, 0}^{(1)} & \sim k_{11} \phi \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell}} \bar{\phi}+k_{12} \psi \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell-1}} \sigma_{\mu_{\ell}} \psi^{\dagger} \\
\mathcal{O}_{\ell, 0}^{(2)} & \sim k_{21} \phi \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell}} \bar{\phi}+k_{22} \psi \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell-1}} \sigma_{\mu_{\ell}} \psi^{\dagger} \tag{3.8}
\end{align*}
$$

The coefficients $k_{n m}$ are fixed demanding that the operators $\mathcal{O}_{\ell, 0}^{(n)}$ are conformal-primary operators, with well-defined scaling dimensions in the interacting theory, and orthonormal
with respect to two-point functions. Near the free theory, when the anomalous dimensions $\gamma_{\ell, 0}^{(n)}$ are small, the expansion of the four-point function in conformal blocks has to be interpreted as a sum over nearly-degenerate operators

$$
\begin{equation*}
\mathcal{G}(z, \bar{z}) \sim p_{0,0} g_{2 \Delta_{\phi}, 0}+\sum_{\ell=1}^{\infty}\left(\left\langle\left\langle p_{\ell, 0}\right\rangle\right\rangle g_{2 \Delta_{\phi}+\ell, \ell}+\left\langle\left\langle p_{\ell, 0} \gamma_{\ell, 0}\right\rangle\right\rangle \partial_{\Delta} g_{2 \Delta_{\phi}+\ell, \ell}+\ldots\right)+\ldots \tag{3.9}
\end{equation*}
$$

In the previous equation higher-twist operators are neglected, and the expansion coefficients are sums over the two operators in (3.8):

$$
\begin{equation*}
\left\langle\left\langle p_{\ell, 0}\right\rangle\right\rangle=\sum_{n=1,2} p_{\ell, 0}^{(n)}, \quad\left\langle\left\langle p_{\ell, 0} \gamma_{\ell, 0}\right\rangle\right\rangle=\sum_{n=1,2} p_{\ell, 0}^{(n)} \gamma_{\ell, 0}^{(n)}, \quad \text { etc. } \tag{3.10}
\end{equation*}
$$

Although we have focused on the leading-twist trajectory for clarity, similar complications also occur with higher-twist trajectories.

For a general CFT, it would be quite challenging to solve this mixing problem using bootstrap techniques. Fortunately, the supersymmetry of the Wess-Zumino model allows for a simple resolution. The main observation is that, in terms of supersymmetry representations, one of the combinations in (3.8) is a superprimary operator, while the other is a superdescendant operator. This can be checked with the superconformal blocks (3.6), noticing that for each superprimary operator with dimension $(\Delta, \ell)$, there is a superdescendant operator with equal twist and one more unit in spin $(\Delta+1, \ell+1)$. For example, in free theory the first operator in the $\phi \times \bar{\phi}$ OPE is the superprimary $\phi \bar{\phi}$ with $(\Delta, \ell)=\left(2 \Delta_{\phi}, 0\right)$. Then, the descendant $(\phi \bar{\phi})_{\text {desc }}$ with quantum numbers $\left(2 \Delta_{\phi}+1,1\right)$ will be degenerate with a superprimary $\mathcal{O}_{1,0}^{\text {prim }}$ with the same quantum numbers. Continuing in this way, the descendant of $\mathcal{O}_{1,0}^{\text {prim }}$ will be degenerate with the superprimary $\mathcal{O}_{2,0}^{\text {prim }}$, and so on and so forth.

The moral of the story is that for the Wess-Zumino model, the degeneracies in the leading-twist family can be understood as arising from the supersymmetry of the model. Therefore, by using a superconformal block expansion

$$
\begin{equation*}
\mathcal{G}(z, \bar{z})=\sum_{\Delta, \ell} b_{\Delta, \ell} G_{\Delta, \ell}(z, \bar{z}), \tag{3.11}
\end{equation*}
$$

it is guaranteed that all degeneracies in the leading-twist family are taken into account. In other words, we have argued that the OPE coefficients $b_{\ell, 0}$ capture the contributions of individual superprimary operators. If one is interested in the contribution of a certain superdescendant, it is then sufficient to use the superconformal blocks (3.6) to relate it to the superprimary. On the other hand, we expect the OPE coefficients of higher-twist families $b_{\ell, n \geq 1}$ to be sums over nearly-degenerate operators.

### 3.2 Inversion formula

The next tool we need are inversion formulas, which reconstruct the CFT data from certain discontinuities of correlators [18]. The main object of interest are functions that encode dimensions as poles and OPE coefficients as residues:

$$
\begin{equation*}
a_{\Delta, \ell}=-\operatorname{Res}_{\Delta^{\prime}=\Delta} a\left(\Delta^{\prime}, \ell\right), \quad b_{\Delta, \ell}=-\operatorname{Res}_{\Delta^{\prime}=\Delta} b\left(\Delta^{\prime}, \ell\right) . \tag{3.12}
\end{equation*}
$$

Let us start with the inversion formula that reconstructs $a(\Delta, \ell)$. Since the $\phi \times \phi$ OPE uses non-supersymmetric blocks, we can use the inversion formula originally derived by Caron-Huot [18]:

$$
\begin{equation*}
a(\Delta, \ell)=\frac{1+(-1)^{\ell}}{4} \kappa_{\Delta+\ell}^{0,0} \int_{0}^{1} \int_{0}^{1} \frac{d z d \bar{z}}{(z \bar{z})^{d}}|z-\bar{z}|^{d-2} g_{\ell+d-1, \Delta+1-d}(z, \bar{z}) \mathrm{dDisc}[\mathcal{F}(z, \bar{z})] . \tag{3.13}
\end{equation*}
$$

The double discontinuity is defined in the usual way

$$
\begin{equation*}
\mathrm{dDisc}[\mathcal{F}(z, \bar{z})]=\mathcal{F}(z, \bar{z})-\frac{1}{2} \mathcal{F}\left(z, \bar{z}^{\circlearrowleft}\right)-\frac{1}{2} \mathcal{F}\left(z, \bar{z}^{\circlearrowright}\right), \tag{3.14}
\end{equation*}
$$

where the analytic continuation is performed around the branch point $\bar{z}=1$ in the directions indicated by the arrows. The overall constant has the following value

$$
\begin{equation*}
\kappa_{2 r, 2 s}^{2 r}=\frac{\Gamma(\bar{h}+r) \Gamma(\bar{h}-r) \Gamma(\bar{h}+s) \Gamma(\bar{h}-s)}{2 \pi^{2} \Gamma(2 \bar{h}-1) \Gamma(2 \bar{h})} . \tag{3.15}
\end{equation*}
$$

Similarly, there exists an inversion formula that reconstructs $b(\Delta, \ell)$. In order to obtain it, note that superconformal blocks are non-supersymmetric blocks with shifted arguments (3.5). Using the inversion formula for completely general external operators [18, 38], after some manipulations we find

$$
\begin{array}{r}
\left.b(\Delta, \ell)=\frac{\kappa_{\Delta+\ell+1}^{1,1} \int_{0}^{1} \int_{0}^{1} \frac{d z d \bar{z}}{(z \bar{z})^{d}}|z-\bar{z}|^{d-2}\left(g_{\ell+d-1, \Delta-d+2}^{1,1}(z, \bar{z}) \mathrm{dDisc}\left[(z \bar{z})^{1 / 2} \mathcal{G}(z, \bar{z})\right]\right.}{}+(-1)^{\ell+1} g_{\ell+d-1, \Delta-d+2}^{-1,1}(z, \bar{z}) \mathrm{dDisc}\left[(z \bar{z})^{1 / 2} \tilde{\mathcal{G}}(z, \bar{z})\right]\right)
\end{array}
$$

A simple way to see that the $t$ - and $u$-channel contributions must be different is to note that the superconformal blocks used in the expansion of $\mathcal{G}(z, \bar{z})$ and $\tilde{\mathcal{G}}(z, \bar{z})$ are different (3.5).

In practice, it is convenient to expand the integrand of the inversion formulas in the limit $z \rightarrow 0$ and integrate term by term. In the limit $z \rightarrow 0$ the correlator has an expansion of the following form

$$
\begin{equation*}
\mathcal{F}(z, \bar{z})=\sum_{n=0}^{\infty} \sum_{p=0}^{\infty} z^{\Delta_{\phi}+n} \log ^{p} z \mathcal{F}_{n, p}(\bar{z}), \tag{3.17}
\end{equation*}
$$

and similarly for $\mathcal{G}(z, \bar{z})$ and $\tilde{\mathcal{G}}(z, \bar{z})$. The inversion formula integration kernels can also be expanded in the limit $z \rightarrow 0$ :

$$
\begin{equation*}
\frac{1}{z}\left(\frac{\bar{z}-z}{z \bar{z}}\right)^{d-2} g_{\ell+d-1, \Delta+1-d}^{r, s}(z, \bar{z})=z^{-(\Delta-\ell) / 2} \sum_{m=0}^{\infty} \sum_{j=-m}^{m} \mathcal{C}_{m, j}^{r, s}(\Delta, \ell) z^{m} k_{\Delta+\ell+2 j}^{r, s}(\bar{z}) . \tag{3.18}
\end{equation*}
$$

Similarly to equation (2.18), the coefficients in this expansion can be fixed recursively using the four-point Casimir equation. This type of expansion has been described in detail in the
appendix of $[18,46]$. After expanding the inversion formula as above, the only non-trivial integrals left to do are of the form

$$
\begin{align*}
\operatorname{INV}[g(\bar{z})](\beta) & =\int_{0}^{1} \frac{d \bar{z}}{\bar{z}^{2}} k_{\beta}(\bar{z}) \mathrm{dDisc}[g(\bar{z})],  \tag{3.19}\\
\operatorname{SINV}^{ \pm}[g(\bar{z})](\beta) & =\int_{0}^{1} \frac{d \bar{z}}{\bar{z}^{3 / 2}} k_{\beta+1}^{ \pm 1,1}(\bar{z}) \mathrm{dDisc}[g(\bar{z})] .
\end{align*}
$$

Finally, the last integral in $z$ is elementary and produces poles in $\Delta$.
Collecting the ingredients together, we have obtained new versions of the Lorentzian inversion formula. For $a(\Delta, \ell)$ we find

$$
\begin{align*}
a(\Delta, \ell) & =-\sum_{n, p=0}^{\infty} \frac{S_{n, p}(\Delta, \ell)}{\left(\Delta-\Delta_{\phi}-\ell-2 n\right)^{p+1}}, \\
S_{n, p}(\Delta, \ell) & =\left(1+(-1)^{\ell}\right) 2^{p} p!\kappa_{\Delta+\ell}^{0,0} \sum_{m=0}^{n} \sum_{k=-m}^{m} \mathcal{C}_{m, k}^{0,0}(\Delta, \ell) \operatorname{INV}\left[\mathcal{F}_{n-m, p}(\bar{z})\right](\Delta+\ell+2 k) . \tag{3.20}
\end{align*}
$$

Similarly, one obtains $b(\Delta, \ell)$ using the following formula:

$$
\begin{align*}
& b(\Delta, \ell)=-\sum_{n, p=0}^{\infty} \frac{S_{n, p}(\Delta, \ell)}{\left(\Delta-\Delta_{\phi}-\ell-2 n\right)^{p+1}}, \\
& S_{n, p}(\Delta, \ell)=2^{p} p!\kappa_{\Delta+\ell+1}^{1,1} \sum_{m=0}^{n} \sum_{k=-m}^{m}\left[\mathcal{C}_{m, k}^{1,1}(\Delta+1, \ell) \operatorname{SINV}^{+}\left[\mathcal{G}_{n-m, p}(\bar{z})\right](\Delta+\ell+2 k)\right.  \tag{3.21}\\
& \\
& \\
& \left.\quad+(-1)^{\ell+1} \mathcal{C}_{m, k}^{-1,1}(\Delta+1, \ell) \operatorname{SINV}^{-}\left[\tilde{\mathcal{G}}_{n-m, p}(\bar{z})\right](\Delta+\ell+2 k)\right]
\end{align*}
$$

These new formulas are simpler to use in perturbative settings, such as the ones we consider in this paper.

### 3.3 Generalized free field theory

As a first application of the inversion technology, let us consider generalized free field theory (GFF). In order to extract the CFT data $a_{\Delta, \ell}$ in the $\phi \times \phi$ OPE we have to use the GFF correlation function

$$
\begin{equation*}
\mathcal{F}(z, \bar{z})=(z \bar{z})^{\Delta_{\phi}}+\left(\frac{z \bar{z}}{(1-z)(1-\bar{z})}\right)^{\Delta_{\phi}} . \tag{3.22}
\end{equation*}
$$

The first term is regular around $\bar{z}=1$ so it is killed by the discontinuity and it does not contribute to the inversion formula. Expanding in $z \rightarrow 0$ and using the definition (3.17) we find

$$
\begin{equation*}
\left.\mathcal{F}(z, \bar{z})\right|_{\text {singular }}=\left(\frac{z \bar{z}}{(1-z)(1-\bar{z})}\right)^{\Delta_{\phi}} \quad \Rightarrow \quad \mathcal{F}_{n, p}(\bar{z})=\delta_{p, 0} \frac{\left(\Delta_{\phi}\right)_{n}}{n!}\left(\frac{\bar{z}}{1-\bar{z}}\right)^{\Delta_{\phi}} \tag{3.23}
\end{equation*}
$$

The next step is to compute the integral (3.19). A useful trick is to use the Euler representation of the hypergeometric function, and swap the order of integration. The result
is [18]:

$$
\begin{equation*}
\operatorname{INV}\left[\left(\frac{\bar{z}}{1-\bar{z}}\right)^{p}\right](\beta)=2 \pi^{2} \frac{\Gamma(\beta)}{\Gamma(\beta / 2)^{2}} \frac{\Gamma(\beta / 2+p-1)}{\Gamma(p)^{2} \Gamma(\beta / 2-p+1)} \tag{3.24}
\end{equation*}
$$

All the ingredients can be combined using equation (3.20) to obtain the dimensions and OPE coefficients for low values of $n$. We find the family of operators $[\phi \phi]_{\ell, n}$ with dimension $\Delta_{\ell, n}=2 \Delta_{\phi}+\ell+2 n$ and their OPE coefficients agree with the results of [47]:

$$
\begin{align*}
a_{\ell, n}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right)= & \frac{2\left(\Delta_{\phi}+1-d / 2\right)_{n}^{2}\left(\Delta_{\phi}\right)_{\ell+n}^{2}}{\ell!n!(\ell+d / 2)_{n}\left(2 \Delta_{\phi}+n+1-d\right)_{n}\left(2 \Delta_{\phi}+\ell+2 n-1\right)_{\ell}}  \tag{3.25}\\
& \times \frac{1}{\left(2 \Delta_{\phi}+\ell+n-d / 2\right)_{n}}
\end{align*}
$$

A similar calculation allows one to obtain the OPE coefficients in the $\phi \times \bar{\phi}$ OPE. Now the relevant GFF correlation functions are

$$
\begin{equation*}
\mathcal{G}(z, \bar{z})=1+\left(\frac{z \bar{z}}{(1-z)(1-\bar{z})}\right)^{\Delta_{\phi}}, \quad \tilde{\mathcal{G}}(z, \bar{z})=1+(z \bar{z})^{\Delta_{\phi}} \tag{3.26}
\end{equation*}
$$

Clearly $\mathcal{G}(z, \bar{z})$ has the same singular part as $\mathcal{F}(z, \bar{z})$, see equation (3.23), while $\tilde{\mathcal{G}}(z, \bar{z})$ is regular around $\bar{z}=1$ and does not contribute to the LIF. Using similar techniques as before one obtains the following integral

$$
\begin{equation*}
\operatorname{SINV}^{+}\left[\left(\frac{\bar{z}}{1-\bar{z}}\right)^{p}\right](\beta)=2 \pi^{2} \frac{\Gamma(\beta+1)}{\Gamma(\beta / 2+1)^{2}} \frac{\Gamma(\beta / 2+p)}{\Gamma(p)^{2} \Gamma(\beta / 2-p+1)} \tag{3.27}
\end{equation*}
$$

Once again, using (3.21) one can obtain the first few OPE coefficients $b_{\ell, n}$ of the operators $[\phi \bar{\phi}]_{\ell, n}$. They are in perfect agreement with the values reported in [29]

$$
\begin{align*}
b_{\ell, n}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right)= & \frac{\left(\Delta_{\phi}+1-d / 2\right)_{n}^{2}\left(\Delta_{\phi}\right)_{\ell+n}^{2}}{\ell!n!(\ell+d / 2)_{n}\left(2 \Delta_{\phi}+n+2-d\right)_{n}\left(2 \Delta_{\phi}+\ell+2 n\right)_{\ell}}  \tag{3.28}\\
& \times \frac{1}{\left(2 \Delta_{\phi}+\ell+n+1-d / 2\right)_{n}}
\end{align*}
$$

### 3.4 Wess-Zumino model

We are now ready to solve the Wess-Zumino model at leading order in $\varepsilon=4-d$. There is a well-known Lagrangian formulation for this model (1.5), which consists of a single chiral superfield $\Phi$ interacting with cubic superpotential $\mathcal{W} \sim \Phi^{3}$. In this section we follow a bootstrap approach similar to [25], but it is useful to keep in mind the Lagrangian (1.5). At the end, we check that our results are in perfect agreement with the literature.

### 3.4.1 A family of solutions to crossing

At order $O\left(\varepsilon^{0}\right)$ the theory consists of a free chiral multiplet in $d=4$. The spectrum and OPE coefficients can be obtained from the previous section by setting $\Delta_{\phi}=1$. In particular, formulas (3.25) and (3.28) imply that only the leading double-twist families $n=0$ contribute. When we turn on interactions for small $\varepsilon$, the dimension of the external
chiral gets corrected $\Delta_{\phi}=1-\delta_{\phi} \varepsilon+O\left(\varepsilon^{2}\right)$. Furthermore, the operators in the two OPEs $\phi \times \phi$ and $\phi \times \bar{\phi}$ can also get corrected, and new families of operators could appear in the OPEs.

Let us start studying the $\phi \times \phi$ CFT data at the next order $O(\varepsilon)$. The LIF (3.13) reconstructs the CFT data from the discontinuity of $\mathcal{F}(z, \bar{z})$. Using the crossing equation (3.4), the discontinuity can be computed in terms of the $\phi \times \bar{\phi}$ CFT data. There is one contribution from the bulk identity, which is considered in section 3.3, and a contribution from anomalous dimensions. The corrections from anomalous dimensions are of order $O\left(\varepsilon^{2}\right)$ and can be neglected. Since the inversion formula is not expected to converge for low values of $\ell$, we should also include a term $\mathcal{H}(z, \bar{z})$ with finite support in spin:

$$
\begin{equation*}
\mathcal{F}(z, \bar{z})=(z \bar{z})^{\Delta_{\phi}}+\left(\frac{z \bar{z}}{(1-z)(1-\bar{z})}\right)^{\Delta_{\phi}}+\varepsilon \mathcal{H}(z, \bar{z}) . \tag{3.29}
\end{equation*}
$$

Solutions to crossing with finite support in spin were studied in [48], and it was found that around $d=4$ there is one such solution that takes the form

$$
\begin{equation*}
\mathcal{H}(z, \bar{z})=\left.k\left(1-\partial_{\Delta}\right) g_{\Delta, 0}^{d=4}(z, \bar{z})\right|_{\Delta=2} . \tag{3.30}
\end{equation*}
$$

For now the constant $k$ should be treated as an unknown, but later its value will be fixed. This correlator has the following decomposition in conformal blocks

$$
\begin{equation*}
\mathcal{F}(z, \bar{z})=\left(a_{0,0}^{(0)}+\varepsilon a_{0,0}^{(1)}\right) g_{2 \Delta_{\phi}+\varepsilon \gamma, 0}+\sum_{\substack{\ell=2 \\ \ell \text { even }}}^{\infty} a_{\ell, 0} g_{2 \Delta_{\phi}+\ell, \ell}+\sum_{\substack{\ell=0 \\ \ell \text { even }}}^{\infty} a_{\ell, 1} g_{2 \Delta_{\phi}+2+\ell, \ell} . \tag{3.31}
\end{equation*}
$$

Notice there is a new family of twist-four operators with tree-level OPE coefficients. To the order we are working, we have $a_{\ell, n}=a_{\ell, n}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right)$. The only exception is the $\ell=n=0$ case, when the $[\phi \phi]_{0,0}$ operator has the following CFT data:

$$
\begin{equation*}
a_{0,0}=2+\varepsilon k, \quad \gamma=-\frac{k}{2} . \tag{3.32}
\end{equation*}
$$

Let us now turn to the CFT data in the $\phi \times \bar{\phi}$ OPE. The inversion formula (3.16) has a $t$-channel contribution and a $u$-channel contribution. As before, one uses the crossing equation (3.4) and the OPE expansion to see which terms contribute. The $t$-channel contribution consists of the identity, which has been studied in section 3.3, and anomalous dimensions that contribute at order $O\left(\varepsilon^{2}\right)$. An unfamiliar feature of the supersymmetric inversion formula (3.16) is that the $u$-channel contribution produces $O(\varepsilon)$ corrections to the CFT data. Using crossing, the part of $\tilde{\mathcal{G}}(z, \bar{z})$ proportional to $\log (1-\bar{z})$ is given by the $[\phi \phi]_{0,0}$ operator we just studied: ${ }^{15}$

$$
\begin{align*}
\left.\tilde{\mathcal{G}}(z, \bar{z})\right|_{\log (1-\bar{z})} & =\frac{\varepsilon}{2} a_{0,0} \gamma(z \bar{z})^{\Delta_{\phi}} \log (1-\bar{z}) \tilde{g}_{2,0}(1-z, 1-\bar{z}) \\
& =-\frac{\varepsilon}{2} k(z \bar{z})^{\Delta_{\phi}} \log (1-\bar{z}) \frac{\log z-\log \bar{z}}{z-\bar{z}} . \tag{3.33}
\end{align*}
$$

[^11]From this result, it is clear that the only inversions integrals that one needs to do are:

$$
\begin{align*}
& \operatorname{SINV}^{-}\left[\bar{z}^{-n} \log (1-\bar{z})\right](\beta)=\frac{2 \pi^{2} \Gamma(\beta+1)}{\Gamma(\beta / 2+1)^{2}},  \tag{3.34}\\
& \operatorname{SINV}^{-}\left[\bar{z}^{-n} \log (1-\bar{z}) \log \bar{z}\right](\beta)=0 .
\end{align*}
$$

In order to obtain these inversions, we expand the integrand in powers of $(1-\bar{z}) / \bar{z}$, integrate term by term, and in the end resum an asymptotic expansion in powers of $1 / \beta$. This procedure has been explained in detail in [25, 49], where the reader can find further details. The ingredients (3.33)-(3.34) can be combined using (3.21) to find $b(\Delta, \ell)$. We find that to this order in $\varepsilon$, the $\phi \times \bar{\phi}$ OPE consists only of the leading-twist family

$$
\begin{equation*}
\mathcal{G}(z, \bar{z})=1+\sum_{\ell=0}^{\infty} b_{\ell, 0} G_{2 \Delta_{\phi}+\ell+\varepsilon \gamma_{\ell}, \ell}+O\left(\varepsilon^{2}\right), \tag{3.35}
\end{equation*}
$$

where the CFT data can be readily obtained using the inversion formula

$$
\begin{equation*}
\gamma_{\ell}=k \frac{(-1)^{\ell+1}}{\ell+1}, \quad b_{\ell, 0}=b_{\ell, 0}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right)\left(1+k(-1)^{\ell+1} \frac{\left(H_{\ell}-H_{2 \ell+1}\right)}{(\ell+1)} \varepsilon+O\left(\varepsilon^{2}\right)\right) . \tag{3.36}
\end{equation*}
$$

An important observation is that this result makes sense even for spin $\ell=0$. Furthermore, we expect the Lorentzian inversion formula to have better convergence properties in supersymmetric theories [50]. Thus, we make the plausible assumption that (3.36) is valid for all $\ell \geq 0$.

### 3.4.2 Fixing the coefficients

We have found a two-parameter family of solutions to crossing which depend on $k$ and $\delta_{\phi}$, let us now try to fix these coefficients from basic physical requirements. The first condition is that the stress tensor is conserved. The stress tensor belongs to a short multiplet with a superprimary of dimensions $\Delta=d-1$ and spin $\ell=1$, as can be seen from the form of the superconformal block:

$$
\begin{equation*}
G_{d-1,1}=g_{d-1,1}+\frac{d}{4(d+1)} g_{d, 2} . \tag{3.37}
\end{equation*}
$$

As a result, conservation of the stress tensor requires that the operator $[\phi \bar{\phi}]_{1,0}$ has dimension $d-1$. This relates $\delta_{\phi}$ and $k$ as follows

$$
\begin{equation*}
2 \Delta_{\phi}+1+\varepsilon \gamma_{1}=d-1 \quad \Rightarrow \quad \delta_{\phi}=\frac{k+2}{4} . \tag{3.38}
\end{equation*}
$$

On the other hand, the identification of the operator $[\phi \phi]_{0,0}$ allows to fix the remaining free parameter. As it was discussed in [29], this operator can be identified with a chiral-primary operator $\phi^{2}$, in which case:

$$
\begin{equation*}
[\phi \phi]_{0,0}=\phi^{2} \quad \Rightarrow \quad 2 \Delta_{\phi}+\varepsilon \gamma_{0}=2 \Delta_{\phi} \quad \Rightarrow \quad k=0, \delta_{\phi}=\frac{1}{2} . \tag{3.39}
\end{equation*}
$$

We conclude that if $[\phi \phi]_{0,0}=\phi^{2}$ the theory is free in $d=4-\varepsilon$ dimensions.

A second possibility discussed in [29] is that $[\phi \phi]_{0,0}$ is a level-two descendant of $\bar{\phi}$ :

$$
\begin{equation*}
[\phi \phi]_{0,0}=\left(Q^{+}\right)^{2} \bar{\phi} \quad \Rightarrow \quad 2 \Delta_{\phi}+\varepsilon \gamma_{0}=\Delta_{\phi}+1 \quad \Rightarrow \quad k=-\frac{2}{3}, \delta_{\phi}=\frac{1}{3} . \tag{3.40}
\end{equation*}
$$

This leads to a non-vanishing $k$, so we have found a non-trivial supersymmetric CFT in $d=4-\varepsilon$ dimensions. In the following section we provide evidence that this CFT is indeed the Wess-Zumino model.

### 3.4.3 Summary and discussion

Let us summarize our results on the Wess-Zumino model at order $O(\varepsilon)$. The first result of our bootstrap analysis is the dimension of the external chiral field:

$$
\begin{equation*}
\Delta_{\phi}=\frac{d-1}{3} . \tag{3.41}
\end{equation*}
$$

This is actually a well-known result. Recall that the Wess-Zumino model has a cubic superpotential $\mathcal{W} \sim \Phi^{3}$, which must have $R$-charge $R_{\mathcal{W}}=2$ at the fixed point. As a result, the chiral-primary field $\phi(x)$ must have charge $R_{\phi}=2 / 3$, or equivalently $\Delta_{\phi}=(d-1) / 3$, which means that (3.41) is in fact an exact result to all orders in $\varepsilon$.

The $\phi \times \phi$ OPE consists of double-twist operators $[\phi \phi]_{\ell, n}$, which are of the schematic form $\phi \square^{n} \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell}} \phi$. The two families $n=0,1$ contribute at order $O(\varepsilon)$, with CFT data given by the GFF results in section 3.3. The only exception is the $[\phi \phi]_{0,0}$ operator, which has the following CFT data:

$$
\begin{equation*}
a_{0,0}=2-\frac{2}{3} \varepsilon+O\left(\varepsilon^{2}\right), \quad \Delta_{0,0}=2 \Delta_{\phi}+\frac{\varepsilon}{3}+O\left(\varepsilon^{2}\right) . \tag{3.42}
\end{equation*}
$$

The first observation is that $\Delta_{0,0} \neq 2 \Delta_{\phi}$ so we cannot interpret $[\phi \phi]_{0,0}$ as a chiral-primary operator $\phi^{2}$. This is consistent because the Wess-Zumino model has a chiral ring relation $\phi^{2}=0$ due to the cubic superpotential. Instead, the correct interpretation is $[\phi \phi]_{0,0}=$ $\left(Q^{+}\right)^{2} \bar{\phi}$, which agrees with our results since $\Delta_{0,0}=\Delta_{\phi}+1$ and the $R$-charge is conserved. The presence of such an operator is consistent with the OPE selection rules [29], and it was also suggested by the numerical bootstrap results of [30]. Thus, we expect the relation $\Delta_{0,0}=\Delta_{\phi}+1$ to hold to all orders in $\varepsilon$.

The $\phi \times \bar{\phi}$ OPE contains superconformal primaries and superconformal descendants, and their precise contribution can be obtained from the superconformal blocks (3.6). We expect superprimaries of the schematic form $\mathcal{O}_{\ell}=\phi \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell}} \bar{\phi}+\psi \partial_{\mu_{1}} \ldots \partial_{\mu_{\ell-1}} \sigma^{\mu} \bar{\psi}$, where the precise relative coefficients should be fixed by demanding $S^{ \pm} \mathcal{O}_{\ell}=0$. From our bootstrap analysis we found the following CFT data:

$$
\begin{align*}
& b_{\ell}=b_{\ell, 0}^{\mathrm{GFF}}\left(\Delta_{\phi}, d\right)\left(1+(-1)^{\ell} \frac{2\left(H_{\ell}-H_{2 \ell+1}\right)}{3(\ell+1)} \varepsilon+\mathcal{O}\left(\varepsilon^{2}\right)\right)  \tag{3.43}\\
& \Delta_{\ell}=2 \Delta_{\phi}+\ell+\frac{2}{3} \frac{(-1)^{\ell}}{\ell+1} \varepsilon+O\left(\varepsilon^{2}\right)
\end{align*}
$$

It is natural to identify the $\ell=0$ operator with $\phi \bar{\phi}$, which has dimension $\Delta_{\phi \bar{\phi}}=2+$ $O\left(\varepsilon^{2}\right)$ [5], in perfect agreement with our results. Finally, using (3.37) one can relate the

OPE coefficient $b_{1}$ to the central charge ${ }^{16}$

$$
\begin{equation*}
C_{T}=\frac{d(d+1)}{(d-1)^{2}} \frac{\Delta_{\phi}^{2}}{b_{1}}=\frac{20}{3}-\frac{17 \varepsilon}{9}+O\left(\varepsilon^{2}\right) . \tag{3.44}
\end{equation*}
$$

Once again this is in perfect agreement with the literature [5], up to a difference in normalization.

## 4 Wess-Zumino: monodromy defects

In this section we generalize the analysis of section 2 to superconformal theories with four Poincare supercharges. We study half-BPS monodromy defects that preserve two Poincare supercharges and focus on two-point functions of chiral operators. We start the section with general results valid for monodromy defects in arbitrary superconformal theories, and then move on to the specific case of a monodromy defect for the Wess-Zumino model studied in section 3.

### 4.1 Superconformal blocks

Let us start by calculating the relevant superconformal blocks. We use techniques originally developed for bulk four-point functions [29,52] and later applied to superconformal boundaries [16]. Here we only give an outline the calculation, the interested reader can find further details in the aforementioned references. We stress again that this section applies to general half-BPS codimension-two defects, which need not be monodromy defects.

### 4.1.1 Defect superconformal algebra

As in section 2, we chose our codimension-two defect to sit at $x^{1}=x^{2}=0$. The subalgebra of conformal transformations that preserve the defect is generated by $D, P_{a}, K_{a}$ and $M_{a b}$, where $a, b=3, \ldots, d$ are indices parallel to the defect. Since translation symmetry is partly broken, at most half of the original supercharges can be preserved by the defect. Following the conventions of section 3, we choose the preserved supercharges to be:

$$
\begin{equation*}
\mathcal{Q}_{1}=Q_{1}^{+}, \quad \mathcal{Q}_{2}=Q_{1}^{-}, \quad \mathcal{S}_{1}=S^{1+}, \quad \mathcal{S}_{2}=S^{1-} \tag{4.1}
\end{equation*}
$$

Using the following Clifford algebra representation $\Sigma_{\alpha \dot{\alpha}}^{i}=\left(\bar{\Sigma}_{i}^{\dot{\alpha} \alpha}\right)^{*}=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}, i \mathbb{1}\right)$, it is possible to check in $d=3$ and $d=4$ that the supercharges generate a subalgebra of the full superconformal algebra. For non-integer dimensions $3 \leq d \leq 4$ this construction is less rigorous, however we will obtain perfectly consistent results. The anticommutators of the supercharges generate translations and special conformal transformations parallel to the defect:

$$
\begin{equation*}
\left\{\mathcal{Q}_{A}, \mathcal{Q}_{B}\right\}=\widehat{\Sigma}_{A B}^{a} P_{a}, \quad\left\{\mathcal{S}_{A}, \mathcal{S}_{B}\right\}=\widehat{\Sigma}_{A B}^{a} K_{a}, \quad a=3, \ldots, d, \quad A, B=1,2 . \tag{4.2}
\end{equation*}
$$

[^12]Similarly, by considering anticommutators of the form $\{\mathcal{Q}, \mathcal{S}\}$, we observe that the defect does not preserve $R$-symmetry or transverse rotations independently, but only a particular linear combination of them: ${ }^{17}$

$$
\begin{equation*}
\mathcal{M}=M_{12}+\frac{d-1}{2} R \tag{4.3}
\end{equation*}
$$

With these conventions in mind, we proceed to obtain the superconformal blocks.

### 4.1.2 Defect channel

Let us start with the defect $\operatorname{OPE} \phi(x) \sim \sum \widehat{\mathcal{O}}(\vec{y})$. In this channel only one operator per defect supermultiplet contributes to the OPE, and as a result, the defect superconformal blocks $\hat{F}_{\hat{\Delta}, s}(x, \bar{x})$ reduce to bosonic blocks $\hat{f}_{\hat{\Delta}, s}(x, \bar{x})$. In our conventions $\hat{\Delta}$, $s$ label the conformal primary exchanged in the OPE, and not the superprimary in the corresponding multiplet.

We justify the above claim following an argument from [54]. Since the chirality condition (3.2) is preserved by the defect supercharges (4.1), it turns out that $\left[\mathcal{Q}_{1}, \phi(x)\right]=$ $\left[\mathcal{S}_{1}, \phi(x)\right]=0$. Inserting these relations in the OPE implies $\left[\mathcal{Q}_{1}, \widehat{\mathcal{O}}(\vec{y})\right]=\left[\mathcal{S}_{1}, \widehat{\mathcal{O}}(\vec{y})\right]=0$. However, only one operator in each defect supermultiplet can satisfy both of these conditions, hence superblocks in this channel are just standard bosonic blocks.

### 4.1.3 Bulk channel

In the bulk channel, up to four conformal primaries in each supermultiplet can contribute to the OPE. Their contributions are organized in superconformal blocks which we now calculate.

Following [34, 55], we characterize superconformal blocks as solutions to the supersymmetric Casimir equation. The superconformal Casimir can be split naturally into a non-supersymmetric and a supersymmetric piece: $C_{\text {full }}=C_{\mathrm{bos}}+C_{\mathrm{susy}}$. The first contribution $\frac{1}{2} C_{\text {bos }}$ leads to the differential operator in equation (2.14). The second contribution is due to supersymmetry:

$$
\begin{equation*}
C_{\text {susy }}=-\frac{d-1}{2} R^{2}+\frac{1}{2}\left[S^{\dot{\alpha}+}, Q_{\dot{\alpha}}^{-}\right]+\frac{1}{2}\left[S^{\alpha-}, Q_{\alpha}^{+}\right] \tag{4.4}
\end{equation*}
$$

Following [29], our goal is to massage (4.4) into a differential operator that can be added to (2.14). Using the commutation relations, the chirality properties of $\phi$ and $\bar{\phi}$, and equation (51) from [29] we find:

$$
\begin{equation*}
\left[C_{\text {susy }}, \phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right)\right]|0\rangle=i x_{12}^{\mu} \bar{\Sigma}_{\mu}^{\dot{\alpha} \alpha}\left[Q_{\dot{\alpha}}^{-}, \phi_{1}\left(x_{1}\right)\right]\left[Q_{\alpha}^{+}, \bar{\phi}_{2}\left(x_{2}\right)\right]|0\rangle+4 \Delta_{\phi} \phi\left(x_{1}\right) \bar{\phi}\left(x_{2}\right)|0\rangle \tag{4.5}
\end{equation*}
$$

Using superconformal Ward identities as in $[16,29]$ to rewrite the $Q$-dependent part as a differential operator we get

$$
\begin{equation*}
\frac{1}{2} C_{\text {susy }}\left\langle\phi_{1}\left(x_{1}\right) \bar{\phi}_{2}\left(x_{2}\right)\right\rangle \rightarrow-\left[(1-x) \partial_{x}+\bar{x}(1-\bar{x}) \partial_{\bar{x}}\right] F_{\Delta, \ell}(x, \bar{x}) \tag{4.6}
\end{equation*}
$$

[^13]Combining the bosonic equation (2.14), the supersymmetric one (4.6), and using the appropriate supersymmetric eigenvalue $c_{2}=\Delta(\Delta-d+2)+\ell(\ell+d-2)$, we obtain a differential equation for the superconformal block $F_{\Delta, \ell}(x, \bar{x})$. In $d=4$ the solution with correct boundary conditions takes a simple form:

$$
\begin{align*}
F_{\Delta, \ell}(x, \bar{x})=\frac{\sqrt{(1-x)(1-\bar{x})}}{1-x \bar{x}} & \left(k_{\Delta-\ell-1}^{1,-1}(1-x) k_{\Delta+\ell+1}^{1,1}(1-\bar{x})\right.  \tag{4.7}\\
& \left.+(-1)^{\ell} k_{\Delta+\ell+1}^{1,-1}(1-x) k_{\Delta-\ell-1}^{1,1}(1-\bar{x})\right) .
\end{align*}
$$

For general $d$, we use an expansion of the form

$$
\begin{equation*}
F_{\Delta, \ell}(x, \bar{x})=\sum_{n=0}^{\infty} \sum_{j=-n}^{n} B_{n, j}(\Delta, \ell)(1-x)^{(\Delta-\ell) / 2+n}(1-\bar{x})^{-1 / 2} k_{\Delta+\ell+1+2 j}^{1,1}(1-\bar{x}), \tag{4.8}
\end{equation*}
$$

and we fix the coefficients using the supercasimir equation. The procedure is easy to implement using a computer algebra system. For the first few coefficients we find:

$$
\begin{equation*}
B_{0,0}(\Delta, \ell)=1, \quad B_{1,-1}(\Delta, \ell)=\frac{(2-d) \ell}{d+2 \ell-4}, \quad B_{1,1}(\Delta, \ell)=\frac{(2-d) \Delta(\Delta+\ell)(\Delta+\ell+2)}{16(2 \Delta+4-d)(\Delta+\ell+1)^{2}} . \tag{4.9}
\end{equation*}
$$

Finally, let us mention that the superconformal block has a decomposition into a sum of four bosonic blocks:

$$
\begin{equation*}
F_{\Delta, \ell}(x, \bar{x})=f_{\Delta, \ell}(x, \bar{x})+a_{1} f_{\Delta+1, \ell+1}(x, \bar{x})-a_{2} f_{\Delta+1, \ell-1}(x, \bar{x})-a_{3} f_{\Delta+2, \ell}(x, \bar{x}) . \tag{4.10}
\end{equation*}
$$

The coefficients can be found in (3.7). The fact that the coefficients are the same as the four-point blocks of chiral operators might seem surprising at first. Actually, with the identification (2.15) the defect bulk blocks $F_{\Delta, \ell}(x, \bar{x})$ are the analytic continuation of the four-point blocks $\tilde{G}_{\Delta, \ell}(z, \bar{z})[16]$. What we have found is that the close connection between codimension-two defects and four-point functions also holds at the superconformal level.

### 4.2 Free and GFF half-BPS monodromy defect

Armed with the superconformal blocks, we can now bootstrap superconformal monodromy defects. In this section we focus on defects in (generalized) free theories, while we leave the more interesting defect in the Wess-Zumino model for the next section. Fortunately, we can recycle many results from the non-supersymmetric case studied in section 2.

Let us start with the case of a free bulk theory preserving four supercharges. Since $\phi(x)$ is a free-field, its correlation function $\mathcal{G}_{d, v}^{\text {free }}(x, \bar{x})$ is independent of the rest of the field content of the theory, so it is given by the non-supersymmetric formulas (2.37)-(2.38). Moreover, the defect superblocks reduce to non-supersymmetric blocks, so the defect CFT data is given by (2.34). The story is more interesting in the bulk channel, because now in order to obtain the CFT data one must use superconformal blocks:

$$
\begin{equation*}
\mathcal{G}_{d, v}^{\mathrm{free}}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{(d-2) / 2}\left(1+\sum_{\ell=0}^{\infty} d_{\ell}^{\mathrm{free}} F_{d-2+\ell, \ell}(x, \bar{x})\right) . \tag{4.11}
\end{equation*}
$$

Once again, we use the shorthand notation $d_{\mathcal{O}}=\lambda_{\phi \bar{\phi} \mathcal{O}} a_{\mathcal{O}}$. Since the bulk theory is free, only the leading-twist family contributes. Using the series representation (4.8) for the superblocks, we can extract the CFT data order by order in $(1-x)$ and $(1-\bar{x})$. For the first few coefficients we find:

$$
\begin{equation*}
d_{0}^{\mathrm{free}}=C_{d, v}^{\mathrm{free}}, \quad d_{1}^{\mathrm{free}}=\frac{(d-2)(v-1)}{2(d-1)} C_{d, v}^{\mathrm{free}}, \quad d_{2}^{\mathrm{free}}=\frac{(d-2)(v-1)(d v-d+v)}{8(d-1)(d+1)} C_{d, v}^{\text {free }} . \tag{4.12}
\end{equation*}
$$

Similarly to section 2 , the coefficients satisfy a two-step recursion relation which can be used to efficiently go to high values of $\ell:^{18}$

$$
\begin{align*}
d_{\ell+2}^{\text {free }}= & \frac{(d+2 \ell)\left(d^{2}(v-1)+d(4 v-3) \ell+d+(4 v-3) \ell^{2}-v\right)}{2(\ell+2)(d+\ell)(d+2 \ell-1)(d+2 \ell+1)} d_{\ell+1}^{\text {free }} \\
& +\frac{\ell(d+\ell-2)(d+2 \ell-2)(d+2 \ell)}{16(\ell+2)(d+\ell)(d+2 \ell-1)^{2}} d_{\ell}^{\text {free }} \tag{4.13}
\end{align*}
$$

The next simplest example is a monodromy defect in a bulk GFF theory. As in the free case, the full correlator $\mathcal{G}_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}(x, \bar{x})$ is the same as in the non-supersymmetric theory, and the defect CFT data is given by (2.34). For the bulk data we can use (2.50), which is the leading order correlator in $\varepsilon=4-d$ around the free value $\Delta_{\phi}=1-\delta_{\phi} \varepsilon$. Expanding in bulk blocks

$$
\begin{equation*}
\mathcal{G}_{\Delta_{\phi}, d, v}^{\mathrm{GFF}}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{\Delta_{\phi}}\left(1+\sum_{n=0}^{\infty} \sum_{\ell=0}^{\infty} d_{\ell, n}^{\mathrm{GFF}} F_{2 \Delta_{\phi}+\ell+2 n, \ell}(x, \bar{x})\right), \tag{4.14}
\end{equation*}
$$

it is relatively straightforward to extract CFT data up to high values of $\ell$ and $n$ using the expansion (4.8). Some of the low-lying coefficients are

$$
\begin{align*}
& d_{0,0}^{\mathrm{GFF}}=C_{\Delta_{\phi}, d, v}+O\left(\varepsilon^{2}\right), \\
& d_{1,0}^{\mathrm{GFF}}=\frac{1}{9}(v-1)\left(3-\delta_{\phi} \varepsilon\right) C_{\Delta_{\phi}, d, v}+O\left(\varepsilon^{2}\right),  \tag{4.15}\\
& d_{0,1}^{\mathrm{GFF}}=\frac{\varepsilon}{96}\left(2 \delta_{\phi}-1\right) v(v-1)(v-2)(v-3)+O\left(\varepsilon^{2}\right),
\end{align*}
$$

while we give more coefficients in the attached mathematica notebook.

### 4.3 Wess-Zumino model

Finally, we proceed to bootstrap the two-point function of chiral operators in the WessZumino model to order $O(\varepsilon)$ in the $\varepsilon$-expansion. The derivation requires knowledge of the

[^14]bulk theory derived in section 3 and the inversion formula derived in section 2.3. Although the calculations for the Wess-Zumino model are similar in spirit to the Wilson-Fisher fixed point, in practice they are more challenging and require extra technology which we develop in the appendix.

Let us remind the reader that the Wess-Zumino model is a theory of a single chiral superfield with cubic superpotential $\mathcal{W} \sim \Phi^{3}$. At the fixed point, the chiral-primary field $\phi(x)$ must have charge $R_{\phi}=2 / 3$, or equivalently $\Delta_{\phi}=(d-1) / 3$. Since the external dimension differs from free theory at order $O(\varepsilon)$, there is a GFF contribution with $\delta_{\phi}=1 / 3$, which has been discussed in section 4.2.

Furthermore, as discussed in section 3 , the bulk OPE contains double-twist operators $[\phi \bar{\phi}]_{\ell, n}$. Importantly, the leading-twist operators $n=0$ have OPE coefficients of order $O(1)$ and anomalous dimensions $\gamma_{\ell}$ of order $O(\varepsilon)$, see (3.43). As a result, the entire leading-twist family contributes to $\operatorname{Disc} \mathcal{G}(x, \bar{x})$. Indeed, the part of the correlator with non-vanishing discontinuity is

$$
\begin{align*}
\left.\mathcal{G}(x, \bar{x})\right|_{\text {singular }} & =\frac{\varepsilon}{2}(x \bar{x})^{\Delta_{\phi} / 2} \log [(1-x)(1-\bar{x})] \sum_{\ell=0}^{\infty} d_{\ell}^{\text {free }} \gamma_{\ell} \tilde{F}_{2 \Delta_{\phi}+\ell, \ell}(x, \bar{x})  \tag{4.16}\\
& =-\frac{\varepsilon}{3} v(v-1)(x \bar{x})^{1 / 2} \log [(1-x)(1-\bar{x})] \frac{h\left(\frac{\bar{x}-1}{\bar{x}}\right)-h(1-x)}{1-x \bar{x}}
\end{align*}
$$

where we introduced $h(z)=z_{3} F_{2}(1,1, v+1 ; 2,3 ; z)$. From here it is in principle straightforward to extract the defect CFT data using the bulk-to-defect Lorentzian inversion formula. However, for the sake of clarity, we defer the details to appendix A. Below we present the defect CFT data, which contains contributions from the bulk identity (GFF) and from (4.16).

Leading transverse-twist family. The first family are defect operators of transverse twist approximately one. Since these operators are present in the free theory, their conformal dimensions can get corrected at this order in perturbation theory:

$$
\hat{\Delta}_{s, 0}=\frac{d-1}{3}+|s|+\varepsilon \hat{\gamma}_{s}^{(1)}+O\left(\varepsilon^{2}\right), \quad \hat{\gamma}_{s}^{(1)}= \begin{cases}0 & \text { for } s>0  \tag{4.17}\\ \frac{2(v-1)}{3|s|} & \text { for } s<0\end{cases}
$$

Furthermore, their OPE coefficients also get corrected as follows:

$$
\begin{align*}
& \mu_{s>0,0}=1+\frac{-(2|s|+1-v) H_{|s|}+(|s|+1-v) H_{|s|+1-v}-(1-v) H_{1-v}}{3|s|} \varepsilon+O\left(\varepsilon^{2}\right)  \tag{4.18}\\
& \mu_{s<0,0}=1+\frac{-(2|s|+v-1) H_{|s|}+(|s|+v-1) H_{|s|+v-1}-(v-1) H_{v-1}}{3|s|} \varepsilon+O\left(\varepsilon^{2}\right) .
\end{align*}
$$

An important feature of the CFT data is that it is not symmetric under $s \leftrightarrow-s$. Even though this seems surprising at first, it follows because $\phi(x)$ is a complex field, complex conjugation relates positive transverse-spin modes from $\phi(x)$ with the negative modes from $\bar{\phi}(x)$. From a technical point of view, this asymmetry is due to (4.16) not being symmetric under $x \leftrightarrow \bar{x}$. In particular, one would observe a similar phenomena in the $O(N)$ WilsonFisher fixed point starting at order $O\left(\varepsilon^{2}\right)$ and $N>1$.

Subleading transverse-twist families. The next families of defect operators have transverse twist $2 n+1$. At this order in perturbation theory, only the tree-level dimensions contribute

$$
\begin{equation*}
\hat{\Delta}_{s, n}=1+|s|+2 n+O(\varepsilon) \quad \text { for } \quad n \geq 1 . \tag{4.19}
\end{equation*}
$$

Notice that these families receive contributions both from the bulk identity and from (4.16), and as a result, the defect OPE coefficients differ from the GFF values:

$$
\begin{equation*}
\mu_{s>0, n}=\frac{|s|+2(1-v)}{6 n(|s|+n)} \varepsilon+O\left(\varepsilon^{2}\right), \quad \mu_{s<0, n}=\frac{|s|+2(v-1)}{6 n(|s|+n)} \varepsilon+O\left(\varepsilon^{2}\right) . \tag{4.20}
\end{equation*}
$$

Fractional transverse-twist families. Perhaps surprisingly, there is another family of defect operators with non-integer transverse twist. Indeed, their tree-level conformal dimensions are

$$
\begin{equation*}
\hat{\Delta}_{s>0, n}^{\mathrm{fr}}=1+|s|+2(n+1-v), \quad \hat{\Delta}_{s<0, n}^{\mathrm{fr}}=1+|s|+2(n+v-1), \quad \text { for } \quad n \geq 1 . \tag{4.21}
\end{equation*}
$$

Notice that this family is generated exclusively from the bulk leading-twist family (4.16). Once more, the tree-level OPE coefficients take a rather simple form:

$$
\begin{equation*}
\mu_{s>0, n}^{\mathrm{fr}}=\frac{n}{3(n+1-v)(|s|+n+1-v)}, \quad \mu_{s<0, n}^{\mathrm{fr}}=\frac{n}{3(n+v-1)(|s|+n+v-1)} . \tag{4.22}
\end{equation*}
$$

Having reviewed the structure of the defect CFT data, we can now resum the defectchannel expansion in order to obtain the full correlation function at order $O(\varepsilon)$ :

$$
\begin{equation*}
\mathcal{G}_{\frac{d-1}{3}, d, v}^{\mathrm{GFF}}(x, \bar{x})+\mathcal{G}_{\mathrm{WZ}}(x, \bar{x})=\sum_{s \in-v+\mathbb{Z}}\left(\sum_{n=0}^{\infty} \mu_{s, n} \hat{f}_{\hat{\Delta}_{s, n}, s}(x, \bar{x})+\sum_{n=1}^{\infty} \mu_{s, n}^{\mathrm{fr}} \hat{f}_{\hat{\Delta}_{s, n}^{\mathrm{fr}}, s}(x, \bar{x})\right) . \tag{4.23}
\end{equation*}
$$

The GFF part can be found in equation (2.50) with $\delta_{\phi}=1 / 3$. The contribution which is new from the Wess-Zumino model is significantly harder:

$$
\begin{align*}
\mathcal{G}_{\mathrm{WZ}}(x, \bar{x})=-\frac{\varepsilon}{3} \frac{\sqrt{x \bar{x}}}{(1-x \bar{x})}[ & +x^{v}(1-v)\left(j_{2 v-1, v}(x)-j_{v, v}(x)-H_{v-1} \Phi_{v}(x)+\Phi_{v}(x) \log (x \bar{x})\right) \\
& +\bar{x}^{1-v}(1-v)\left(j_{1-v, 1-v}(\bar{x})-j_{2-2 v, 1-v}(\bar{x})+H_{1-v} \Phi_{1-v}(\bar{x})\right) \\
& +x^{v} \frac{H_{v-1}-H_{2 v-2}+\Phi_{v}(x)-\Phi_{2 v-1}(x)}{1-x} \\
& +\bar{x}^{1-v} \frac{H_{-v}-H_{1-2 v}+\Phi_{1-v}(\bar{x})-\Phi_{2-2 v}(\bar{x})}{1-\bar{x}} \\
& -x^{1-v} \bar{x}^{2-2 v}\left((v-1) J_{2-2 v, 1-v}(\bar{x}, x)+\frac{\Phi_{2-2 v}(\bar{x})-x \Phi_{2-2 v}(x \bar{x})}{1-x}\right) \\
& +x^{2 v-1} \bar{x}^{v-1}\left((v-1) J_{2 v-1, v-1}(x, \bar{x})-\frac{\Phi_{2 v-1}(x)-\bar{x} \Phi_{2 v-1}(x \bar{x})}{1-\bar{x}}\right) \\
& -\bar{x}^{v+1}\left((v-1) J_{v+1,1}(x, \bar{x})-\frac{\Phi_{v+1}(x)-\bar{x} \Phi_{v+1}(x \bar{x})}{1-\bar{x}}\right) \\
& \left.+x \bar{x}^{2-v}\left((v-1) J_{2-v, 1}(\bar{x}, x)+\frac{\Phi_{2-v}(\bar{x})-x \Phi_{2-v}(x \bar{x})}{1-x}\right)\right] . \tag{4.24}
\end{align*}
$$

We could not express this correlation function in terms of elementary functions. Instead, we introduced the following two special functions

$$
\begin{equation*}
j_{a, b}(x) \equiv \sum_{n=0}^{\infty} \frac{x^{n} H_{n+a}}{n+b}, \quad J_{a, b}(x, \bar{x})=\sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{x^{n}}{(n+a)} \frac{\bar{x}^{m}}{(m+b)} . \tag{4.25}
\end{equation*}
$$

In appendix $B$ we derive some interesting properties of these functions, in particular we give an efficient algorithm to generate their expansion in powers of $(1-x)$ and $(1-\bar{x})$. This allows us to expand the correlation function in the bulk channel

$$
\begin{equation*}
\mathcal{G}_{\mathrm{WZ}}(x, \bar{x})=\left(\frac{\sqrt{x \bar{x}}}{(1-x)(1-\bar{x})}\right)^{(d-1) / 3}\left(1+\sum_{\ell=0}^{\infty} d_{\ell, n}^{\mathrm{WZ}} F_{\Delta_{\ell, n}, \ell}(x, \bar{x})\right) . \tag{4.26}
\end{equation*}
$$

Once again, we can extract the CFT data using a software like mathematica. Some of the low-lying bulk OPE coefficients are
$d_{0,0}^{\mathrm{WZ}}=\varepsilon(v-1)\left(\frac{1}{3}(2 v-1)\left(H_{-2 v}+H_{2 v}\right)-\frac{1}{6}(3 v-2)\left(H_{-v}+H_{v}\right)-\frac{5 v^{2}-v+1}{6 v}\right)$,
$d_{1,0}^{\mathrm{WZ}}=\varepsilon(v-1)^{2}\left(\frac{1}{18}(2 v-1)\left(H_{-2 v}+H_{2 v}\right)-\frac{1}{36}(5 v-2)\left(H_{-v}+H_{v}\right)+\frac{5 v^{3}+10 v^{2}-12 v+3}{108 v(v-1)}\right)$,
$d_{0,1}^{\mathrm{WZ}}=\frac{\varepsilon}{144} v(v-1)\left(17 v^{2}-37 v+18\right)$.
Let us emphasize that the total OPE coefficients are obtained combining (4.15) and (4.27), namely $d_{\ell, n}=d_{\ell, n}^{\mathrm{WZ}}+d_{\ell, n}^{\mathrm{GFF}}$. An interesting feature of the CFT data is that the leading-twist family $d_{\ell, 0}^{\mathrm{WZ}}$ depends on harmonic numbers $H_{a}$, while all higher-twist families $d_{\ell, n \geq 1}^{\mathrm{WZ}}$ have only polynomial dependence in $v$. This can be understood heuristically remembering that $d_{\mathcal{O}}=\lambda_{\phi \bar{\phi} \mathcal{O}} a_{\mathcal{O}}$. For the leading-twist family, because $\lambda_{\phi \bar{\phi} \mathcal{O}} \sim O\left(\varepsilon^{0}\right)$ then the $O(\varepsilon)$ term in the one-point coefficient $a_{\mathcal{O}}$ contributes to $d_{\mathcal{O}}$. Therefore, our result captures a onepoint function calculated to one-loop in terms of Feynman diagrams, where the one-loop integrals would be responsible for the appearance of harmonic numbers. On the other hand, for higher-twist families we have $\lambda_{\phi \bar{\phi} \mathcal{O}} \sim O(\varepsilon)$, so only the tree-level part of $a_{\mathcal{O}}$ contributes to $d_{\mathcal{O}}$, giving an intuitive reason why no harmonic numbers appear in this case. As usual, we give a larger list of bulk coefficients in the notebook attached to this publication.

## 5 Conclusions

In this work we used analytical bootstrap techniques to study monodromy defects in the $\varepsilon$-expansion. This program has been highly successful for four-point functions without defects, where CFT data has been extracted up to fourth order in $\varepsilon$ for the Wilson-Fisher fixed point [25, 26]. Our analysis can be considered as the first step towards applying these techniques to monodromy defects in CFT. Our main result is equation (4.24), which describes the full leading-order two-point correlator of chiral fields in the Wess-Zumino model. In order to obtain the defect correlator, it was necessary to calculate the leading order CFT data of the Wess-Zumino model without defects (see section 3.4.3), a result that is interesting on its own and that we plan to extend to higher orders in the future.

We also studied monodromy defects in the Wilson-Fisher $O(N)$ model, reproducing and in some cases improving previous results. A natural extension of this work is to consider higher orders in the $\varepsilon$-expansion, although this will require dealing with degeneracies in the bulk spectrum. Another related system is the large- $N$ limit of the $O(N)$ model, which has been studied using bootstrap in [49]. Monodromy defects in the large- $N$ limit have been studied in [10], and they might be good candidates for a bootstrap analysis.

Yet another system in which the techniques used in this paper are directly applicable is a Wilson line defect in $\mathcal{N}=4$ SYM at strong coupling. The strong-coupling planar spectrum of $\mathcal{N}=4$ SYM contains double-trace operators which are killed by the discontinuity in the inversion formula. This is very similar to the setup of this paper, and indeed two-point functions of half-BPS operators can be reconstructed by inverting a finite number of conformal blocks [40]. It might also be possible to consider other maximally-supersymmetric models in $3 \leq d \leq 6$, and bootstrap their defect correlators in suitable limits.

On a more speculative side, the functions studied in appendix B are close cousins of the Hurwitz-Lerch zeta function. Perhaps these functions will find applications in other perturbative calculations or in other branches of mathematical physics. Finally, the study of higher-point functions is one of the long-term goals of the bootstrap. Progress in this direction was made in [56], where higher-point functions in the presence of defects were studied. Eventually, one should be able to obtain the corresponding Lorentzian inversion formulas, and implement the multi-point bootstrap in order to obtain even more restrictive constraints.

## Acknowledgments

We are particularly grateful to J. Barrat, E. Lauria and P. van Vliet for discussions and collaboration on related projects. AG wants to acknowledge S. Lacroix for many useful comments. We also thank I. Buric, A. Kaviraj, J. Rong and V. Schomerus for interesting discussions, and the anonymous JHEP referee for many comments that helped improve this work. Finally, we thank the Simons Collaboration on the Non-perturbative Bootstrap for many stimulating activities. This work is supported by the DFG through the Emmy Noether research group "The Conformal Bootstrap Program" project number 400570283.

## A Inverting the Wess-Zumino model

In this appendix we explain how to obtain the Wess-Zumino defect spectrum from the discontinuity of the correlator. By means of the inversion formula, it boils down to computing the integral (2.26). An important observation is that since the discontinuity is not symmetric under $x \leftrightarrow \bar{x}$, the integrals are different for $s>0$ and $s<0$.

Let us focus on $s>0$ first, and we summarize $s<0$ at the end. Since the discontinuity is of order $O(\varepsilon)$, we can evaluate the integration kernel at $d=4$, when the integral is dramatically simpler:

$$
\begin{equation*}
\mu(\hat{\Delta}, s)=\varepsilon \frac{v(v-1)}{12} \int_{0}^{1} d x \int_{1}^{1 / x} d \bar{x} x^{-(\hat{\Delta}-s+1) / 2} \bar{x}^{-(\hat{\Delta}+s+1) / 2}\left(h\left(\frac{\bar{x}-1}{\bar{x}}\right)-h(1-x)\right) . \tag{A.1}
\end{equation*}
$$

Let us remind the reader that $h(z)=z_{3} F_{2}(1,1, v+1 ; 2,3 ; z)$. The strategy to obtain the CFT data from such an integral is to notice that poles in $\hat{\Delta}$ come from the region $x \rightarrow 0$. Thus, we expand the integrand in powers of $x$ and for each power we have

$$
\begin{equation*}
\int_{0}^{1} d x \int_{1}^{1 / x} d \bar{x} x^{-(\hat{\Delta}-s+1) / 2} \bar{x}^{-(\hat{\Delta}+s+1) / 2} x^{n}=-\frac{2}{(s+n)} \frac{1}{(\hat{\Delta}-s-1-2 n)} . \tag{A.2}
\end{equation*}
$$

Physically, each power $x^{n}$ generates a defect family of dimensions $\hat{\Delta}_{s, n}=1+s+2 n$ and OPE coefficient $\mu_{s, n} \sim 1 /(s+n)$. Notice that the function $h(1-x)$ has the following expansion

$$
\begin{equation*}
h(1-x)=\frac{2}{v}\left(1-H_{1-v}\right)+\frac{2}{v(v-1)} \sum_{n=1}^{\infty}\left(\frac{(n+v-1) x^{n}}{n}+\frac{n x^{n+1-v}}{(v-n-1)}\right) . \tag{A.3}
\end{equation*}
$$

Combining this expansion with the inversion (A.2) one obtains the CFT data for $n>$ 0 , see (4.20) and (4.22). The case $n=0$ is identical, except one also has to consider contributions from the following integral:

$$
\begin{align*}
& \int_{0}^{1} d x \int_{1}^{1 / x} d \bar{x} x^{-(\hat{\Delta}-s+1) / 2} \bar{x}^{-(\hat{\Delta}+s+1) / 2} h\left(\frac{\bar{x}-1}{\bar{x}}\right) \\
&=-\frac{4\left((s-v+1)\left(H_{s-v+1}-H_{s}\right)+v-1\right)}{\operatorname{sv}(v-1)(\hat{\Delta}-s-1)} . \tag{A.4}
\end{align*}
$$

This integral has been obtained by expanding the integrand around $\bar{x} \rightarrow \infty$, integrating term by term, and finally resuming the resulting expression. The final result can be checked numerically to very high precision.

Let us briefly outline the $s<0$ case. The inversion integral is once again (A.1) where one needs to change $x \leftrightarrow \bar{x}$ in the integration region. The CFT data for $n>0$ can be read off from the following expansion

$$
\begin{equation*}
h\left(\frac{\bar{x}-1}{\bar{x}}\right)=\frac{2}{v}\left(1-H_{v-1}+\log \bar{x}\right)+\frac{2}{v(v-1)} \sum_{n=1}^{\infty}\left(\frac{(v-n-1) \bar{x}^{n}}{n}+\frac{n \bar{x}^{n+v-1}}{n+v-1}\right) . \tag{A.5}
\end{equation*}
$$

The presence of a $\log \bar{x}$ term leads to the anomalous dimensions (4.17). For the $n=0$ case, one also needs the integral

$$
\begin{align*}
& \int_{0}^{1} d \bar{x} \int_{1}^{1 / \bar{x}} d x x^{-(\hat{\Delta}-s+1) / 2} \bar{x}^{-(\hat{\Delta}+s+1) / 2} h(1-x) \\
&=\frac{4\left(s(s-v+1)\left(H_{-s+v-1}-H_{-s}\right)+(s+1)(v-1)\right)}{s^{2} v(v-1)(\hat{\Delta}+s-1)} \tag{A.6}
\end{align*}
$$

which has been computed by expanding around $x=0$ and integrating term by term.

## B Defect-channel resummation

In this appendix we present some mathematical results that are useful in order to resum the defect-channel expansion of monodromy defects.

## B. 1 Hurwitz-Lerch zeta function

The first function we consider is the well-known Hurwitz-Lerch zeta function:

$$
\begin{equation*}
\Phi(x, s, a)=\sum_{m=0}^{\infty} \frac{x^{m}}{(m+a)^{s}} \tag{B.1}
\end{equation*}
$$

The only case which is relevant in the present work is $s=1$, when it has a simple expression as a hypergeometric function:

$$
\Phi(x, 1, a)=a^{-1}{ }_{2} F_{1}\left(\begin{array}{c}
1, a  \tag{B.2}\\
a+1
\end{array} ; x\right)
$$

The power of the Hurwitz-Lerch zeta function lies in the possibility of writing seemingly complicated infinite sums in terms of them. Defect-channel expansions such as (2.50) or (4.24) can be resummed using the following formulas:

$$
\begin{align*}
\sum_{n=0}^{\infty} x^{n}\left(H_{a+n}-H_{a-1}\right) & =\frac{\Phi(x, 1, a)}{1-x}, \\
\sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{x^{n} \bar{x}^{m}}{n+a} & =\sum_{n=0}^{\infty} x^{n} \Phi(x \bar{x}, 1, n+a)=\frac{\Phi(x, 1, a)-\bar{x} \Phi(x \bar{x}, 1, a)}{1-\bar{x}},  \tag{B.3}\\
\sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{x^{n} \bar{x}^{m}}{m+a} & =\frac{\Phi(x \bar{x}, 1, a)}{1-x} .
\end{align*}
$$

For our applications, it is important to expand the Hurwitz-Lerch zeta function around $x=$ 1, which allows us to extract the bulk CFT data. Let us note the two elegant expressions

$$
\begin{align*}
\Phi(x, 1, v) & =-\sum_{n=0}^{\infty} \frac{(v)_{n}}{n!}(1-x)^{n}\left(\log (1-x)+H_{v+n-1}-H_{n}\right), \\
x^{v} \Phi(x, 1, v) & =-H_{v-1}-\log (1-x)+\sum_{n=1}^{\infty} \frac{(-1)^{n+1}(v-n)_{n}}{n^{2}(n-1)!}(1-x)^{n} . \tag{B.4}
\end{align*}
$$

## B. 2 One-variable function

In the study of the Wess-Zumino model, we encountered sums that could not be expressed in terms of simple special functions. The first sum we consider involves a single variable:

$$
\begin{equation*}
j_{a, b}(x) \equiv \sum_{n=0}^{\infty} \frac{x^{n} H_{n+a}}{n+b} \tag{B.5}
\end{equation*}
$$

It is not hard to relate $j_{a, b}(x)$ to itself after shifting $a \rightarrow a \pm 1$ and $b \rightarrow b \pm 1$.
Let us consider the case $a=0$ separately. The function $j_{0, b}(x)$ can be resummed in terms of the incomplete beta function:

$$
\begin{equation*}
j_{0, b}(x)=-\left.x^{-b} \frac{\partial B_{x}(b, a)}{\partial a}\right|_{a=0} \tag{B.6}
\end{equation*}
$$

In order to generate the series expansion around $x=1$ efficiently, we note that the function satisfies the differential equation

$$
\begin{equation*}
\partial_{x}(1-x) \partial_{x}(1-x) x^{1-b} \partial_{x}\left(x^{b} j_{0, b}(x)\right)=0 \tag{B.7}
\end{equation*}
$$

Making an ansatz for the series around $x=1$

$$
\begin{equation*}
j_{0, b}(x)=\sum_{i=0}^{\infty}(1-x)^{i}\left(a_{i}+b_{i} \log (1-x)+c_{i} \log ^{2}(1-x)\right), \tag{B.8}
\end{equation*}
$$

one can fix coefficients recursively using the differential equation (B.7). The initial condition can be obtained from (B.6)

$$
\begin{equation*}
a_{0}=-\frac{1}{2}\left(\left(H_{b-1}\right)^{2}+H_{b-1}^{(2)}\right), \quad b_{0}=0, \quad c_{0}=\frac{1}{2} . \tag{B.9}
\end{equation*}
$$

Here $H_{b}^{(r)}=\sum_{n=1}^{b} n^{-r}$ is a generalization of the harmonic number, where the usual continuation to non-integer values of $b$ is assumed.

Let us move on to the general case $a \notin \mathbb{N}$, and define the auxiliary function

$$
\begin{equation*}
\tilde{j}_{a, b}(x)=\sum_{n=0}^{\infty} \frac{x^{n}\left(H_{n+a}-H_{a-1}\right)}{n+b}=j_{a, b}(x)-H_{a-1} \Phi(x, 1, b) . \tag{B.10}
\end{equation*}
$$

Clearly, any property of $\tilde{j}_{a, b}(x)$ can be easily translated to $j_{a, b}(x)$, since the Hurwitz-Lerch zeta function that relates them is well understood. The advantage of the auxiliary function is that it satisfies a simpler differential equation

$$
\begin{equation*}
\partial_{x}(1-x) x^{1-a} \partial_{x}(1-x) x^{a+1-b} \partial_{x}\left(x^{b} \tilde{j}_{a, b}(x)\right)=0 . \tag{B.11}
\end{equation*}
$$

From this differential equation, one can efficiently generate the expansion around $x=1$ fixing the coefficients in the ansatz

$$
\begin{equation*}
j_{a, b}(x)=\sum_{i=0}^{\infty}(1-x)^{i}\left(d_{i}+e_{i} \log (1-x)+f_{i} \log ^{2}(1-x)\right) . \tag{B.12}
\end{equation*}
$$

In order to find the initial conditions $d_{0}, e_{0}$ and $f_{0}$, we note that the sum (B.5) can be obtained in mathematica in terms of complicated special functions. Taking the $x \rightarrow 1$ limit, and massaging the resulting expressions, we find

$$
\begin{align*}
d_{0}= & -\sum_{n=0}^{\infty}\left(\frac{H_{a-b+n+2}}{n+2}-\frac{H_{a+n+2}}{b+n+2}\right)+\frac{1}{2}\left(H_{a-b}\right)^{2}-H_{a-b}+H_{a}\left(H_{b}+\frac{1}{b+1}\right) \\
& -\frac{H_{b}}{a}+\frac{H_{a-b}^{(2)}}{2}+\frac{1}{a b}+\frac{1}{-a+b-1}+\frac{1}{a b+a+b+1}+\frac{\pi^{2}}{6},  \tag{B.13}\\
e_{0}= & H_{a+2}-\frac{1}{a}-\frac{1}{a+1}-\frac{1}{a+2}, \\
f_{0}= & \frac{1}{2} .
\end{align*}
$$

We have not been able to further simplify the infinite sum in $d_{0}$. However, it is interesting to note that when expanding (4.24) in the $x, \bar{x} \rightarrow 1$ limit, we have found numerically that the contributions from these infinite sums combine to give zero.

## B. 3 Two-variable function

There is another type of double sum that we have not been able to express in closed form:

$$
\begin{equation*}
J_{a, b}(x, \bar{x}) \equiv \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{x^{n}}{(n+a)} \frac{\bar{x}^{m}}{(m+b)} \tag{B.14}
\end{equation*}
$$

For the bulk channel expansion, we need the series expansion of $J_{a, b}(x, \bar{x})$ around $x, \bar{x}=1$. For simplicity, we always take the limits in the order $|1-x| \ll|1-\bar{x}|$. There is no loss of generality, since in order to expand the function $J_{a, b}(\bar{x}, x)$, one can use the relation

$$
\begin{equation*}
x J_{a, b}(x, \bar{x})=\Phi(x, 1, a-1) \Phi(\bar{x}, 1, b)-J_{b, a-1}(\bar{x}, x) \tag{B.15}
\end{equation*}
$$

which follows from the definition (B.14). The strategy to expand around $x, \bar{x}=1$ is to first compute the sum in $x$, and then expand only in $x \rightarrow 1$ :

$$
\begin{align*}
J_{a, b}(x, \bar{x}) & =\sum_{m=0}^{\infty} \frac{(x \bar{x})^{m}}{m+b} \Phi(x, 1, a+m)  \tag{B.16}\\
& =-\sum_{n=0}^{\infty}(1-x)^{n} \sum_{m=0}^{\infty} \sum_{p=0}^{n} \frac{\bar{x}^{m}(-m)_{p}(a+m)_{n-p}\left(H_{a+m+n-p-1}-H_{n-p}+\log (1-x)\right)}{p!(b+m)(n-p)!}
\end{align*}
$$

Now we perform that sum in $(1-x)^{n}$ to the desired order $n_{\text {max }}$. For any finite value of $n_{\max }$, we compute the finite sum in $p$, and then the sum in $m$ can be computed in terms of rational functions of $(1-\bar{x})$ and the function $j_{a, b}(\bar{x})$. Using the results of section B.2, we finally obtain the expansion in $(1-x)$ and $(1-\bar{x})$ to any desired order. Although it would be hard to do this by hand, the previous algorithm can be implemented efficiently in mathematica. Let us also note that the series expansion contains terms of the form $(1-x)^{n}(1-\bar{x})^{-m}$ for $n, m \geq 0$. A good sanity check of our implementation is that these spurious powers cancel when they are combined as in (4.24).

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

## References

[1] P. Liendo, L. Rastelli and B.C. van Rees, The Bootstrap Program for Boundary CFT $T_{d}$, JHEP 07 (2013) 113 [arXiv:1210.4258] [INSPIRE].
[2] F. Gliozzi, P. Liendo, M. Meineri and A. Rago, Boundary and Interface CFTs from the Conformal Bootstrap, JHEP 05 (2015) 036 [Erratum ibid. 12 (2021) 093] [arXiv:1502.07217] [INSPIRE].
[3] M. Billó, M. Caselle, D. Gaiotto, F. Gliozzi, M. Meineri and R. Pellegrini, Line defects in the 3d Ising model, JHEP 07 (2013) 055 [arXiv:1304.4110] [INSPIRE].
[4] D. Gaiotto, D. Mazáč and M.F. Paulos, Bootstrapping the 3d Ising twist defect, JHEP 03 (2014) 100 [arXiv:1310.5078] [INSPIRE].
[5] L. Fei, S. Giombi, I.R. Klebanov and G. Tarnopolsky, Yukawa CFTs and Emergent Supersymmetry, PTEP 2016 (2016) 12C105 [arXiv:1607.05316] [INSPIRE].
[6] J. Rong and N. Su, Bootstrapping the minimal $\mathcal{N}=1$ superconformal field theory in three dimensions, JHEP 06 (2021) 154 [arXiv: 1807.04434] [INSPIRE].
[7] A. Atanasov, A. Hillman and D. Poland, Bootstrapping the Minimal 3D SCFT, JHEP 11 (2018) 140 [arXiv:1807.05702] [inSPIRE].
[8] S. Yamaguchi, The $\epsilon$-expansion of the codimension two twist defect from conformal field theory, PTEP 2016 (2016) 091B01 [arXiv:1607.05551] [INSPIRE].
[9] A. Söderberg, Anomalous Dimensions in the WF $O(N)$ Model with a Monodromy Line Defect, JHEP 03 (2018) 058 [arXiv:1706.02414] [InSPIRE].
[10] S. Giombi, E. Helfenberger, Z. Ji and H. Khanchandani, Monodromy defects from hyperbolic space, JHEP 02 (2022) 041 [arXiv:2102.11815] [inSPIRE].
[11] A. Antunes, Conformal bootstrap near the edge, JHEP 10 (2021) 057 [arXiv:2103.03132] [INSPIRE].
[12] M. Billò, V. Gonçalves, E. Lauria and M. Meineri, Defects in conformal field theory, JHEP 04 (2016) 091 [arXiv: 1601.02883] [INSPIRE].
[13] A. Bissi, T. Hansen and A. Söderberg, Analytic Bootstrap for Boundary CFT, JHEP 01 (2019) 010 [arXiv: 1808.08155] [INSPIRE].
[14] D. Mazáč, L. Rastelli and X. Zhou, An analytic approach to BCFT , JHEP 12 (2019) 004 [arXiv: 1812.09314] [INSPIRE].
[15] A. Kaviraj and M.F. Paulos, The Functional Bootstrap for Boundary CFT, JHEP 04 (2020) 135 [arXiv: 1812.04034] [INSPIRE].
[16] A. Gimenez-Grau, P. Liendo and P. van Vliet, Superconformal boundaries in $4-\epsilon$ dimensions, JHEP 04 (2021) 167 [arXiv:2012.00018] [INSPIRE].
[17] P. Dey and A. Söderberg, On analytic bootstrap for interface and boundary CFT, JHEP 07 (2021) 013 [arXiv:2012.11344] [inSPIRE].
[18] S. Caron-Huot, Analyticity in Spin in Conformal Theories, JHEP 09 (2017) 078 [arXiv:1703.00278] [INSPIRE].
[19] M. Lemos, P. Liendo, M. Meineri and S. Sarkar, Universality at large transverse spin in defect CFT, JHEP 09 (2018) 091 [arXiv:1712.08185] [inSPIRE].
[20] P. Liendo, Y. Linke and V. Schomerus, A Lorentzian inversion formula for defect CFT, JHEP 08 (2020) 163 [arXiv: 1903.05222] [INSPIRE].
[21] R. Gopakumar, A. Kaviraj, K. Sen and A. Sinha, Conformal Bootstrap in Mellin Space, Phys. Rev. Lett. 118 (2017) 081601 [arXiv:1609.00572] [inSPIRE].
[22] R. Gopakumar, A. Kaviraj, K. Sen and A. Sinha, A Mellin space approach to the conformal bootstrap, JHEP 05 (2017) 027 [arXiv:1611.08407] [INSPIRE].
[23] P. Dey, A. Kaviraj and A. Sinha, Mellin space bootstrap for global symmetry, JHEP 07 (2017) 019 [arXiv:1612.05032] [InSPIRE].
[24] P. Dey and A. Kaviraj, Towards a Bootstrap approach to higher orders of $\epsilon$-expansion, JHEP 02 (2018) 153 [arXiv:1711.01173] [inSPIRE].
[25] L.F. Alday, J. Henriksson and M. van Loon, Taming the $\epsilon$-expansion with large spin perturbation theory, JHEP 07 (2018) 131 [arXiv:1712.02314] [INSPIRE].
[26] J. Henriksson and M. Van Loon, Critical $O(N)$ model to order $\epsilon^{4}$ from analytic bootstrap, J. Phys. A 52 (2019) 025401 [arXiv:1801.03512] [INSPIRE].
[27] J. Henriksson, S.R. Kousvos and A. Stergiou, Analytic and Numerical Bootstrap of CFTs with $O(m) \times O(n)$ Global Symmetry in 3D, SciPost Phys. 9 (2020) 035 [arXiv:2004.14388] [inSPIRE].
[28] J. Henriksson and A. Stergiou, Perturbative and Nonperturbative Studies of CFTs with MN Global Symmetry, SciPost Phys. 11 (2021) 015 [arXiv:2101.08788] [inSPIRE].
[29] N. Bobev, S. El-Showk, D. Mazáč and M.F. Paulos, Bootstrapping SCFTs with Four Supercharges, JHEP 08 (2015) 142 [arXiv:1503.02081] [inSPIRE].
[30] N. Bobev, S. El-Showk, D. Mazáč and M.F. Paulos, Bootstrapping the Three-Dimensional Supersymmetric Ising Model, Phys. Rev. Lett. 115 (2015) 051601 [arXiv:1502.04124] [INSPIRE].
[31] L. Bianchi, A. Chalabi, V. Procházka, B. Robinson and J. Sisti, Monodromy defects in free field theories, JHEP 08 (2021) 013 [arXiv:2104.01220] [inSPIRE].
[32] J.S. Dowker, Remarks on spherical monodromy defects for free scalar fields, arXiv:2104.09419 [INSPIRE].
[33] M. Isachenkov, P. Liendo, Y. Linke and V. Schomerus, Calogero-Sutherland Approach to Defect Blocks, JHEP 10 (2018) 204 [arXiv:1806.09703] [inSPIRE].
[34] F.A. Dolan and H. Osborn, Conformal partial waves and the operator product expansion, Nucl. Phys. B 678 (2004) 491 [hep-th/0309180] [inSPIRE].
[35] F.A. Dolan and H. Osborn, Conformal Partial Waves: Further Mathematical Results, arXiv:1108. 6194 [INSPIRE].
[36] F.A. Dolan and H. Osborn, Conformal four point functions and the operator product expansion, Nucl. Phys. B 599 (2001) 459 [hep-th/0011040] [inSPIRE].
[37] D. Simmons-Duffin, The Lightcone Bootstrap and the Spectrum of the 3d Ising CFT, JHEP 03 (2017) 086 [arXiv:1612.08471] [inSPIRE].
[38] D. Simmons-Duffin, D. Stanford and E. Witten, A spacetime derivation of the Lorentzian OPE inversion formula, JHEP 07 (2018) 085 [arXiv:1711.03816] [InSPIRE].
[39] A. Bissi, P. Dey and T. Hansen, Dispersion Relation for CFT Four-Point Functions, JHEP 04 (2020) 092 [arXiv:1910.04661] [INSPIRE].
[40] J. Barrat, A. Gimenez-Grau and P. Liendo, Bootstrapping holographic defect correlators in $\mathcal{N}=4$ super Yang-Mills, JHEP 04 (2022) 093 [arXiv:2108.13432] [INSPIRE].
[41] E. Lauria, P. Liendo, B.C. Van Rees and X. Zhao, Line and surface defects for the free scalar field, JHEP 01 (2021) 060 [arXiv:2005.02413] [INSPIRE].
[42] C. Behan, L. Di Pietro, E. Lauria and B.C. Van Rees, Bootstrapping boundary-localized interactions, JHEP 12 (2020) 182 [arXiv:2009.03336] [INSPIRE].
[43] L. Bianchi and M. Lemos, Superconformal surfaces in four dimensions, JHEP 06 (2020) 056 [arXiv:1911.05082] [INSPIRE].
[44] A. Kaviraj, S. Rychkov and E. Trevisani, Random Field Ising Model and Parisi-Sourlas supersymmetry. Part I. Supersymmetric CFT, JHEP 04 (2020) 090 [arXiv:1912.01617] [INSPIRE].
[45] A. Kaviraj, S. Rychkov and E. Trevisani, Random field Ising model and Parisi-Sourlas supersymmetry. Part II. Renormalization group, JHEP 03 (2021) 219 [arXiv:2009.10087] [inSPIRE].
[46] J. Liu, D. Meltzer, D. Poland and D. Simmons-Duffin, The Lorentzian inversion formula and the spectrum of the $3 d O(2)$ CFT, JHEP 09 (2020) 115 [Erratum ibid. 01 (2021) 206] [arXiv:2007.07914] [INSPIRE].
[47] A.L. Fitzpatrick and J. Kaplan, Unitarity and the Holographic S-matrix, JHEP 10 (2012) 032 [arXiv:1112.4845] [INSPIRE].
[48] L.F. Alday, Solving CFTs with Weakly Broken Higher Spin Symmetry, JHEP 10 (2017) 161 [arXiv:1612.00696] [inSPIRE].
[49] L.F. Alday, J. Henriksson and M. van Loon, An alternative to diagrams for the critical $O(N)$ model: dimensions and structure constants to order $1 / N^{2}$, JHEP 01 (2020) 063 [arXiv:1907.02445] [INSPIRE].
[50] M. Lemos, B.C. van Rees and X. Zhao, Regge trajectories for the (2, 0) theories, JHEP 01 (2022) 022 [arXiv:2105.13361] [inSPIRE].
[51] D. Poland, S. Rychkov and A. Vichi, The Conformal Bootstrap: Theory, Numerical Techniques, and Applications, Rev. Mod. Phys. 91 (2019) 015002 [arXiv:1805.04405] [INSPIRE].
[52] N. Bobev, E. Lauria and D. Mazáč, Superconformal Blocks for SCFTs with Eight Supercharges, JHEP 07 (2017) 061 [arXiv:1705.08594] [InSPIRE].
[53] N.B. Agmon and Y. Wang, Classifying Superconformal Defects in Diverse Dimensions Part I: Superconformal Lines, arXiv:2009. 06650 [inSPIRE].
[54] D. Poland and D. Simmons-Duffin, Bounds on $4 D$ Conformal and Superconformal Field Theories, JHEP 05 (2011) 017 [arXiv:1009.2087] [INSPIRE].
[55] A.L. Fitzpatrick, J. Kaplan, Z.U. Khandker, D. Li, D. Poland and D. Simmons-Duffin, Covariant Approaches to Superconformal Blocks, JHEP 08 (2014) 129 [arXiv:1402.1167] [INSPIRE].
[56] I. Burić and V. Schomerus, Defect Conformal Blocks from Appell Functions, JHEP 05 (2021) 007 [arXiv:2012.12489] [INSPIRE].


[^0]:    ${ }^{1}$ The $\mathcal{N}=1$ super Ising model can also be formulated as a Wess-Zumino model [5], and has been studied successfully using the numerical bootstrap $[6,7]$.
    ${ }^{2}$ The monodromy defect geometry is reminiscent of two intersecting boundaries at an angle $\theta=2 \pi v$, although the later setup breaks more symmetry [11].

[^1]:    ${ }^{3}$ Here and in the rest of the paper we use the shorthand notation $\mu_{\hat{\Delta}, s}=\left|b_{\phi \widehat{\mathcal{O}}}\right|^{2}$ and $c_{\Delta, \ell}=a_{\mathcal{O}} \lambda_{\phi \bar{\phi} \mathcal{O}}$, where $b_{\phi \widehat{\mathcal{O}}}, a_{\mathcal{O}}, \lambda_{\phi \bar{\phi} \mathcal{O}}$ are OPE coefficients defined in the main text.

[^2]:    ${ }^{4}$ See [5] for a nice summary and introduction to the literature.
    ${ }^{5}$ See also [31, 32] for other works using methods slightly different to ours.

[^3]:    ${ }^{6}$ Our cross-ratios are related to the ones in [10] as $e^{i \theta}=\sqrt{x / \bar{x}}$ and $\xi=(1-\sqrt{x \bar{x}})^{2} /(4 \sqrt{x \bar{x}})$.

[^4]:    ${ }^{7}$ The awkward factor $2^{\ell / 2}$ leads to four-point blocks normalized as $g_{\Delta, \ell}(z, \bar{z}) \sim z^{(\Delta-\ell) / 2} \bar{z}^{(\Delta+\ell) / 2}$ in the lightcone limit.

[^5]:    ${ }^{8}$ After this paper was submitted to the arXiv, we have been made aware by Y. Linke that there exists a closed form expression for $\mathcal{G}_{d, v}^{\text {free }}(x, \bar{x})$ in terms of Appell $F_{1}$ functions. The precise formula can be provided by the authors upon request.

[^6]:    ${ }^{9}$ The value of $c_{3}$ also agrees with v2 of [10].
    ${ }^{10}$ For $d=4$ we managed to obtain a closed-form expression by inverting the exact correlator (2.37):

[^7]:    ${ }^{11}$ In the setup of [10], the values $\Delta_{s}^{ \pm}$correspond to the two possible boundary conditions certain KK modes can have on the boundary of hyperbolic space $H^{d-1}$. We borrow the name of the section from this reference.

[^8]:    ${ }^{12}$ The literature on the WF $O(N)$ model without defects is too vast to review here. However, let us mention the nice references [25, 26], which use analytic bootstrap techniques that inspired our work.

[^9]:    ${ }^{13}$ The absence of higher-twist families at this order was suggested in [1] for $\ell=0$, and then proven in [25].

[^10]:    ${ }^{14}$ A different type of superconformal theories in non-integer dimensions also appear in the context of Parisi-Sourlas supersymmetry [44, 45].

[^11]:    ${ }^{15}$ Here $g_{\Delta, \ell}(z, \bar{z})=(z \bar{z})^{(\Delta-\ell) / 2} \tilde{g}_{\Delta, \ell}(z, \bar{z})$ is defined analogously to (2.29).

[^12]:    ${ }^{16}$ We define the central charge as in [51], such that the stress-tensor contribution to the OPE is of the form: $\langle\phi \bar{\phi} \phi \bar{\phi}\rangle \supset \frac{1}{4}\left(\frac{d}{d-1}\right)^{2} \frac{\Delta_{\phi}^{2}}{C_{T}} g_{d, 2}$.

[^13]:    ${ }^{17}$ The full subalgebra for $d=3$ can be found in [53] in conventions slightly different to ours.

[^14]:    ${ }^{18}$ Once again, in the $d=4$ case it is possible to obtain a closed analytic formula:

    $$
    d_{\ell}^{\text {free }} \stackrel{d=4}{=} \frac{\Gamma(\ell) \Gamma(\ell+1) \Gamma(\ell+2) \sin ^{2}(\pi v)}{2^{4 \ell+3} \pi \Gamma(\ell+3 / 2)^{2}}\left[\frac{\Gamma(2-v)}{\Gamma(\ell-v+2)}{ }_{3} F_{2}\left(\begin{array}{c}
    \ell, \ell+1, \ell+2 \\
    2 \ell+3, \ell-v+2
    \end{array} ; 1\right)\right.
    $$

    $$
    \left.+(-1)^{\ell+1} \frac{\Gamma(v)}{\Gamma(\ell+v)}{ }_{3} F_{2}\left(\begin{array}{c}
    \ell, \ell+1, \ell+1 \\
    2 \ell+3, \ell+v
    \end{array} ; 1\right)\right]
    $$

