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In our paper we considered two histograms Hy, k = 1,2 with bin contents ng;, i =1,..., N
and associated uncertainties op;. Our null hypothesis was that the bin contents of the
histograms are drawn from two distributions with identical means. Let us first consider the
case of uncorrelated random variables ny; with standard deviations o; and normalisations
N = Zi]\il ng;. For a corresponding two sample test, we considered a distance measure
% with

Y (Nina; — Nong;)?

~2
X (HlﬂHQ) =
2 N2+ N

(1)

We have added a tilde to avoid confusion with the “true” x? distribution of r degrees
of freedom. In the following we assume that the ng; are normally distributed. Under
the null hypothesis ¥?(Hy, Hy) will be approximately distributed according to a X%\/—l
distribution [1], not a x%; distribution as assumed throughout our paper.

However, this changes the interpretation of our results but slightly, because the exact
probability distribution of the metric is only important for the choice and interpretation of
the stopping criterium of the clustering. The choice of our algorithm and stopping criterium
guaranteed that any two points in the same cluster are “indistinguishable” and that any
two distinct clusters contain at least two points that are “distinguishable”. We called two
points distinguishable if the corresponding histograms have a distance of ¥?/N > 1 and
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Cutoff values c for fixed p values P()(E/r> c|Ho)
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Figure 1. p values and corresponding cut-off values.

indistinguishable if not. For the 9 bins in our examples, ¥>/N = 1 then corresponded to
a p value of 34% (not 32% as claimed). In the paper it was also missed to point out that
this value depends on the number of bins. The dependency is shown in figure 1.

It should also be highlighted that the approximation of the distribution of ¥? values to
the x3,_; distribution can break down if the uncertainties o; are very imbalanced, though
this does not usually happen if the uncertainties are dominated by Poisson uncertainties.

More importantly, we correct our treatment of the more general case of histograms
with correlated bin contents. The approach of our paper to transform this problem into a
scenario where (1) again leads to a x2 distribution is incorrect. Instead, we define A; =

%—% With X1 and X9 the covariance matrices of ny; and ng;, we define ¥ = %—l—% and
N
Y(Hy, Hy) = ) Ai(S7h54;. (2)
ij=1

Under the null hypothesis, ¥?(Hy, H2) approximates a X%VA distribution. In the case of
uncorrelated bin contents, ¥?> = ¥2. As the examples presented in our paper did not
consider correlation, this does not affect any of the results.

Both mistakes have been corrected in ClusterKinG release 1.1.0. The yx? metric is
now implemented using equation (2) and we define d(c1, o) = X2(He,, He,)/(N — 1) (such
that the expectation value is fixed to unity as originally intended). Additional unit tests
automatically run several small toy studies to confirm that our current implementation
produces correct approximations of x? distributions.

We have performed further validation studies for our statistical treatment of the exam-
ples shown in the paper: for each point in parameter space we consider the corresponding
histogram and its covariance matrix. Toy histograms are generated by drawing random val-
ues from the multivariate normal distribution with matching means and covariance matrix.
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Figure 2. Toy experiments to validate the implementation of the %2 metric. The right sided
figure also reports several values quantifying the similarity of the toy distribution to the theoretical
expectation: the Kolmogorov-Smirnov test statistic (KS), its corresponding p value and the Jensen-

and 10000 generated toys

KS: 0.15, p-value: 0.75, JSD: 0.03
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Jenson-Shannon divergence (JSD) between generated distribution of x?/r and theory expectation
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Figure 3. Validating the shape of the ¥? distribution
numbers in parentheses denote the assumed total yield

JSD(toy x2/r || expected x?2/r)

and the uncorrelated systematic uncertainty.
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We then calculate the test statistic ¥? between each toy histogram and the original his-
togram. The distribution of all ¥2/(N — 1) values is binned and compared to the calculated
expected distribution x%_;/(N — 1) using the Jenson-Shannon Divergence (JSD).

An example for one particular point in parameter space is shown in figure 2. Both
histograms agree nicely, resulting in a low JSD value. The result of repeating the same
procedure across all points is shown in figure 3, showing satisfactorily low divergence values.

Additional code to reproduce the figures shown here and to validate the statistical
treatment has been added to the ClusterKinG repository.
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