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## 1 Introduction

This will be the first in a series of papers in which we study string theory scattering amplitudes involving highly excited strings. This differs from most previous studies of string scattering, which either involve only light strings, or compute the decay rate of an excited string. We will be studying exclusive amplitudes involving precisely specified, yet generic, heavy string states.

Three questions. The motivation for this study stems from three related questions.
The first question has to do with black hole chaos: fairly recently it was recognized that black holes are chaotic [1-3]. The chaos - exponential divergence of trajectories in phase space - is a result of the redshift near the horizon. The geometry of the black hole sets the Lyaponuv exponent. Chaotic systems are known to have a rich array of properties: are there qualitative or quantitative statements that can be made about black hole chaos that go beyond this elementary diagnostic of Lyaponuv behavior?

The second question has to do with chaos in quantum field theory. Chaos has been extensively discussed in classical and quantum mechanics. What is the structure of chaos in the more general context of quantum field theory? It was recently proposed [4] that chaos can be seen in the erratic behavior of scattering amplitudes - physically measurable quantities. What is an analytically tractable example of such a system?

Our proposal is that both of these questions may have answers in the context of scattering of highly excited strings. Briefly, a generic heavy string will have a large number of excited modes; a cartoon is shown in figure 1 (c). We expect the scattering amplitude of a light string off of the excited string to be highly erratic as a function of the outgoing angle, or the ingoing angle, or a small change in the state of the excited string. Moreover, the Horowitz-Polchinski correspondence principle between black holes and strings states [5], in effect, that some of the black hole microstates have a one-to-one mapping to excited string states, and the number of such states is enough to comprise an order-one fraction of the black hole entropy. The string coupling at the correspondence point - where the string turns into a black hole - is small, suggesting that we may be able to study black hole chaos by studying string chaos within string perturbation theory. This is an extremely fortuitous situation wherein we have a weakly interacting system with a enormous number of almost stable resonances that can mimic the microstates of a black hole and exhibit chaos.

Finally, we believe that the study of scattering of high energy, highly excited strings may provide new insight into a third question, which is an old question: what is the high energy behavior of string theory?

In the rest of the introduction we discuss these motivations and background in more detail, overview how we will compute amplitudes with excited strings, mention what we think can be computed in future work, and give an outline of the paper.

### 1.1 Black holes, strings, and chaos

Pinball chaos. An iconic example of classical chaos is a ball bouncing around in a stadium. The stadium can be a rectangle with semicircular caps (Bunimovich stadium), or the inside of a square with a circle cut out (Sinai billiards), or something else. Two balls with similar starting positions and velocities will, after multiple collisions with the stadium boundaries, be at very different locations. Another example of chaos is a pinball game, sketched in figure 1(a). A small ball is sent in, it bounces around between three disks, and then escapes. While trapped between the disks, it is as if it is in a stadium. The outgoing angle of the ball is a highly erratic function of the ingoing angle: an arbitrarily small range of impact parameters can lead to all possible outgoing angles [6-12].
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black hole
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Figure 1. (a) Pinball scattering is a prototypical example of classical chaos: the particle's outgoing angle is highly sensitive to its impact parameter [6-12]. This is a consequence of the enormous number of qualitatively different scattering trajectories. Giving the labels $1,2,3$ to the three disks, a trajectory that involves $n$ bounces between the disks before escaping is of the form e.g. $12132 \cdots$. The number of such trajectories grows as $2^{n}$. (b) Scattering off of a black hole is also chaotic: a small perturbation of the black hole state, by for instance adding an extra soft particle, causes a large change in the state of the outgoing Hawking radiation [3]. (c) Our goal is to study scattering off of a highly excited string, which we hope will also exhibit chaos. In all three of these physically very different setups, there are an exponentially large number of internal states.

The pinball game will be useful to keep in mind - it is an example of chaos manifesting itself as erratic behavior of the (one-to-one classical) $S$-matrix, thereby providing an entry point for discussing chaos in quantum field theory and string theory, where the $S$-matrix is the natural observable.

Black hole chaos. While it has been known since the discovery of Hawking radiation that quantum black holes have thermodynamic properties, it is only fairly recently that it was recognized how to see black hole chaos [1, 2]. The diagnostic for semiclassical quantum chaos that was applied is the exponential growth of the out-of-time-order correlator $[2,13$, 14], which defines a quantum Lyaponuv-like exponent. Soon after, a simple argument for the Lyaponuv exponent of a black hole was given in [3]: slightly perturbing a radiating black hole by throwing a particle into it causes the horizon to expand slightly, which due to the redshift factor, causes an exponentially large time delay in the escape of Hawking quanta being emitted soon thereafter. The redshift is controlled by the black hole temperature $T$, which sets the Lyaponuv exponent $\lambda=2 \pi T / \hbar$. Black hole chaos, once mysterious, is in fact a simple geometric effect.

One should keep in mind that these arguments are, by necessity, semiclassical. The picture of Hawking radiation as photons "starting off" outside and close to the horizon, with the photons closer to the horizon escaping later, is only valid for a limited amount time (the scrambling time). ${ }^{1}$ This is sufficient to establish the Lyaponuv exponent, but it is insufficient to say much else. In particular, in the setup in [3], one does not know

[^0]what effect the extra particle that was sent in has on Hawking quanta emitted more than a scrambling time later.

Note that, for a classically chaotic system, it is simple to linearize the equations of motion around some point in phase space, $\dot{x} \approx A x$. If the matrix $A$ has eigenvalues with positive real parts then, at least in that region of phase space, the system is chaotic. ${ }^{2}$ Of course, this says little about how trajectories will evolve over longer times.

Beyond Lyaponuv exponents. Diagnosing that a system is chaotic is only the start. The Lyaponuv exponent is by itself of little interest; what one would like is to compute the physical observables. For the pinball game, this is the mean escape time: if one averages over ingoing angles of the particle sent in, what is the average amount of time that the particle spends trapped between the three disks before escaping? The solution is found in [6-11]. The three disk game is a warmup for a ball bouncing between many disks, which is a warmup for many billiard balls of the same size colliding against each other. The microscopic chaos is apparent; what one seeks are the macroscopically measured quantities - the transport coefficients. A complete understanding of chaos in the system should provide a prescription for computing the transport coefficients.

Chaos in the $S$-matrix. Diagnosing chaos for the black hole relied on semiclassical geometry. What are we to do in a more general context in quantum field theory and string theory when there is none? A black hole can be viewed as a long lived resonance in the scattering matrix of quantum gravity. It is natural to propose that for a general quantum field theory, chaos is reflected in erratic behavior of the $S$-matrix under a small change in the in or the out state [4]. To be in a chaotic regime one needs to be far from the vacuum, requiring either a very high energy collision, or an $S$-matrix involving a large number of particles. The $S$-matrix encodes far more information than the Lyaponuv exponent, but of course the $S$-matrix involving a black hole is unknown.

In the context of quantum mechanics, in order for the $S$-matrix to exhibit chaos, one would expect a necessary condition is a large number of closely and erratically spaced resonances. To see this, note that in the case of pinball scattering, chaos is a result of the particle sometimes spending a very long time bouncing between the disks before escaping. For some amount of time the trajectory of the particle is well approximated by one of the (unstable) bound periodic orbits that are trapped within the disks. When considered quantum mechanically, these periodic orbits manifest themselves as resonances. If we consider scattering in quantum mechanics off of a potential, then if the potential has long-lived bound states, the $S$-matrix will have poles in the complex energy plane. In particular, for a wave reflecting off of a potential, the transmission factor will have a jump at the resonance energy, and each such jump in the phase angle gives a time delay, see e.g. $[15,16]$.

Achieving a large number of closely spaced resonances in quantum field theory would generally require strong coupling, in order to produce a large number of bound states. This

[^1]means we would lose analytic control and be unable to compute the $S$-matrix. Indeed, this is the kind of situation which leads to black holes as intermediate states.

An evident exception is a highly excited string. A string - even a free string - has an enormous number of internal states. This suggests that weakly coupled string theory may be the rare case in which the $S$-matrix is both computable and exhibits erratic behavior. In fact, we have come full circle, due to the Horowitz-Polchinski correspondence principle between black holes and strings [5], which we now review.

The correspondence principle. Consider a string with zero angular momentum, in four dimensions. The string coupling $g_{s}$ is related to Newton's constant $G$ through $G \sim$ $g_{s}^{2} \alpha^{\prime}$, where $\alpha^{\prime}$ is proportional to the inverse of the string tension or the string length squared. As one increases Newton's constant, the string (like any other object) will eventually collapse into a black hole. The transition is difficult to specify precisely, but it roughly occurs when the string is contained within its Schwarzschild radius, $2 G M$. If we take the size of the string to be of order $\sqrt{\alpha^{\prime}}$, then the transition to a black hole occurs when the mass of the string is of order $\sqrt{\alpha^{\prime}} / G$. The mass of a string, in terms of its excitation level $N$, is $\sqrt{N / \alpha^{\prime}}$. Thus, the transition occurs at $g_{s} \sim N^{-\frac{1}{4}}$.

This is the first nontrivial result: for a highly excited string, the string coupling at the transition is small. As [5] states, this did not have to be the case. Consequently, one can hope to use weak coupling perturbation theory to study the stringy black holes. For example, for large excitation level $N$, and for non-interacting strings, there are exponentially (in $\sqrt{N}$ ) string states of mass $\sqrt{N / \alpha^{\prime}}$. These states are degenerate and stable, but interactions will shift the masses and widths by an amount $\sim g_{s}^{2} M \sim g_{s}^{2} \sqrt{N / \alpha^{\prime}} \sim \sqrt{1 / \alpha^{\prime}}$, small compared to the mass for large $N$.

The second result is that at the transition, the entropy of the string and of the black hole are of the same order. The entropy of the string scales as $\sqrt{N}$ (this follows from the standard counting of the degeneracy of string states at level $N$, and will be reviewed in appendix. D). The Bekenstein-Hawking entropy of the black hole scales as the horizon area divided by Newton's constant, $S \sim \frac{A}{G}$, which at the transition also scales as $\sqrt{N}$, $S \sim G M^{2} \sim g_{s}^{2} N \sim \sqrt{N}$.

It is remarkable, and perhaps unique to string theory, that the transition occurs at weak coupling and that the entropies are of the same order. If one were to consider any other nearly static object on the verge of collapsing into a black hole - for instance, a neutron star - then its entropy would be vastly less than the black hole entropy, scaling as $A^{3 / 4}$ in Planck units, rather than $A[17]$.

In this argument, the size of the string is taken to be $\sqrt{\alpha^{\prime}}$. This is only approximately correct: a typical excited string would seem to be larger, due to its random walk like behavior, but the effect is partially offset by gravitational self-interactions. Defining what is meant precisely by the size of the string [18], as well as computing the size, is challenging [19-21]. Regardless, the argument in [5] is sufficient to establish that the entropy of a string is of the same order as the entropy of a black hole. ${ }^{3}$

[^2]
### 1.2 Scattering of highly excited strings

The Veneziano amplitude - the tree level scattering amplitude of four tachyons - is one of the iconic results in string theory [24-26]. A simple beta function of the Mandelstam variables, it encodes many of the remarkable properties of string theory. The generalization to the scattering amplitude of $N$ tachyons - the Koba-Nielsen formula [27] — is also wellknown. While the formula is compact, hidden within the integrals is a rich underlying complexity: the intermediate states of a high energy $N$-point tachyon amplitude contain highly excited strings. Indeed, the number of different strings states at a given mass grows exponentially with the mass. Our goal will be to extract this structure, in a controlled way.

We will study tree-level scattering amplitudes, not of a large number of tachyons, but of a small number of highly excited strings. As we will see, the scattering of excited strings can be regarded as extracting a subset of diagrams appearing in the scattering of tachyons in particular kinematic configurations.

In order to study chaos in string scattering, we need to know the exclusive scattering amplitude for precisely specified excited strings; taking inclusive or averaged amplitudes would likely wash out the effects we are seeking. As a result, many of the quantities that have been previously studied involving excited strings, such as the total decay rate of the string [28-32], the amplitude for two light strings to form a heavy string [33, 34], the amplitude with an average over the excited string states [35], or the amplitude involving the leading Regge trajectory [36], are inapplicable. What we need is the amplitude involving generic string states, chosen from the ensemble of the exponentially many states at a given mass.

The main challenge in computing scattering amplitudes with excited strings, at least at tree level, is actually specifying the excited string states. If, instead of a fundamental string, we had a violin string, then every state would be specified by the energy in each of the modes. However, for a fundamental string, the modes are not independent. Recall that in the Polyakov action, the worldsheet metric is a variable, which we may fix to be the flat metric. Each mode then appears independent and free, yet the equations of motion coming from the variation of the worldsheet metric - that the worldsheet energymomentum tensor vanishes - must be obeyed, thereby leading to the Virasoro constrains for the modes. For the low level states, the constraints are simple to solve, but they become increasingly cumbersome at higher levels, see e.g. [37-40]. Fortunately, there is a more systematic and physical approach: the DDF construction [41]. In short, the construction amounts to starting with a tachyon and then repeatedly scattering photons off of it. ${ }^{4}$ The explicit form of the resulting vertex operator for an arbitrary string state, which we will need, was worked out only relatively recently [42].

In this paper we concentrate on amplitudes involving tachyons and one excited string. Our focus will really be on the simplest case: the amplitude of a highly excited string decaying into two tachyons. We find the amplitude is highly sensitive to both the precise state of the excited string and the tachyon scattering angle relative to the polarization of

[^3]the stringy state. However, a discussion of chaos in string scattering that goes beyond this elementary observation is left for [43]. The study of amplitudes involving more than one excited string is challenging and is largely left to future work; in [44] we compute the simplest amplitude, the three-point amplitude, in which all three strings are excited. ${ }^{5,6}$

### 1.3 Future work

There are a number of other calculations that we believe should be possible to do.
The excited string as a random walk. We find the scattering amplitudes through a direct computation using vertex operators. One would like a simpler and more intuitive calculation. A generic highly excited string is often modeled as a random walk [19, 54-60], with interactions between strings a result of strings splitting and joining [61, 62]. One would like to calculate the scattering amplitude using this model. Certainly the picture of the excited string as a random walk makes it intuitive that the amplitude should behave erratically; one would like to make this precise.

The decaying string and black body radiation. Amati and Russo [35], see also [6373] studied the decay of a massive string into a photon and another massive string, averaging over the initial string states of the same mass, and summing over all outgoing heavy string states. It was found that the decay rate, as a function of the photon energy, obeys a black body spectrum with a temperature that is the Hagedorn temperature. This is consistent with the Horowitz-Polchinski correspondence as the Hagedorn temperature is $1 / \sqrt{\alpha^{\prime}}$, which coincides with the Bekenstein-Hawking temperature, $\frac{1}{G M}$, since $G \sim g_{s}^{2} \alpha^{\prime}$ and $M \sim \sqrt{N / \alpha^{\prime}}$, which agree when $g_{s} \sim N^{-\frac{1}{4}}$. Using the methods presented here allows one to compute the exclusive amplitudes of a particular heavy string decaying into a particular heavy string and a photon [44]. Averaging should of course reproduce the blackbody spectrum, but the exclusive amplitude will give much more: it will allow one to see precisely how the radiation differs for each string microstate, the string analog of the long sought goal of extracting information from Hawking radiation. ${ }^{7}$

Loop corrections. Free excited strings have an enormous degeneracy of energy levels: the number of degenerate states scales exponentially with the mass. At finite string coupling one expects this degeneracy to be completely broken, with resulting energy level spacings that are exponentially small.

A more tractable starting point is finding the energy levels perturbatively in the string coupling. At leading order, one should compute the one loop string diagram correction to the two-point amplitude of a heavy string. Loop amplitudes in string theory are in principle straightforward; it is the same computation as the tree level diagram, but on a

[^4]torus or cylinder, though such computations in practice are involved. One loop diagrams were studied in [78-89]. These studies average over the string states. One would like to compute the one loop amplitude for precisely defined excited string states, using the same DDF vertex operators discussed here. The imaginary part of the one loop diagram gives back the tree level amplitude of a heavy string decaying to two heavy strings, while the real part gives the mass shift.

Saddles for high energy, fixed angle scattering. At low energies, strings behave as particles and the dynamics can be represented by a local effective field theory. At high energies (equivalently, in the tensionless limit $T=1 / \pi \alpha^{\prime}$, with $\alpha^{\prime} \rightarrow \infty$ ), strings are very stringy. One might hope that in this ultra high energy limit string theory simplifies. Concretely, do the string scattering amplitudes in this limit admit a simple spacetime interpretation illustrating how the strings are interacting?

Gross and Mende studied high energy, fixed angle scattering amplitudes of tachyons [90-93]. They found, at each order in string perturbation theory, a particular saddle for the path integral over surfaces, and furthermore argued that this may be the dominant saddle (the saddle equations have many solutions and most are unknown, so this has never been definitively shown). Equipped with the saddle, one has a spacetime picture of how the strings interact [91].

Since most string states are highly excited, it seems in fact more natural to ask about the high energy, fixed angle amplitudes of generic highly excited strings. ${ }^{8}$ What are the equations describing the saddles in this case, and is there a dominant saddle? Concretely, in section 5.2, we will present the tree level amplitude involving one excited string and three tachyons. What are the saddles? ${ }^{9}$

There is an intriguing connection with field theory amplitudes. The saddle equations for $n$-point tree level tachyons amplitudes [90] are the same equations as the scattering equations appearing in the CHY formula for field theory amplitudes of massless particles [95-97], see appendix C. The saddle equations we will find for highly excited string amplitudes are a generalization of the scattering equations; do they have a field theory application?

### 1.4 Outline

The paper is organized as follows.
In section 2 we establish notation and review tachyon scattering amplitudes.
In section 3 we review the explicit construction of the vertex operators which create any excited string state.

[^5]In section 4 we use these operators to compute the amplitude involving one excited string and any number of tachyons. In section 4.1 we discuss the special case in which the polarizations of all the photons creating the excited state are orthogonal to each other, leading to a significant simplification of the amplitude. The amplitude with an arbitrary excited string is discussed in section 4.2. A nontrivial check on the results that we perform is showing that the integrand for the amplitude exhibits $\mathrm{SL}_{2}$ invariance.

In section 5 we return to the amplitude involving one excited string, studying it in detail in section 5.1 for a (typical) highly excited string decaying to two tachyons and briefly in section 5.2 for an excited string decaying to three tachyons. The reader who is uninterested in the details may go directly to section 5 .

In section 6 we end with a brief discussion.
In appendix A we review the construction of covariant vertex operators via the Vi rasoro constraints. In appendix B we check the normalization of the DDF operators. In appendix C we exhibit a generalization of the scattering equations which determine the high energy scattering of light and massive string states. In appendix D we discuss the properties of a typical excited string.

## 2 Review of tachyon scattering

In this section we review the Polyakov action for a string, the expansion of the string field into oscillator modes, and the operator product expansion (OPE) of tachyon vertex operators. We also review the tachyon scattering amplitude and show that the integrand satisfies $\mathrm{SL}_{2}$ invariance. In this paper we will be discussing $D$ dimensional open bosonic string theory for simplicity. The generalization to the superstring is straightforward, and we don't expect any qualitatively different behavior.

The string action. The location of the string, as a function of the worldsheet space and time coordinates $\sigma, t$, is given by the string field $X^{\mu}(\sigma, t)$ which satisfies the Polyakov action,

$$
\begin{equation*}
-\frac{1}{4 \pi \alpha^{\prime}} \int d \tau d \sigma \sqrt{-\gamma} \gamma^{a b} \partial_{a} X^{\mu} \partial_{b} X_{\mu} \tag{2.1}
\end{equation*}
$$

where the indices $a, b$ range over the two worldsheet coordinates: $\sigma$ and $\tau$ (the Euclidean worldsheet time), and the indices $\mu$ range over the $D$ ambient spacetime coordinates. The action is diffeomorphism invariant, and we may chose $\gamma_{a b}$ to be the flat metric, however we will still have to impose the equations of motions for $\gamma_{a b}$ : that the worldsheet energymomentum tensor vanishes. We will work in conventions with $\alpha^{\prime}=1 / 2$, and focus on open strings (the analysis with closed strings is similar).

The expansion of an open string in terms of oscillators is,

$$
\begin{equation*}
X^{\mu}(\sigma, t)=x^{\mu}+i p^{\mu} t+i \sum_{n \neq 0} \frac{1}{n} \alpha_{n}^{\mu} e^{-i n t} \cos n \sigma \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\alpha_{m}^{\mu}, \alpha_{n}^{\nu}\right]=m \delta_{m+n} \eta^{\mu \nu}, \quad\left[x^{\mu}, p^{\nu}\right]=i \eta^{\mu \nu}, \quad \eta^{\mu \nu}=(-++\cdots+), \tag{2.3}
\end{equation*}
$$

where $x^{\mu}$ and $p^{\mu}$ are the center of mass position and momentum of the string. The $\alpha_{n}^{\mu}$ are the creation and annihilation operators: for negative $n, \alpha_{n}^{\mu}$ excites level $-n$ of the string in the direction $\mu$. For an open string, the vertex operators are inserted on an endpoint of the string, which we take to be the left endpoint, $\sigma=0$. The right endpoint is at $\sigma=\pi$. At the left endpoint,

$$
\begin{equation*}
X^{\mu}(\sigma=0, t) \equiv X^{\mu}(z)=x^{\mu}-i p^{\mu} \log z+i \sum_{n \neq 0} \frac{1}{n} \alpha_{n}^{\mu} z^{-n}, \quad z=e^{i t} \tag{2.4}
\end{equation*}
$$

It is standard to Wick rotate the Lorentzian worldsheet time $t$ to Euclidean worldsheet time $\tau$,

$$
\begin{equation*}
\tau=-i t, \quad d s^{2}=-d t^{2}+d \sigma^{2}=d \tau^{2}+d \sigma^{2} \tag{2.5}
\end{equation*}
$$

and to map the string worldsheet onto the upper half plane. The mapping is,

$$
\begin{equation*}
z=e^{i \sigma-\tau}, \quad \bar{z}=e^{-i \sigma-\tau}, \quad d s^{2}=\frac{d z d \bar{z}}{|z|^{2}} \tag{2.6}
\end{equation*}
$$

Notice that the string endpoints, $\sigma=0$ and $\sigma=\pi$, are mapped onto the real axis: for $\sigma=0, z=e^{-\tau}$. Finally, we note that the propagator is,

$$
\begin{align*}
\left\langle X^{\mu}\left(z_{1}\right) X^{\nu}\left(z_{2}\right)\right\rangle & =-\eta^{\mu \nu} \log z_{12}-\eta^{\mu \nu} \log \bar{z}_{12}, \\
\left\langle\partial^{m_{1}} X\left(z_{1}\right) \partial^{m_{2}} X\left(z_{2}\right)\right\rangle & =(-1)^{m_{2}} \frac{\left(m_{1}+m_{2}-1\right)!}{z_{21}^{m_{1}+m_{2}}} \tag{2.7}
\end{align*}
$$

In studying the OPE, we will only write the holomorphic piece.
Tachyon amplitudes and the OPE. Let us review the amplitude for the scattering of $n$ tachyons. The vertex operator for a tachyon is given by,

$$
\begin{equation*}
: e^{i p \cdot X(z)}:, \tag{2.8}
\end{equation*}
$$

and the amplitude is,

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int \prod d z_{i}\left\langle\prod_{i=1}^{n}: e^{i p_{i} \cdot X\left(z_{i}\right)}:\right\rangle . \tag{2.9}
\end{equation*}
$$

All that remains is to evaluate the right-hand side. Before proceeding, we review some elementary properties of the OPE, which we will need later in discussing the vertex operators for excited states.

Recall that the purpose of normal ordering is to remove divergent pieces which arise when two operators are brought together. For instance,

$$
\begin{equation*}
: \partial \phi(z) \partial \phi(z):=\lim _{w \rightarrow z}(\partial \phi(z) \partial \phi(w)-\langle\partial \phi(z) \partial \phi(w)\rangle) \tag{2.10}
\end{equation*}
$$

Normal ordering is important when we need to define composite operators. The product of two operators, $A$ and $B$, can be written as,

$$
\begin{equation*}
A(z) B(w)=\sum_{n=-\infty}^{N} \frac{\{A B\}_{n}(w)}{(z-w)^{n}}, \quad A(z) B(w) \sim \sum_{n=1}^{N} \frac{\{A B\}_{n}(w)}{(z-w)^{n}}, \tag{2.11}
\end{equation*}
$$

where the second term, with the $\sim$, is the OPE which only includes the divergent pieces in the expression. Thus, in the limit $z \rightarrow w$, we have a finite composite operator, along with a finite number of divergent terms which have been explicitly separated,

$$
\begin{equation*}
A(z) B(w) \rightarrow: A B(w):+\sum_{n=1}^{N} \frac{\{A B\}_{n}(w)}{(z-w)^{n}} . \tag{2.12}
\end{equation*}
$$

When computing the OPE, we first take all possible Wick contractions, and then Taylor expand what is left around $w$. For instance, let us look at the composite operator formed from the free field $\phi$, with correlation function $\langle\partial \phi(z) \partial \phi(w)\rangle=-\frac{1}{(z-w)^{2}}$. We have,

$$
\begin{align*}
:(\partial \phi(z))^{2}:: \partial \phi(w): & =:(\partial \phi(w))^{3}:+2 \partial \phi(z)\langle\partial \phi(z) \partial \phi(w)\rangle \\
& \sim-2 \frac{\partial \phi(z)}{(z-w)^{2}} \sim-2 \frac{\partial \phi(w)}{(z-w)^{2}}-2 \frac{\partial^{2} \phi(w)}{z-w}, \tag{2.13}
\end{align*}
$$

where in the second line we looked at just the OPE piece. Let us now look at the OPE of two tachyon vertex operators,

$$
\begin{align*}
&: e^{i p_{1} \cdot X\left(z_{1}\right)}:: e^{i p_{2} \cdot X\left(z_{2}\right)}: \\
&=\sum_{n, m} \frac{1}{n!m!}:\left(i p_{1} \cdot X\left(z_{1}\right)\right)^{n}::\left(i p_{2} \cdot X\left(z_{2}\right)\right)^{m}: \\
&=\left(1+\left\langle i p_{1} \cdot X\left(z_{1}\right) i p_{2} \cdot X\left(z_{2}\right)\right\rangle+\frac{1}{2!}\left(\left\langle i p_{1} \cdot X\left(z_{1}\right) i p_{2} \cdot X\left(z_{2}\right)\right\rangle\right)^{2}+\ldots\right) \\
& \quad: e^{i p_{1} \cdot X\left(z_{1}\right)} e^{i p_{2} \cdot X\left(z_{2}\right)}: \\
&=e^{-\left\langle p_{1} \cdot X\left(z_{1}\right) p_{2} \cdot X\left(z_{2}\right)\right\rangle}: e^{i p_{1} \cdot X\left(z_{1}\right)} e^{i p_{2} \cdot X\left(z_{2}\right)}: \\
&=\left|z_{12}\right|^{p_{1} \cdot p_{2}}: e^{i p_{1} \cdot X\left(z_{1}\right)} e^{i p_{2} \cdot X\left(z_{2}\right)}: . \tag{2.14}
\end{align*}
$$

In the first equality we Taylor expanded the exponentials. In the second equality we performed Wick contractions, in the third equality we resummed the Wick contractions, and in the last equality we made use of the propagator (2.7). Similarly, the OPE of multiple tachyon vertex operators is given by,

$$
\begin{equation*}
\prod_{i}: e^{i p_{i} \cdot X\left(z_{i}\right)}:=\prod_{i<j} z_{i j}^{p_{i} \cdot p_{j}}: e^{i \sum_{i} p_{i} \cdot X\left(z_{i}\right)}: . \tag{2.15}
\end{equation*}
$$

To compute the expectation value, we may Taylor expand $X\left(z_{i}\right)=X\left(z_{1}\right)+\ldots$, and thus pick up a delta function for momentum conservation,

$$
\begin{equation*}
\left\langle: e^{i \sum_{i} p_{i} \cdot X\left(z_{i}\right)}:\right\rangle=(2 \pi)^{D} \delta^{D}\left(\sum_{i} p_{i}\right) . \tag{2.16}
\end{equation*}
$$

Equipped with this result, we can now evaluate the tachyon amplitude (2.9) to get the Koba-Nielsen formula,

$$
\begin{equation*}
\mathcal{A}=\frac{(2 \pi)^{D} \delta^{D}\left(\sum_{i} p_{i}\right)}{\operatorname{vol}\left(S L_{2}\right)} \int \prod_{i} d z_{i} \prod_{i<j} z_{i j}^{p_{i} \cdot p_{j}} . \tag{2.17}
\end{equation*}
$$

It will sometimes be convenient to write the integrand as,

$$
\begin{equation*}
\prod_{i<j} z_{i j}^{p_{i} \cdot p_{j}}=e^{\mathcal{L}}, \quad \mathcal{L}=\sum_{1 \leq i<j \leq n} p_{i} \cdot p_{j} \log z_{i j} . \tag{2.18}
\end{equation*}
$$

$\mathbf{S L}_{\mathbf{2}}$ invariance. An important property of tree-level string theory amplitudes is that the integrand exhibits $\mathrm{SL}_{2}$ invariance. While the $\mathrm{SL}_{2}$ invariance of the tachyon amplitude is fairly evident, the $\mathrm{SL}_{2}$ invariance of amplitudes with excited strings will be nontrivial. As warmup, here we check that the tachyon amplitude integrand is $\mathrm{SL}_{2}$ invariant, by writing it in a manifestly $\mathrm{SL}_{2}$ invariant form. Under an $\mathrm{SL}_{2}$ transformation,

$$
\begin{equation*}
z_{i} \rightarrow \frac{a z_{i}+b}{c z_{i}+d}, \quad \text { where } a d-b c=1 \tag{2.19}
\end{equation*}
$$

and correspondingly the measure and difference between two points transform as,

$$
\begin{equation*}
d z_{i} \rightarrow \frac{1}{\left(c z_{i}+d\right)^{2}} d z_{i}, \quad z_{i j} \rightarrow \frac{z_{i j}}{\left(c z_{i}+d\right)\left(c z_{j}+d\right)} . \tag{2.20}
\end{equation*}
$$

Let us consider the four-point amplitude first, $n=4$. We may use momentum conservation to eliminate $p_{1}=-\sum_{i>1} p_{i}$ in $\mathcal{L}(2.18)$,

$$
\begin{equation*}
\mathcal{L}=p_{2} \cdot p_{3} \log \frac{z_{23}}{z_{12} z_{13}}+p_{2} \cdot p_{4} \log \frac{z_{24}}{z_{12} z_{14}}+p_{3} \cdot p_{4} \log \frac{z_{34}}{z_{13} z_{14}}-2 \log z_{12} z_{13} z_{14}, \tag{2.21}
\end{equation*}
$$

where we used the mass-shell condition for tachyons, $p_{i}^{2}=-m_{i}^{2}=2$. Using momentum conservation, $p_{1}^{2}=\left(p_{2}+p_{3}+p_{4}\right)^{2}$, allows us to eliminate $p_{2} \cdot p_{3}$, since $p_{2} \cdot p_{3}=-2-p_{2}$. $p_{4}-p_{3} \cdot p_{4}$, and hence,

$$
\begin{equation*}
\mathcal{L}=p_{2} \cdot p_{4} \log \frac{z_{24} z_{13}}{z_{14} z_{23}}+p_{3} \cdot p_{4} \log \frac{z_{12} z_{34}}{z_{14} z_{23}}-2 \log z_{23} z_{14} . \tag{2.22}
\end{equation*}
$$

We now see that the amplitude is,

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int \frac{d z_{1} d z_{2} d z_{3} d z_{4}}{z_{14}^{2} z_{23}^{2}} R^{p_{2} \cdot p_{4}}(R-1)^{p_{3} \cdot p_{4}}, \quad R=\frac{z_{13} z_{24}}{z_{14} z_{23}}, \tag{2.23}
\end{equation*}
$$

which is manifestly $\mathrm{SL}_{2}$ invariant. Using $\mathrm{SL}_{2}$ symmetry, three of the points can be fixed: $z_{1}=\infty, z_{2}=1, z_{3}=z$ and $z_{4}=0$, turning the amplitude into,

$$
\begin{equation*}
\mathcal{A}=\int_{0}^{1} d z z^{p_{3} \cdot p_{4}}(1-z)^{p_{2} \cdot p_{3}}=\beta\left(p_{3} \cdot p_{4}+1, p_{2} \cdot p_{3}+1\right) \tag{2.24}
\end{equation*}
$$

where on the right we have the Euler beta function. Consider now the amplitude with $n$ tachyons. We again eliminate $p_{1}$ in $\mathcal{L}$ (2.18) through momentum conservation,

$$
\begin{equation*}
\mathcal{L}=\sum_{1<i<j \leq n} p_{i} \cdot p_{j} \log \frac{z_{i j}}{z_{1 i} z_{1 j}}-2 \sum_{1<i \leq n} \log z_{1 i} . \tag{2.25}
\end{equation*}
$$

Using momentum conservation, $p_{1}^{2}=\left(\sum_{i>1} p_{i}\right)^{2}$, we eliminate $p_{2} \cdot p_{3}$,

$$
\begin{equation*}
p_{2} \cdot p_{3}=2-n-\sum_{\substack{1<i<j \leq n \\(i, j) \neq(2,3)}} p_{i} \cdot p_{j}, \tag{2.26}
\end{equation*}
$$

so that the amplitude becomes,

$$
\begin{equation*}
\mathcal{L}=\sum_{\substack{1<i<j \leq n \\(i, j) \neq(2,3)}} p_{i} \cdot p_{j} \log \frac{z_{i j} z_{12} z_{13}}{z_{1 i} z_{1 j} z_{23}}+\left(\log \frac{z_{23}}{z_{12} z_{13}}+\sum_{1<i} \log \frac{z_{12} z_{13}}{z_{1 i}^{2} z_{23}}\right) . \tag{2.27}
\end{equation*}
$$

The first term is manifestly $\mathrm{SL}_{2}$ invariant. The second term, combined with the measure, is $\mathrm{SL}_{2}$ invariant. ${ }^{10}$

## 3 Building excited string states

In the previous section we discussed the scattering of tachyons - the lightest string states. The majority of string states are, however, excited states, and it is their scattering amplitude that we are interested in. In this section we review the construction of vertex operators for excited string states.

The unique lightest string state is the tachyon, denoted by $|0 ; p\rangle$, where $p$ is the center of mass momentum of the string. To build excited states, we act with the creation operator, $\alpha_{-m}^{\mu}$, which excites the $m^{\prime}$ 'th mode of the string, in the $\mu$ direction. An excited state is of the form

$$
\begin{equation*}
\alpha_{-m_{1}}^{\mu_{1}} \alpha_{-m_{2}}^{\mu_{2}} \cdots \alpha_{-m_{k}}^{\mu_{k}}|0 ; p\rangle, \tag{3.1}
\end{equation*}
$$

and has a mass,

$$
\begin{equation*}
M^{2}=2(N-1), \quad N=\sum_{m=1}^{\infty} N_{m}, \quad N_{m}=\alpha_{-m} \cdot \alpha_{m}, \tag{3.2}
\end{equation*}
$$

where $N_{m}$ is the number operator for the number of excited modes at level $m$, and $N$ is the total level.

Not all states (3.1) are allowed; we must build superpositions which are annihilated by the Virasoro generators. This is discussed in more detail in appendix A. For instance, at level $N=1$, the states are of the form $\lambda \cdot \alpha_{-1}|0 ; p\rangle$. There are two constraints: the polarization vector $\lambda$ must be orthogonal to the momentum, $\lambda \cdot p=0$, and one can add any multiple of $p$ to $\lambda$ and leave the amplitude unchanged. This leave $D-2$ independent states at level-one. These states are massless, and this result is just what we expect for photons: in $D=4$ there are only two transverse polarizations, and changing the polarization by a vector proportional to the momentum leaves the amplitude unchanged. We will refer to the level-one states as photons (massless spin 1 particles). One can proceed to higher levels in a similar manner ( $N=2$ and $N=3$ are done in appendix A), however with increasing $N$ the process becomes increasingly more involved, making it difficult to write down the form of a state at general level $N$.

[^6]

Figure 2. Starting with a tachyon of momentum $\widetilde{p}$, photons with momentum proportional to $q$ are scattered off of it, resulting in an excited string of momentum $p$.

A more physical and systematic approach comes from recognizing that all possible excited string states are already contained within $n$-point amplitudes of, for instance, tachyons or photons, in the form of intermediate states. To obtain the scattering amplitudes of the excited states, we simply need to pick them out.

We can do this iteratively. Suppose we have a string moving with momentum $\widetilde{p}$ and created with the vertex operator $V(z) e^{i \widetilde{p} \cdot X(z)}$. We will scatter a photon off of this state. The vertex operator for a photon of momentum $m q_{\mu}\left(m\right.$ is an integer and $q_{\mu}$ is a null vector) is,

$$
\begin{equation*}
i \lambda \cdot \partial X e^{i m q \cdot X(z)} \tag{3.3}
\end{equation*}
$$

where the polarization $\lambda^{\mu}$ is orthogonal to the momentum, $\lambda \cdot q=0$. Formally, the process of picking out the state after scattering the string with the photon consists of taking the OPE of the photon vertex operator and the vertex operator of the initial string state. A contour integral then picks out the pole in the OPE. Explicitly, one computes,

$$
\begin{equation*}
\oint \frac{d z}{2 \pi i}: i \lambda \cdot \partial X(z) e^{i m q X(z)}:: V(0) e^{i \widetilde{p} \cdot X(0)}: \tag{3.4}
\end{equation*}
$$

To make the procedure systematic, we define,

$$
\begin{equation*}
\lambda \cdot A_{m}=\oint \frac{d z}{2 \pi} \lambda \cdot \partial X(z) e^{i m q \cdot X(z)}, \quad q^{2}=0, \quad \lambda \cdot q=0, \quad|\lambda|^{2} \neq 0 \tag{3.5}
\end{equation*}
$$

The $A_{m}^{\mu}$ are the DDF operators [26, 41, 42]. It is standard [26] to choose a coordinate system in which $q_{\mu}$ points in the + direction. One can check that the transverse $A_{m}^{i}$ obey the commutation relations of creation and annihilation operators: they are isomorphic to the transverse components of the operators $\alpha_{m}^{\mu}$, and describe the transverse modes of the string. However, it is unnecessary to pick a coordinate system, so we will continue working with the covariant form (3.5). Notice that from the form (3.5) it is clear that, regardless of the coordinate system, there are $D-2$ independent $A_{m}^{\mu}$. The counting is identical to the counting of the number of independent photon polarizations, as discussed above. Explicitly, $\lambda \cdot q=0$ gives one constraint. A second constraint is that we can add any multiple of $q$ to $\lambda$ and leave the amplitude unchanged, since we just pick up a total derivative,

$$
\begin{equation*}
\oint \frac{d z}{2 \pi} q \cdot \partial X(z) e^{i m q \cdot X(z)}=\frac{1}{i m} \oint \frac{d z}{2 \pi} \partial e^{i m q \cdot X(z)}=0 \tag{3.6}
\end{equation*}
$$

To construct the vertex operator for an excited string state, we start with a tachyon of momentum $\widetilde{p}$, and iteratively scatter photons off of it, as shown in figure 2 ,

$$
\begin{equation*}
\left(\lambda_{k} \cdot A_{-m_{k}}\right) \cdots\left(\lambda_{2} \cdot A_{-m_{2}}\right)\left(\lambda_{1} \cdot A_{-m_{1}}\right) e^{i \widetilde{p} \cdot X} \tag{3.7}
\end{equation*}
$$



Figure 3. Forming the sate $\lambda \cdot A_{-1}|0\rangle$ by scattering a photon off of a tachyon.

We have picked a very particular scattering configuration, in which each photon has momentum in the same direction, parallel to $q$ (this is in fact sufficient to generate any excited string state; we will elaborate on this later). The momentum of the $i$ 'th photon is $-m_{i} q$ and its polarization is $\lambda_{i}$. The resulting string state has momentum $p=\widetilde{p}-N q$ where $N=\sum_{i=1}^{k} m_{i}$. The mass of the state is $p^{2}=2(1-N \tilde{p} \cdot q)$, where we used that the tachyon has mass $m^{2}=-\widetilde{p}^{2}=2$ and the photon is massless. In order for the excited string to have the correct mass, $M^{2}=-p^{2}=2(N-1)$, we need to choose $q$ such that $\widetilde{p} \cdot q=1$.

In what follows, we explicitly work out the form of these vertex operators, essentially reviewing the construction in [42, 98]. ${ }^{11}$ We start in section 3.1 with the $N=1$ state, $\lambda \cdot A_{-1}|0\rangle$, and then the two $N=2$ states: $\lambda \cdot A_{-2}|0\rangle$ and $\left(\lambda_{2} \cdot A_{-1}\right)\left(\lambda_{1} \cdot A_{-1}\right)|0\rangle$. In section 3.2 we first consider the state $\lambda \cdot A_{-m_{1}}|0\rangle$, then we look at the state $\left(\lambda_{2} \cdot A_{-m_{2}}\right)\left(\lambda_{1} \cdot A_{-m_{1}}\right)|0\rangle$, and finally we compute the vertex operator for the general state (3.7).

### 3.1 Level-one and level-two states

In this section we construct the vertex operators for the states at level $N=1$ and at level $N=2$.

Level-one. We start with the simplest case of the $N=1$ states, $\lambda \cdot A_{-1}|0 ; p\rangle$. Here we are scattering a photon of momentum $q$ off of a tachyon, see figure 3. Applying (3.5) to the tachyon vertex operator, we need to compute,

$$
\begin{equation*}
: \lambda \cdot A_{-1} e^{\tilde{p} \cdot X(0)}:=\oint \frac{d z}{2 \pi}: \lambda \cdot \partial X(z) e^{-i q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}: \tag{3.8}
\end{equation*}
$$

To evaluate the contour integral, we must first evaluate the OPE. Taylor expanding the exponentials,

$$
: \lambda \cdot \partial X(z) e^{-i q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}:=\sum_{n, m} \frac{1}{n!m!}: \lambda \cdot \partial X(z)(-i q \cdot X(z))^{n}::(i \widetilde{p} \cdot X(0))^{m}:
$$

and then Wick contracting, in a manner similar to the OPE of two tachyon vertex operators as discussed in section 2, gives,

$$
\begin{align*}
& : \lambda \cdot \partial X(z) e^{-i q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}: \\
& \quad=z^{-\widetilde{p} \cdot q}\left(: \lambda \cdot \partial X(z) e^{-i q \cdot X(z)} e^{i \widetilde{p} \cdot X(0)}:-\frac{i \lambda \cdot \widetilde{p}}{z}: e^{-i q \cdot X(z)} e^{i \widetilde{p} \cdot X(0)}:\right) . \tag{3.9}
\end{align*}
$$
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Figure 4. (a) Forming the state $\left(\lambda_{2} \cdot A_{-1}\right)\left(\lambda_{1} \cdot A_{-1}\right)|0\rangle$. (b) Forming the state $\lambda \cdot A_{-2}|0\rangle$.

The factor of $z^{-\widetilde{p} \cdot q}$ comes from contracting the exponentials. Since $\widetilde{p} \cdot q=1$, this factor is $z^{-1}$. Additionally, the first term in the parenthesis comes form $\partial X^{\mu}(z)$ uncontracted, while the second term comes from contracting $\left\langle\partial X^{\mu}(z) \widetilde{p} \cdot X(0)\right\rangle=-\widetilde{p}^{\mu} / z$. The only terms that will give a contribution to the contour integral (3.8) are the single poles. We should therefore Taylor expand $X(z)$ about $X(0)$ to pick out this contribution. For the first term in (3.9) we can just replace $X(z)$ with $X(0)$, whereas for the second term, the extra factor of $1 / z$ leads us to keep the order $z$ term in the expansion $X(z)=X(0)+z \partial X(0)+\ldots$. Thus, the single pole part of the OPE of the $A_{-1}$ operator and the tachyon vertex operator is,

$$
\begin{align*}
& : \lambda \cdot \partial X(z) e^{-i q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}: \\
& \quad=\ldots+\frac{1}{z}\left(: \lambda \cdot \partial X(0) e^{i p \cdot X(0)}:-\lambda \cdot \widetilde{p}: q \cdot \partial X(0) e^{i p \cdot X(0)}:\right)+\ldots \tag{3.10}
\end{align*}
$$

where $p=\widetilde{p}-q$. The integral (3.8) is now immediate, giving,

$$
\begin{equation*}
: \lambda \cdot A_{-1} e^{i \tilde{p} \cdot X}:=i \zeta \cdot \partial X e^{i p \cdot X}, \quad \zeta_{\mu} \equiv \lambda_{\mu}-(\lambda \cdot \widetilde{p}) q_{\mu} \tag{3.11}
\end{equation*}
$$

Notice that, because $\lambda \cdot q=0$, we may equivalently express $\zeta_{\mu}$ in terms of $p$,

$$
\begin{equation*}
\zeta_{\mu}=\lambda_{\mu}-(\lambda \cdot p) q_{\mu}, \quad \zeta \cdot p=0 \tag{3.12}
\end{equation*}
$$

where it is manifest that $\zeta_{\mu}$ is orthogonal to $p_{\mu}$. This result (3.11) for the vertex operator for level-one states is exactly as expected. It is expressed entirely in terms of the physical polarization $\zeta_{\mu}$ and the physical momentum $p$. Moreover, as is necessary for photons, we have found that $\zeta \cdot p=0$. Notice that the vector $q_{\mu}$, which was arbitrary, is not explicitly present in the vertex operator. It is only implicitly present, in that both $\lambda_{\mu}$ and $q_{\mu}$ determine $\zeta_{\mu}$.

Level-two. Let us now compute the vertex operators for the states at level two. There are two kinds of states: those with the first mode excited twice, $A_{-1}^{i} A_{-1}^{j}|0 ; \widetilde{p}\rangle$, which corresponds to successively scattering two photons, each of momentum $q$, off of a tachyon, see figure 4(a), and those with the second mode excited once, $A_{-2}^{i}|0 ; \widetilde{p}\rangle$, which corresponds to scattering a photon of momentum $2 q$ off of a tachyon, see figure 4 (b). We start with the latter,

$$
\begin{equation*}
: \lambda \cdot A_{-2} e^{\tilde{p} \cdot X(0)}:=\oint \frac{d z}{2 \pi}: \lambda \cdot \partial X(z) e^{-2 i q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}: . \tag{3.13}
\end{equation*}
$$

As before, performing the OPE gives,

$$
\begin{align*}
& : \partial X^{\mu}(z) e^{-2 i q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}: \\
& \quad=z^{-2 \widetilde{p} \cdot q}\left(: \partial X^{\mu}(z) e^{-2 i q \cdot X(z)} e^{\tilde{p} \cdot X(0)}:-\frac{i \widetilde{p}^{\mu}}{z}: e^{-i 2 q \cdot X(z)} e^{i \widetilde{p} \cdot X(0)}:\right) \tag{3.14}
\end{align*}
$$

Using that $\widetilde{p} \cdot q=1$, and Taylor expanding $X(z)$ to second order in $z$, we get for the vertex operator,

$$
\begin{align*}
: \lambda \cdot A_{-2} e^{i \widetilde{p} \cdot X}:= & i: \lambda \cdot \partial^{2} X e^{i p \cdot X}:+2: \lambda \cdot \partial X q \cdot \partial X e^{i p \cdot X}: \\
& -i \lambda \cdot \widetilde{p}: q \cdot \partial^{2} X e^{i p \cdot X}:-2 \lambda \cdot \widetilde{p}:(q \cdot \partial X)^{2} e^{i p \cdot X}: \tag{3.15}
\end{align*}
$$

where now $p_{\mu}=\widetilde{p}_{\mu}-2 q_{\mu}$. Expressed in terms of $\zeta$ defined earlier by (3.12), we have

$$
\begin{equation*}
: \lambda \cdot A_{-2} e^{i \widetilde{p} \cdot X}:=\left(i \zeta \cdot \partial^{2} X+2(\zeta \cdot \partial X)(q \cdot \partial X)\right) e^{i p \cdot X} \tag{3.16}
\end{equation*}
$$

If we wish, we can define, $\zeta_{\mu \nu}=\zeta_{\mu} q_{\nu}+\zeta_{\nu} q_{\mu}$, and write this vertex operator as,

$$
\begin{equation*}
: \lambda \cdot A_{-2} e^{i \vec{p} \cdot X}:=\left(i \zeta_{\mu} \partial^{2} X^{\mu}+\zeta_{\mu \nu} \partial X^{\mu} \partial X^{\nu}\right) e^{i p \cdot X}, \quad \zeta_{\mu \nu} p^{\nu}=\zeta_{\mu}, \quad \eta^{\mu \nu} \zeta_{\mu \nu}=p \cdot \zeta=0 . \tag{3.17}
\end{equation*}
$$

In this form, the vertex operator has no explicit $q$ dependence, except through its appearance in the polarizations. This form of the vertex operator is consistent with what one would find in the covariant construction of vertex operators, by imposing the Virasoro constraints, see appendix A.

The other states at level-two are of the form $\left(\lambda_{2} \cdot A_{-1}\right)\left(\lambda_{1} \cdot A_{-1}\right)|0 ; \tilde{p}\rangle$, see figure $4(\mathrm{a})$, with the vertex operator,
$: \lambda_{2} \cdot A_{-1} \lambda_{1} \cdot A_{-1} e^{\tilde{p} \cdot X(0)}:$

$$
\begin{equation*}
=\oint \frac{d z}{2 \pi}: \lambda_{2} \cdot \partial X(z) e^{-i q \cdot X(z)}: \oint \frac{d w}{2 \pi}: \lambda_{1} \cdot \partial X(w) e^{-i q \cdot X(w)}:: e^{i \widetilde{p} \cdot X(0)}: \tag{3.18}
\end{equation*}
$$

Physically, we are starting with a tachyon of momentum $\widetilde{p}$, scattering a photon of momentum $q$ off of it, placing the resulting state on-shell so as to be massless, and then scattering another photon of momentum $q$ off of it, and placing the resulting string on-shell, at mass $M^{2}=2(N-1)=2$. The contour integral over $w$, corresponding to the action of the first $A_{-1}$, is just what we got previously, and gives the vertex operator for a photon. Thus,

$$
\begin{equation*}
: \lambda_{2} \cdot A_{-1} \lambda_{1} \cdot A_{-1} e^{i \widetilde{p} \cdot X(0)}:=\oint \frac{d z}{2 \pi}: \lambda_{2} \cdot \partial X(z) e^{-i q \cdot X(z)}: i: \zeta_{1} \cdot \partial X(0) e^{i(\widetilde{p}-q) \cdot X(0)}:, \tag{3.19}
\end{equation*}
$$

where now $\zeta_{1}=\lambda_{1}-(\lambda \cdot \tilde{p}) q$. We now just need to do the $z$ integral. Performing the OPE gives,

$$
\begin{align*}
& : \lambda_{2} \cdot \partial X(z) e^{-i q \cdot X(z)}:: \zeta_{1} \cdot \partial X(0) e^{i(\widetilde{p}-q) \cdot X(0)}: \\
& =z^{-(\widetilde{p}-q) \cdot q}\left[: \lambda_{2} \cdot \partial X(z) \zeta_{1} \cdot \partial X(0) e^{-i q \cdot X(z)} e^{i(\widetilde{p}-q) \cdot X(0)}:\right. \\
& \left.\quad-\left(\frac{\zeta_{1} \cdot \lambda_{2}}{z^{2}}+\frac{i \lambda_{2} \cdot(\widetilde{p}-q)}{z}\right): e^{-i q \cdot X(z)} e^{i(\widetilde{p}-q) \cdot X(0)}:\right] \tag{3.20}
\end{align*}
$$

$$
\begin{aligned}
& \widetilde{p} \underset{\sim}{\sim} p=\widetilde{p}-m_{1} q \\
& \sim-m_{1} q
\end{aligned}
$$

Figure 5. Forming the state $\lambda \cdot A_{-m_{1}}|0\rangle$.
The factor out front, $z^{-(\widetilde{p}-q) \cdot q}$, is from contracting the exponentials. Within the parenthesis, the first line comes from having no further contractions. On the second line, the first term is from contracting $\lambda_{2} \cdot \partial X(z)$ with $\zeta_{1} \cdot \partial X(0)$, while the second term comes from contracting $\lambda_{2} \cdot \partial X(z)$ with $(\widetilde{p}-q) \cdot X(0)$ in the exponential. We will see that the second term on the second line can be combined with the term on the first line, by defining $\zeta_{2}$. Proceeding, since only the simple pole contributes to the contour integral, we may pick it out by Taylor expanding,

$$
\begin{equation*}
e^{-i q \cdot X(z)}=e^{-i q \cdot X(0)}\left(1-z i q \cdot \partial X(0)-i \frac{z^{2}}{2} q \cdot \partial^{2} X(0)-\frac{z^{2}}{2}(q \cdot \partial X(0))^{2}+\ldots\right), \tag{3.21}
\end{equation*}
$$

and using $\widetilde{p} \cdot q=1$ and $q^{2}=0$, along with $\lambda_{1} \cdot q=\lambda_{2} \cdot q=0$, which implies $\zeta_{1} \cdot \lambda_{2}=\zeta_{1} \cdot \zeta_{2}$. Thus we get for the vertex operator,

$$
\begin{equation*}
: \lambda_{2} \cdot A_{-1} \lambda_{1} \cdot A_{-1} e^{i \bar{p} \cdot X}:=-\left[\zeta_{2} \cdot \partial X \zeta_{1} \cdot \partial X+\frac{1}{2} \zeta_{1} \cdot \zeta_{2}\left(i q \cdot \partial^{2} X+(q \cdot \partial X)^{2}\right)\right] e^{i p \cdot X}, \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{1}=\lambda_{1}-\left(\lambda_{1} \cdot p\right) q, \quad \zeta_{2}=\lambda_{2}-\left(\lambda_{2} \cdot p\right) q, \quad p=\widetilde{p}-2 q . \tag{3.23}
\end{equation*}
$$

In the form (3.22), the arbitrary vector $q$ explicitly appears. However if we wish we can make its appearance only implicit, by writing the vertex operator in the form,

$$
\begin{equation*}
-\frac{1}{2}\left(i \xi_{\mu} \partial^{2} X^{\mu}+\xi_{\mu \nu} \partial X^{\mu} \partial X^{\nu}\right) e^{i p \cdot X} \tag{3.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{\mu}=\zeta_{1} \cdot \zeta_{2} q_{\mu}, \quad \xi_{\mu \nu}=\zeta_{1} \cdot \zeta_{2} q_{\mu} q_{\nu}+\zeta_{1, \mu} \zeta_{2, \nu}+\zeta_{1, \nu} \zeta_{2, \mu} \tag{3.25}
\end{equation*}
$$

Furthermore, these polarization vectors satisfy $\xi_{\mu \nu} p^{\nu}=\xi_{\mu}$ and $\eta^{\mu \nu} \xi_{\mu \nu}=2 p^{\mu} \xi_{\mu}=-\zeta_{1} \cdot \zeta_{2}$. As a result, the Virasoro constraints that a covariant vertex operator at level-two must obey, see eq. (A.8) in appendix A, are obeyed.

### 3.2 Level- $N$ states

In this section we construct all the vertex operators at level $N$.
A single creation operator. We start by constructing the vertex operator for the state $\lambda \cdot A_{-m_{1}}|0 ; p\rangle$, see figure 5 . We did this previously for $m_{1}=1$ and $m_{1}=2$. Here we do general $m_{1}$. Applying the $\mathrm{DDF} A_{-m_{1}}$ given in (3.5) to the tachyon vertex operator, we must compute,

$$
\begin{equation*}
: \lambda \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X(0)}:=\oint \frac{d z}{2 \pi}: \lambda \cdot \partial X(z) e^{-i m_{1} q \cdot X(z)}:: e^{i \widetilde{p} \cdot X(0)}: . \tag{3.26}
\end{equation*}
$$

To evaluate the contour integral, we need to first evaluate the OPE, which is given by,

$$
\begin{align*}
& : \lambda \cdot A_{-m_{1}} e^{\tilde{p} \cdot X(0)}:  \tag{3.27}\\
& \quad=\oint \frac{d z}{2 \pi} z^{-m_{1}}\left(: \lambda \cdot \partial X(z) e^{-i m_{1} q \cdot X(z)} e^{\tilde{\tilde{p}} \cdot X(0)}:-\frac{i \lambda \cdot p}{z}: e^{-i m_{1} q \cdot X(z)} e^{\tilde{p} \cdot X(0)}:\right),
\end{align*}
$$

where we made use of $p \cdot \widetilde{q}=1$.
Schur polynomials. To proceed, we will need to Taylor expand $X(z)$ about $X(0)$. More precisely, we need to Taylor expand the exponential of $X(z)$, which will give rise to Schur polynomials. Indeed, the Schur polynomials can be defined through a Taylor expansion of the exponential of a series,

$$
\begin{equation*}
\exp \left(\sum_{m=1}^{\infty} a_{m} z^{m}\right)=\sum_{m=0}^{\infty} S_{m}\left(a_{1}, \ldots, a_{m}\right) z^{m} \tag{3.28}
\end{equation*}
$$

The left-hand side serves as the definition of the Schur polynomials $S_{m}\left(a_{1}, \ldots, a_{m}\right)$ appearing on the right-hand side. Equivalently, one may invert the expression through a contour integral,

$$
\begin{equation*}
S_{m}\left(a_{1}, \ldots, a_{m}\right)=\oint_{0} \frac{d w}{2 \pi i} \frac{1}{w^{m+1}} \exp \left(\sum_{s=1}^{m} a_{s} w^{s}\right) . \tag{3.29}
\end{equation*}
$$

In our case, the series that what we have is the Taylor expansion of $X(z)=\sum_{r} \frac{z^{r}}{r!} \partial^{r} X(0)$. We therefore have,

$$
\begin{equation*}
e^{-i m_{1} q \cdot X(z)}=\sum_{a=0}^{\infty} z^{a} S_{a}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right) e^{-i m_{1} q \cdot X(0)} . \tag{3.30}
\end{equation*}
$$

Equivalently, inverting the expression through a contour integral,

$$
\begin{equation*}
S_{m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right)=\oint_{0} \frac{d w}{2 \pi i} \frac{1}{w^{m+1}} \exp \left(-i m_{1} q \cdot \sum_{s=1}^{m} \frac{w^{s}}{s!} \partial^{s} X(0)\right) . \tag{3.31}
\end{equation*}
$$

The sum over $s$ on the right only needs to go up to $s=m$, however one can extend it to $s=\infty$ if one wishes. The Schur polynomial $S_{m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right)$ depends on $m$ variables,

$$
\begin{equation*}
S_{m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right) \equiv S_{m}\left(-i m_{1} q \cdot \partial X, \frac{-i m_{1}}{2!} q \cdot \partial^{2} X, \ldots, \frac{-i m_{1}}{m!} q \cdot \partial^{m} X\right) \tag{3.32}
\end{equation*}
$$

and our notation on the left, with the $r$ index, is shorthand for this. By simply performing the Taylor expansion in (3.30), we see that the first few Schur polynomials are,

$$
\begin{align*}
& S_{0}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right)=1 \\
& S_{1}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right)=-i m_{1} q \cdot \partial X \\
& S_{2}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right)=-\frac{1}{2}\left(i m_{1} q \cdot \partial^{2} X+m_{1}^{2}(q \cdot \partial X)^{2}\right) . \tag{3.33}
\end{align*}
$$

Returning to our construction of the vertex operator, the expression that we need to Taylor expand in the first term in (3.27) is a product $\partial X(z)$ and an exponential. Correspondingly, we do a double Taylor expansion,

$$
\begin{equation*}
\partial X^{\mu}(z) e^{-i m_{1} q \cdot X(z)}=\sum_{a, b=0}^{\infty} \frac{z^{a+b}}{a!} \partial^{a+1} X^{\mu}(0) S_{b}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X(0)\right) e^{-i m_{1} q \cdot X(0)} \tag{3.34}
\end{equation*}
$$

The contour integral in (3.27) then pick out the terms with $a+b=m_{1}-1$. The vertex operator of the state $\lambda \cdot A_{-m_{1}}|0 ; \tilde{p}\rangle$ is thus,

$$
\begin{align*}
: \lambda \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X}:= & \sum_{m=1}^{m_{1}} \frac{i}{(m-1)!}: \lambda \cdot \partial^{m} X S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right) e^{i p \cdot X}: \\
& +: \lambda \cdot p S_{m_{1}}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right) e^{i p \cdot X}: \tag{3.35}
\end{align*}
$$

where $p=\widetilde{p}-m_{1} q$. Using a property of Schur polynomials,

$$
\begin{equation*}
S_{m_{1}}\left(a_{1}, \ldots, a_{m_{1}}\right)=\sum_{m=1}^{m_{1}} \frac{m}{m_{1}} a_{m} S_{m_{1}-m}\left(a_{1}, \ldots, a_{m_{1}}\right), \tag{3.36}
\end{equation*}
$$

we can write the vertex operator in the more compact form,

$$
\begin{equation*}
: \lambda \cdot A_{-m_{1}} e^{i \tilde{p} \cdot X}:=\sum_{m=1}^{m_{1}} \frac{i}{(m-1)!} \zeta \cdot \partial^{m} X S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X\right) e^{i p \cdot X} \equiv \zeta \cdot P_{m_{1}} e^{i p \cdot X} \tag{3.37}
\end{equation*}
$$

where, as before, $\zeta_{\mu}$ is given by (3.12), $\zeta_{\mu}=\lambda_{\mu}-(\lambda \cdot p) q_{\mu}$ and $S_{m}$ was defined in (3.31). For $m_{1}=1$ and $m_{1}=2$, this gives back what we computed previously, (3.11) and (3.16), respectively.

Two creation operators. We now turn to states that are formed by two creation operators, $\lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}}|0 ; \widetilde{p}\rangle$. We have already done this for the case of $m_{2}=m_{1}=1$, see eq. (3.22). The procedure in this more general case is similar.

Starting with the tachyon vertex operator and acting twice with $A_{-m}$ gives the vertex operator for these states,

$$
\begin{align*}
: \lambda_{2} \cdot A_{-m_{2}} & \lambda_{1} \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X(0)}:  \tag{3.38}\\
= & \oint \frac{d z}{2 \pi}: \lambda_{2} \cdot \partial X(z) e^{-i m_{2} q \cdot X(z)}: \oint \frac{d w}{2 \pi}: \lambda_{1} \cdot \partial X(w) e^{-i m_{1} q \cdot X(w)}:: e^{i \widetilde{p} \cdot X(0)}:
\end{align*}
$$

For the first application of $A_{-m_{1}}$ (the $w$ integral) we may use the result (3.37),

$$
\begin{align*}
: \lambda_{2} \cdot A_{-m_{2}} & \lambda_{1} \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X(0)}: \\
= & \oint \frac{d z}{2 \pi}: \lambda_{2} \cdot \partial X(z) e^{-i m_{2} q \cdot X(z)}:  \tag{3.39}\\
& \times \sum_{m=1}^{m_{1}}: \frac{i}{(m-1)!} \zeta_{1} \cdot \partial^{m} X(0) S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X(0)\right) e^{i\left(\widetilde{p}-m_{1} q\right) \cdot X(0)}:
\end{align*}
$$

where $\zeta_{1}=\lambda_{1}-\left(\lambda_{1} \cdot \tilde{p}\right) q$. In computing the remaining OPE, the contractions we need to account for are $\lambda_{2} \cdot \zeta_{1}=\zeta_{2} \cdot \zeta_{1}$ and $\lambda_{2} \cdot\left(\widetilde{p}-m_{1} q\right)=\lambda_{2} \cdot p$. The other possible contraction, with the arguments of the Schur polynomial, is zero because $\lambda_{2} \cdot q=0$. Hence we have,

$$
\begin{align*}
: \lambda_{2} \cdot & A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X(0)}: \\
= & \sum_{m=1}^{m_{1}} \frac{i}{(m-1)!} \oint \frac{d z}{2 \pi} z^{-m_{2}}  \tag{3.40}\\
& \times\left[: \lambda_{2} \cdot \partial X(z) e^{-i m_{2} q \cdot X(z)} \zeta_{1} \cdot \partial^{m} X(0) S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X(0)\right) e^{i\left(\widetilde{p}-m_{1} q\right) \cdot X(0)}:\right. \\
& \left.-\left(\zeta_{1} \cdot \zeta_{2} \frac{m!}{z^{m+1}}+\frac{i \lambda_{2} \cdot \widetilde{p}}{z}\right): e^{-i m_{2} q \cdot X(z)} S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X(0)\right) e^{i\left(\widetilde{p}-m_{1} q\right) \cdot X(0)}:\right]
\end{align*}
$$

As before, Taylor expanding in $z$ in order to pick out the simple pole, we may write the result in the compact form,

$$
\begin{equation*}
: \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}} e^{i \tilde{p} \cdot X(0)}:=\left(\zeta_{2} \cdot P_{m_{2}} \zeta_{1} \cdot P_{m_{1}}+\zeta_{1} \cdot \zeta_{2} \mathbb{S}_{m_{1}, m_{2}}\right) e^{i p \cdot X} \tag{3.41}
\end{equation*}
$$

where $\zeta \cdot P_{n}$ was defined in (3.37), and $\zeta_{i}=\lambda_{i}-\left(\lambda_{i} \cdot p\right) q$ and $p=\widetilde{p}-\left(m_{1}+m_{2}\right) q$, and

$$
\begin{align*}
\mathbb{S}_{m_{1}, m_{2}}= & -i \sum_{m=1}^{m_{1}} m \oint \frac{d z}{2 \pi} \frac{1}{z^{m_{2}+m+1}} \\
& \times \sum_{a=0}^{\infty} z^{a} S_{a}\left(-\frac{i m_{2}}{r!} q \cdot \partial^{r} X(0)\right) S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X(0)\right) . \tag{3.42}
\end{align*}
$$

Performing the contour integral sets $a=m_{2}+m$, and we get,

$$
\begin{equation*}
\mathbb{S}_{m_{1}, m_{2}}=\sum_{m=1}^{m_{1}} m S_{m_{1}-m}\left(-\frac{i m_{1}}{r!} q \cdot \partial^{r} X(0)\right) S_{m_{2}+m}\left(-\frac{i m_{2}}{r!} q \cdot \partial^{r} X(0)\right) \tag{3.43}
\end{equation*}
$$

One can see that in the case of $m_{1}=m_{2}=1$, the general result (3.41) reduces to what we found previously in (3.22).

Multiple creation operators. One finds that the vertex operators involving three creation operators is a natural generalization of the one with two creation operators (3.41) that was just found,

$$
\begin{align*}
: \lambda_{3} \cdot A_{-m_{3}} & \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X(0)}: \\
= & \left(\zeta_{3} \cdot P_{m_{3}} \zeta_{2} \cdot P_{m_{2}} \zeta_{1} \cdot P_{m_{1}}+\zeta_{1} \cdot \zeta_{2} \mathbb{S}_{m_{1}, m_{2}} \zeta_{3} \cdot P_{m_{3}}\right. \\
& \left.+\zeta_{1} \cdot \zeta_{3} \mathbb{S}_{m_{1}, m_{3}} \zeta_{2} \cdot P_{m_{2}}+\zeta_{2} \cdot \zeta_{3} \mathbb{S}_{m_{2}, m_{3}} \zeta_{1} \cdot P_{m_{1}}\right) e^{i p \cdot X} \tag{3.44}
\end{align*}
$$

Analogously, the result for a general vertex operator is fairly clear,

$$
\begin{aligned}
: \lambda_{k} \cdot A_{-m_{k}} & \cdots \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}} e^{i \tilde{p} \cdot X(0)}: \\
= & (\text { sum over any number of all possible Wick contractions }) e^{i p \cdot X} \\
& \text { where } \\
& \text { if contract: }\left\langle\lambda_{i} \cdot A_{-m_{i}} \lambda_{j} \cdot A_{-m_{j}}\right\rangle \rightarrow \zeta_{i} \cdot \zeta_{j} \mathbb{S}_{m_{i}, m_{j}} \\
& \text { if don't contract: } \lambda_{i} \cdot A_{-m_{i}} \rightarrow \zeta_{i} \cdot P_{m_{i}},
\end{aligned}
$$

where $\zeta \cdot P_{m}$ was given in (3.37) and $\mathbb{S}_{m_{1}, m_{2}}$ was given in (3.43).

In more precise notation [42],

$$
\begin{align*}
& : \lambda_{k} \cdot A_{-m_{k}} \cdots \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}} e^{i \widetilde{p} \cdot X(0)}: \\
& \quad=e^{i p \cdot X} \sum_{a=1}^{\lfloor k / 2\rfloor} \sum_{\pi} \prod_{l=1}^{a}\left(\zeta_{\pi(2 l-1)} \cdot \zeta_{\pi(2 l)}\right) \mathbb{S}_{m_{\pi(2 l-1)}, m_{\pi(2 l)}} \prod_{q=2 a+1}^{k} \zeta_{q} \cdot P_{m_{\pi(q)}} \tag{3.45}
\end{align*}
$$

where we are summing over $a$ (the number of contractions), $\lfloor k / 2\rfloor$ denotes all integers less than or equal to $k / 2$, and the sum over $\pi$ is over all permutations $\pi$ that give non-equivalent terms. By non-equivalent terms we mean, e.g. if $a=2$, then the sum over $l$ is from $l=1$ to $l=2$, and includes the three terms,

$$
\begin{equation*}
\zeta_{1} \cdot \zeta_{2} \zeta_{3} \cdot \zeta_{4} \mathbb{S}_{m_{1}, m_{2}} \mathbb{S}_{m_{3}, m_{4}}+\zeta_{1} \cdot \zeta_{3} \zeta_{2} \cdot \zeta_{4} \mathbb{S}_{m_{1}, m_{3}} \mathbb{S}_{m_{2}, m_{4}}+\zeta_{1} \cdot \zeta_{4} \zeta_{2} \cdot \zeta_{3} \mathbb{S}_{m_{1}, m_{4}} \mathbb{S}_{m_{2}, m_{3}} \tag{3.46}
\end{equation*}
$$

The number of permutations of 4 is $4!=24$, however since $\mathbb{S}_{m_{1}, m_{2}}=\mathbb{S}_{m_{2}, m_{1}}$ we must divide by a factor of 2 for each of the two $\mathbb{S}$ that we have, and another factor of two from exchanging the two $\mathbb{S}$. Thus, in total there are $4!/ 2^{3}=4$ distinct terms, as we clearly see above.

Derivation of eq. (3.45). Let us now demonstrate that (3.45) is correct. This requires only a slight generalization of the argument used in deriving the vertex operators with two creation operators. Let us compute the vertex operator corresponding to the action of a creation operator acting on some operator $f$,

$$
\begin{align*}
& : \lambda \cdot A_{-m} f\left(\zeta_{i} \cdot \partial^{r} X, q \cdot \partial^{r} X\right) e^{i \widetilde{p} \cdot X(0)}: \\
& \quad=\oint \frac{d z}{2 \pi}: \lambda \cdot \partial X(z) e^{-i m q \cdot X(z)}:: f\left(\zeta_{i} \cdot \partial^{r} X(0), q \cdot \partial^{r} X(0)\right) e^{i \widetilde{p} \cdot X(0)}: \tag{3.47}
\end{align*}
$$

where we have used the definition of $A_{-m}$. There are two possible Wick contractions: a contraction of $\lambda \cdot \partial X$ with $f$, and a contraction of $\lambda \cdot \partial X$ with $\widetilde{p} \cdot X$. Thus,

$$
\begin{align*}
& : \lambda \cdot A_{-m} f\left(\zeta_{i} \cdot \partial^{r} X, q \cdot \partial^{r} X\right) e^{i \widetilde{p} \cdot X}: \\
& =  \tag{3.48}\\
& \quad \oint \frac{d z}{2 \pi} \frac{1}{z^{m}}\left[: \lambda \cdot \partial X(z) e^{-i m q \cdot X(z)} f e^{i \widetilde{p} \cdot X(0)}:\right. \\
& \\
& \\
& \left.+\langle\lambda \cdot \partial X(z) i \widetilde{p} \cdot X(0)\rangle: e^{-i m q \cdot X(z)} f e^{i \widetilde{p} \cdot X(0)}:+\langle\lambda \cdot \partial X(z) f\rangle e^{-i m q \cdot X(z)} e^{i \widetilde{p} \cdot X(0)}\right]
\end{align*}
$$

We trivially evaluate the first correlation function on the second line, rewriting the result as,

$$
\begin{align*}
: \lambda \cdot & A_{-m} f\left(\zeta_{i} \cdot \partial^{r} X, q \cdot \partial^{r} X\right) e^{i \widetilde{p} \cdot X}: \\
= & \oint \frac{d z}{2 \pi} \frac{1}{z^{m}}\left(: \lambda \cdot \partial X(z) e^{-i m q \cdot X(z)} f e^{i \widetilde{p} \cdot X(0)}:-\frac{i \lambda \cdot p}{z}: e^{-i m q \cdot X(z)} f e^{i \widetilde{p} \cdot X(0)}:\right) \\
& +\oint \frac{d z}{2 \pi} \frac{1}{z^{m}}\langle\lambda \cdot \partial X(z) f\rangle e^{-i m q \cdot X(z)} e^{i \widetilde{p} \cdot X(0)} . \tag{3.49}
\end{align*}
$$

Comparing the first line with what we had when evaluating $: \lambda \cdot A_{-m} e^{i \widetilde{p} \cdot X}:$ in (3.27), we see that it is identical, except for the extra factor of $f$. To evaluate the second line, we note that,

$$
\begin{equation*}
f=\prod_{i} \zeta_{i} \cdot P_{m_{i}} g\left(q \cdot \partial^{r} X\right) \tag{3.50}
\end{equation*}
$$

where $g$ is some function. Since $\lambda \cdot q=0$, the $g$ term has vanishing contraction with $\lambda \cdot \partial X$. Thus,

$$
\begin{equation*}
\langle\lambda \cdot \partial X(z) f\rangle=\sum_{j}\left\langle\lambda \cdot \partial X(z) \zeta_{j} \cdot P_{n_{j}}(0)\right\rangle \prod_{i \neq j} \zeta_{i} \cdot P_{m_{i}}(0) g\left(q \cdot \partial^{r} X\right) \tag{3.51}
\end{equation*}
$$

Using (3.42), we have that, after evaluating the integral over $z$, the contraction will turn into $\mathbb{S}_{m, m_{j}}$. Thus,

$$
\begin{align*}
& : \lambda \cdot A_{-m} f\left(\zeta_{i} \cdot \partial^{r} X, q \cdot \partial^{r} X\right) e^{i \widetilde{p} \cdot X}:  \tag{3.52}\\
& \quad=\zeta \cdot P_{m} \prod_{i} \zeta_{i} \cdot P_{m_{i}} g\left(q \cdot \partial^{r} X\right) e^{i p \cdot X}+\sum_{j} \mathbb{S}_{m, m_{j}} \prod_{i \neq j} \zeta_{i} \cdot P_{m_{i}} g\left(q \cdot \partial^{r} X\right) e^{i p \cdot X}
\end{align*}
$$

So, as claimed, we have a sum over all Wick contractions. The result (3.45) then follows. This completes the evaluation of the general DDF vertex operator.

The generic state. We have discussed the construction of any excited string state. However, for a string of given mass, the number of different states grows exponentially with the mass. It is useful to have a sense of what the typical state looks like. In $D$ space-time dimensions, there are $D-2$ independent polarization vectors and a state can be written as,

$$
\begin{equation*}
\prod_{k=1}^{n_{1}}\left(\lambda_{k}^{1} \cdot A_{-1}\right) \prod_{k=1}^{n_{2}}\left(\lambda_{k}^{2} \cdot A_{-2}\right) \cdots \prod_{k=1}^{n_{r}}\left(\lambda_{k}^{r} \cdot A_{-r}\right)|0\rangle, \quad N=\sum_{m=1}^{r} m n_{m} \tag{3.53}
\end{equation*}
$$

In appendix D we show that, in the large $N$ limit, the typical (or equivalently, average) occupation number $n_{m}$ of mode $m$ takes the form of a Bose-Einstein distribution $\left\langle n_{m}\right\rangle=$ $\frac{1}{e^{m / T}-1}$, with a temperature $T=\frac{1}{\pi} \sqrt{\frac{6 N}{D-2}}$.

### 3.3 Completeness of operators

The final thing that we need to show is that the construction described above does in fact generate all the excited states. This is what we do in this section.

Recall that, while classifying excited states in covariant gauge is cumbersome, it is straightforward in light-cone gauge. In light-cone gauge one chooses $X^{+}$to be the time variable. In the classical description, this amounts to setting the oscillators coefficients $\alpha_{n}^{+}$ (see eq. (2.2)) to be zero for all $n \neq 0$. The state is then completely determined by the specification of the $\alpha_{n}^{i}$ with transverse $i$, as the Virasoro constraints fix $\alpha_{n}^{-}$in terms of the $\alpha_{n}^{i}$. The states we have been working with are formed with products of $\lambda \cdot A_{-m}$, the left-hand side of (3.45). Since $\lambda \cdot q=0$ and we can add any multiple of $q$ to $\lambda$, see (3.6), the polarization $\lambda$ has $D-2$ independent components, which is the same as the number of transverse directions in light-cone gauge. Thus, we have the correct number of states.

We formed the general vertex operator by starting with a tachyon of momentum $\widetilde{p}$ and repeatedly scattering photons off of it. All the photons had momentum proportional to some arbitrarily chosen vector $q$, which was required to satisfy $\widetilde{p} \cdot q$. We need to show that this is sufficient to generate any momentum $p$. This is easy to see. Let us work


Figure 6. When forming several excited string states with momenta $p_{i}$, we start with tachyons with momenta $\widetilde{p}_{i}$ and add photons, all of which have momenta in the same direction.
in light-cone coordinates, and go to the frame in which $q$ points in the minus direction, $q=\left(q^{+}, q^{-}, q^{i}\right)=\left(0, q^{-}, \overrightarrow{0}\right)$. Since $q$ is null, $q^{2}=0$, this is possible. The tachyon has momentum $\widetilde{p}=\left(\widetilde{p}^{+}, \widetilde{p}^{-}, \widetilde{p}^{i}\right)$, which is arbitrary, subject to the mass-shell condition $\widetilde{p}^{2}=2$. Imposing that $q \cdot \tilde{p}=1$ allows us to fix the magnitude of $q$,

$$
\begin{equation*}
q=-\frac{1}{\widetilde{p}^{+}}(0,1, \overrightarrow{0}), \quad \widetilde{p}=\left(\widetilde{p}^{+}, \widetilde{p}^{-}, \widetilde{p}^{i}\right), \quad \widetilde{p}^{2}=2 \tag{3.54}
\end{equation*}
$$

We can view $\widetilde{p}^{+}, \widetilde{p}^{i}$ as fully specifying $\widetilde{p}$, with the remaining component, $\widetilde{p}^{-}$, fixed through the mass shell condition; the components $\widetilde{p}^{+}, \widetilde{p}^{i}$ can be anything. By adding an arbitrary multiple of $q$ to $\widetilde{p}$, we get a vector in which the minus component is now also arbitrary, so we have formed an arbitrary $D$-dimensional vector. If we take the particular vector $p=\widetilde{p}-N q$, then $p^{2}=\widetilde{p}^{2}-2 N \widetilde{p} \cdot q=-2(N-1)$. So, we have shown that we can achieve any excited string state momentum $p$ by scattering photons off of a tachyon, where all the photons have momenta in the same direction. Moreover, if we are forming multiple heavy string states, with different momenta, photons in the same direction are added to all of them. In other words, if we have two heavy strings with momenta $p_{1}$ and $p_{2}$, then we would form them by starting with tachyons of momenta $\widetilde{p}_{1}$ and $\widetilde{p}_{2}$ and scattering photons off of them with momenta that are multiples of $q_{1}=-\frac{1}{\widetilde{p}_{1}^{+}}(0,1, \overrightarrow{0})$ and $q_{2}=-\frac{1}{\widetilde{p}_{2}^{+}}(0,1, \overrightarrow{0})$, respectively. See figure 6 .

### 3.4 Summary

We end with a summary of the results for the vertex operator of an excited string state.
The vertex operator for a tachyon of momentum $p$ is $e^{i p \cdot X}$. The vertex operator for an excited string of momentum $p$ is some polynomial of derivatives of $X, \partial^{k} X^{\mu}$, multiplying $e^{i p \cdot X}$. Schematically,

$$
\begin{equation*}
V=e^{i p \cdot X} \sum_{\left\{m_{r}\right\}} c_{\left\{m_{r}\right\}} \prod_{r} \partial^{m_{r}} X^{\mu_{r}} \tag{3.55}
\end{equation*}
$$

with some coefficients $c_{\left\{m_{r}\right\}}$, which can be thought of as the polarizations. At level $N$, corresponding to a string of mass $M^{2}=2(N-1)$, we include all terms with a total of $N$ derivatives. For instance, at level two, the vertex operator is of the form, $\left(i \xi_{\mu} \partial^{2} X^{\mu}+\xi_{\mu \nu} \partial X^{\mu} \partial X^{\nu}\right) e^{i p \cdot X}$. Imposing the Virasoro constraints gives sets of constraints that the polarizations must satisfy. For the first few levels these constraints are worked out
in appendix A . For general level $N$, the vertex operator is a superposition of a large number of terms, with a large number of nontrivial constraints among the coefficients. Writing the operator in this form is neither trivial nor intuitive.

The DDF construction of vertex operators provides a more physical and systematic procedure. The coefficients $c_{\left\{m_{r}\right\}}$ mentioned above are all expressed in terms of a null vector $q$ which satisfies $p \cdot q=1,{ }^{12}$ and polarizations $\lambda_{i}$ which have nonzero norm and are orthogonal to $q, \lambda_{i} \cdot q=0$. The vertex operator is expressed as a polynomial involving $q \cdot \partial^{m} X$ and $\zeta_{i} \cdot \partial^{m} X$ where $\zeta_{i}^{\mu}=\lambda_{i}^{\mu}-(p \cdot q) q^{\mu}$. The precise form of the vertex operator is given in (3.45), with $\zeta \cdot P_{n}$ (a function of $q \cdot \partial^{m} X$ and $\zeta_{i} \cdot \partial^{m} X$ ) given in (3.37) and $\mathbb{S}_{n_{1}, n_{2}}$ (a function of $q \cdot \partial^{m} X$ ) given in (3.43).

Physically, the vertex operators are formed by starting with a tachyon of momentum $\widetilde{p}$ and scattering photons off of it (i.e. repeatedly taking the OPE with photon vertex operators) where the action of $\lambda \cdot A_{-m}$ corresponds to a photon with polarization $\lambda$ and momentum $-m q$ where $q \cdot \widetilde{p}=1$. The $\zeta_{\mu}$ can be viewed as the polarization vectors of the excited string. Doing the scattering/OPE procedure once gives a vertex operator of the form (3.37). Doing the procedure twice gives the vertex operator (3.41), doing it three times gives (3.44), and doing it $k$ times gives (3.45).

## 4 Amplitude with one excited string: formalism

In this section we compute the scattering amplitude involving one arbitrary excited string state and any number of tachyons.

The excited state is created with the DDF vertex operator, as described in the previous section: the state $\prod_{k}\left(\lambda_{k} \cdot A_{-m_{k}}\right)|0 ; \widetilde{p}\rangle$ can be thought of as having been built up by successively scattering photons of polarization $\lambda_{k}$ and momenta $-m_{k} q$ off of a tachyon, where $q$ is some chosen null vector satisfying $q \cdot \widetilde{p}=1$ (and the photon's polarization is orthogonal to its momentum, $\lambda \cdot q=0$ ).

We start in section 4.1 with the special case in which all the DDF photons have the same polarization which squares to zero, $\lambda^{2}=0$ (this can be achieved by, for instance, having transverse circular polarization). In this special case the equations for the amplitude simplify. In section 4.2 we compute the amplitude in the general case, with arbitrary polarizations for the DDF photons.

Let $V\left(z_{1}\right)$ be the vertex operator for the excited string with momentum $p_{1}$. All the other strings are tachyons with momentum $p_{i}$, worldsheet coordinate $z_{i}$, and vertex operator $e^{i p_{i} \cdot X\left(z_{i}\right)}$. There are $n$ tachyons, with index $i$ running from 2 to $n+1$. The amplitude is then,

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int d z\left\langle V\left(z_{1}\right) \prod_{i \neq 1} e^{i p_{i} \cdot X\left(z_{i}\right)}\right\rangle, \quad d z \equiv \prod_{i} d z_{i} . \tag{4.1}
\end{equation*}
$$

We wrote down the general vertex operator, in schematic form, in (3.55). The vertex operator is given by a sum of products of derivatives of $X$. Evaluating the correlation

[^8]function appearing in the amplitude is straightforward, once one recognizes that the Wick contractions can be perform successively, for each $X$. Namely, one has that,
\[

$$
\begin{equation*}
\left\langle\partial^{n} X^{\mu}\left(z_{1}\right) \prod_{i \neq 1} e^{i p_{i} \cdot X\left(z_{i}\right)} \cdots\right\rangle=\left\langle\prod_{i \neq 1} e^{i p_{i} \cdot X\left(z_{i}\right)} \cdots\right\rangle \sum_{i \neq 1}\left\langle\partial^{n} X^{\mu}\left(z_{1}\right)\left(i p_{i} \cdot X\left(z_{i}\right)\right\rangle,\right. \tag{4.2}
\end{equation*}
$$

\]

as one can see by using the Taylor expansion of the exponential. Using the form of the vertex operator (3.55) we have that the correlation function is,

$$
\begin{equation*}
\left\langle V\left(z_{1}\right) \prod_{i \neq 1} e^{i p_{i} \cdot X\left(z_{i}\right)}\right\rangle=\prod_{i<j} z_{i j}^{p_{i} \cdot p_{j}} \sum_{\left\{n_{r}\right\}} c_{\left\{n_{r}\right\}} \prod_{r}\left(\sum_{i \neq 1}\left\langle\partial^{n_{r}} X^{\mu_{r}}\left(i p_{i} \cdot X\left(z_{i}\right)\right\rangle\right) .\right. \tag{4.3}
\end{equation*}
$$

Using that the Wick contraction is given by,

$$
\begin{equation*}
\left\langle\partial^{k} X^{\mu}\left(z_{1}\right) X^{\nu}\left(z_{2}\right)\right\rangle=\eta^{\mu \nu} \frac{(k-1)!}{z_{21}^{k}}, \tag{4.4}
\end{equation*}
$$

we have for the amplitude (4.1),

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int d z \prod_{i<j} z_{i j}^{p_{i} \cdot p_{j}} \sum_{\left\{n_{r}\right\}} c_{\left\{n_{r}\right\}} \prod_{r}\left(\sum_{i \neq 1} i p_{i}^{\mu_{r}} \frac{\left(n_{r}-1\right)!}{z_{i 1}^{n_{r}}}\right) . \tag{4.5}
\end{equation*}
$$

This warmup was useful as a way to see how to perform the Wick contractions. We saw that going from the vertex operator to the amplitude essentially amounts to replacing,

$$
\begin{equation*}
\partial^{m} X^{\mu}\left(z_{1}\right) \rightarrow i(m-1)!\sum_{i \neq 1} \frac{p_{i}^{\mu}}{z_{i 1}^{m}} \tag{4.6}
\end{equation*}
$$

We now move on to using the actual vertex operator, rather than just its schematic form.

### 4.1 A special choice of polarizations

In this section we give the explicit form of the amplitude, for the simple case in which all the DDF photons forming the excited state have the same polarization $\lambda$,

$$
\begin{equation*}
\left(\lambda \cdot A_{-1}\right)^{n_{1}}\left(\lambda \cdot A_{-2}\right)^{n_{2}} \cdots\left(\lambda \cdot A_{-k}\right)^{n_{k}}|0\rangle, \quad N=\sum_{i=1}^{k} i n_{i} . \tag{4.7}
\end{equation*}
$$

Furthermore, we take the polarization to square to zero, $\lambda^{2}=0 .{ }^{13}$ An example of such a polarization is, for instance, circular polarization with two nonzero components, $\frac{1}{\sqrt{2}}(1, \pm i)$. (It is actually not important if all the photons have the same polarization: to get a simplification, what we really need is for the polarizations of all the photons to square to zero and be orthogonal, and the simplest way to achieve that is with one $\lambda$ for which $\lambda^{2}=0$.) With $\lambda^{2}=0$, the form of the vertex operator corresponding to the state (4.7) is relatively simple, and was found earlier in (3.37),

$$
\begin{equation*}
: \lambda \cdot A_{-n} e^{i \widetilde{p} \cdot X}:=\sum_{m=1}^{n} \frac{i}{(m-1)!} \zeta \cdot \partial^{m} X S_{n-m}\left(-\frac{i n}{r!} q \cdot \partial^{r} X\right) e^{i p \cdot X}, \tag{4.8}
\end{equation*}
$$

[^9]where the Schur polynomial that appears was defined in (3.31). Using the above results, the amplitude for the scattering of the state (4.7) with tachyons is,
\[

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int d z \exp (\mathcal{L}) \tag{4.9}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\mathcal{L}=\sum_{i<j} p_{i} \cdot p_{j} \log z_{i j}+\sum_{m=1}^{k} n_{m} \log \left(-\Sigma_{m}\right) \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{n}=\sum_{m=1}^{n}\left(\sum_{j \neq 1} \frac{p_{j} \cdot \zeta}{z_{j 1}^{m}}\right) S_{n-m}\left(n \sum_{i \neq 1} \frac{p_{i} \cdot q}{s z_{i 1}^{s}}\right) \tag{4.11}
\end{equation*}
$$

where $p_{1}$ is the momentum of the excited string and $p_{i}$, with $i \geq 2$, are the momenta of the tachyons. The amplitude also has a momentum conservation delta function which we suppressed, $(2 \pi)^{D} \delta\left(\sum_{i} p_{i}\right)$. The result is expressed in term of Schur polynomials, however in this form it appears unnecessarily complicated. In particular, we may use the contour integral representation of the Schur polynomial given in (3.29) to write this as,

$$
\begin{equation*}
S_{m}\left(n \sum_{i \neq 1} \frac{p_{i} \cdot q}{s z_{i 1}^{s}}\right)=\oint \frac{d w}{2 \pi i} \frac{1}{w^{m+1}} \prod_{i \neq 1}\left(1-\frac{w}{z_{i 1}}\right)^{-n p_{i} \cdot q} \tag{4.12}
\end{equation*}
$$

where inside the integral representation of the Schur polynomial we extended the sum to infinity and performed the sum,

$$
\begin{equation*}
\sum_{s=1}^{\infty} \sum_{i \neq 1} \frac{n p_{i} \cdot q}{s z_{i 1}^{s}} w^{s}=-\sum_{i \neq 1} n p_{i} \cdot q \log \left(1-\frac{w}{z_{i 1}}\right) \tag{4.13}
\end{equation*}
$$

If we wish, we may now perform the sum over $m$ appearing in $\Sigma_{n},{ }^{14}$

$$
\begin{equation*}
\Sigma_{n}=-\oint \frac{d w}{2 \pi i} \frac{1}{w^{n}}\left(\sum_{j \neq 1} \frac{p_{j} \cdot \zeta}{w-z_{j 1}}\right) \prod_{i \neq 1}\left(1-\frac{w}{z_{i 1}}\right)^{-n p_{i} \cdot q} \tag{4.14}
\end{equation*}
$$

The form of the amplitude as written is acceptable, but it is not optimal. In particular, the integrand in the amplitude must have $\mathrm{SL}_{2}$ invariance of the $z_{i}$, as we discussed earlier in section 2. In the current form, the $\mathrm{SL}_{2}$ invariance is not manifest. In order to make it manifest, we should rewrite the amplitude in terms of $\mathrm{SL}_{2}$-invariant cross-ratios. As we will momentarily show, upon doing this we find the amplitude to be (4.9) with ${ }^{15}$

$$
\begin{equation*}
\mathcal{L}=\sum_{1<i<j} p_{i} \cdot p_{j} \log \frac{z_{i j} z_{1 a} z_{1 b}}{z_{1 i} z_{1 j} z_{a b}}+\sum_{m=1}^{k} n_{m} \log \left(-\Sigma_{m}^{\prime}\right)+\left(\sum_{i \neq 1} \log \frac{z_{1 a} z_{1 b}}{z_{1 i}^{2} z_{a b}}+\log \frac{z_{a b}}{z_{1 a} z_{1 b}}\right) \tag{4.15}
\end{equation*}
$$

[^10]where $a$ and $b$ are any distinct indices (chosen out of the indices labeling the tachyons) and,
\[

$$
\begin{equation*}
\Sigma_{n}^{\prime}=\sum_{m=1}^{n}\left(\sum_{j \neq 1, a} p_{j} \cdot \zeta R_{j}^{m}\right) S_{n-m}\left(\frac{n}{s} \sum_{i \neq 1, a} p_{i} \cdot q R_{i}^{s}\right), \quad R_{i}=\frac{z_{a i} z_{1 b}}{z_{1 i} z_{a b}} \tag{4.16}
\end{equation*}
$$

\]

Equivalently, using the integral representation of the Schur polynomial,

$$
\begin{equation*}
\Sigma_{n}^{\prime}=\sum_{j \neq 1, a} p_{j} \cdot \zeta R_{j} \oint \frac{d w}{2 \pi i} \frac{w^{-n}}{1-w R_{j}} \prod_{i \neq 1, a}\left(1-w R_{i}\right)^{-n p_{i} \cdot q} . \tag{4.17}
\end{equation*}
$$

Notice that $R_{a}=0$ and $R_{b}=1$.
Derivation. Let us derive the form of the amplitude given in (4.15). Starting with the "tachyon" piece of $\mathcal{L}$ in (4.10), we use momentum conservation to eliminate $p_{1}$,

$$
\begin{equation*}
\sum_{i<j} p_{i} \cdot p_{j} \log z_{i j}=\sum_{1<i<j} p_{i} \cdot p_{j} \log \frac{z_{i j}}{z_{1 i} z_{1 j}}-2 \sum_{i \neq 1} \log z_{1 i} . \tag{4.18}
\end{equation*}
$$

Using momentum conservation again, $p_{1}^{2}=\left(\sum_{i \neq 1} p_{i}\right)^{2}$, as well as the mass-shell condition, we have that

$$
\begin{equation*}
-2(N-1)=p_{1}^{2}=\left(\sum_{i \neq 1} p_{i}\right)^{2}=2 \sum_{1<i<j} p_{i} \cdot p_{j}+2 n, \tag{4.19}
\end{equation*}
$$

where $n$ is the number of tachyons. We may solve for $p_{a} \cdot p_{b}$, with $a$ and $b$ of our choosing,

$$
\begin{equation*}
p_{a} \cdot p_{b}=-\sum_{\substack{1<i<j \\(i, j) \neq(a, b)}} p_{i} \cdot p_{j}-(N-1+n) . \tag{4.20}
\end{equation*}
$$

Using this to eliminate $p_{a} \cdot p_{b}$, we get,

$$
\begin{align*}
\sum_{i<j} p_{i} \cdot p_{j} \log z_{i j}= & \sum_{\substack{1<i<j \\
(i, j) \neq(a, b)}} p_{i} \cdot p_{j} \log \frac{z_{i j} z_{1 a} z_{1 b}}{z_{1 i} z_{1 j} z_{a b}} \\
& +\left(\sum_{i \neq 1} \log \frac{z_{1 a} z_{1 b}}{z_{1 i}^{2} z_{a b}}+\log \frac{z_{a b}}{z_{1 a} z_{1 b}}\right)-N \log \frac{z_{a b}}{z_{1 a} z_{1 b}} . \tag{4.21}
\end{align*}
$$

The first term is manifestly $\mathrm{SL}_{2}$ invariant, the second term combines with the measure to give something $\mathrm{SL}_{2}$ invariant (see footnote 10), and the final term will be absorbed into the $\Sigma_{n}$. In particular, we define,

$$
\begin{equation*}
\Sigma_{n}^{\prime}=\left(\frac{z_{a b}}{z_{1 a} z_{1 b}}\right)^{-n} \Sigma_{n} . \tag{4.22}
\end{equation*}
$$

Our goal now is to write $\Sigma_{n}^{\prime}$ in a form in which it is manifestly $\mathrm{SL}_{2}$ invariant. To do this, we note that as a result of momentum conservation and $p_{1} \cdot \zeta=0$, we may eliminate $p_{a} \cdot \zeta=-\sum_{i \neq 1, a} p_{i} \cdot \zeta$. Applying this to $\Sigma_{n}$ given in (4.14) we get,

$$
\begin{equation*}
\Sigma_{n}=\sum_{j \neq 1, a} p_{j} \cdot \zeta \frac{z_{a j}}{z_{j 1} z_{a 1}} \oint \frac{d w}{2 \pi i} \frac{1}{w^{n}} \frac{1}{1-\frac{w}{z_{j 1}} \frac{1}{1-\frac{w}{z_{a 1}}} \prod_{i \neq 1}\left(1-\frac{w}{z_{i 1}}\right)^{-n p_{i} \cdot q} . . . . ~ . ~} \tag{4.23}
\end{equation*}
$$

Next, we change integration variables to $w \rightarrow z_{a 1} / w$, and use $\sum_{i \neq 1} p_{i} \cdot q=-1$ (a consequence of momentum conservation and that $p_{1} \cdot q=1$ ) to get,

$$
\begin{equation*}
\Sigma_{n}=-\sum_{j \neq 1, a} p_{j} \cdot \zeta \frac{z_{a j}}{z_{j 1} z_{a 1}} \frac{1}{z_{a 1}^{n-1}} \oint \frac{d w}{2 \pi i} \frac{1}{w-\frac{z_{a 1}}{z_{j 1}}} \frac{1}{w-1} \prod_{i \neq 1}\left(w-\frac{z_{a 1}}{z_{i 1}}\right)^{-n p_{i} \cdot q} \tag{4.24}
\end{equation*}
$$

We see that the term involving $w$ to a power disappeared - a result of $\mathrm{SL}_{2}$ invariance. Finally, we change variables $w \rightarrow 1+\frac{z_{a b}}{z_{b 1} w}$, and obtain the claimed result, (4.17).

### 4.2 General polarization

We take the most general state, with the DDF photons taking any allowed polarizations $\lambda_{i} \cdot q=0$,

$$
\begin{equation*}
\lambda_{k} \cdot A_{-m_{k}} \cdots \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}}|0\rangle, \quad N=\sum m_{i} \tag{4.25}
\end{equation*}
$$

The vertex operator for this state was given in (3.45). The amplitude involving this state and any number of tachyons is given by,

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int d z \exp (\mathcal{L}) \tag{4.26}
\end{equation*}
$$

where
$\mathcal{L}=\sum_{i<j} p_{i} \cdot p_{j} \log z_{i j}+\log \left(\sum_{\rho=1}^{\lfloor k / 2\rfloor} \sum_{\pi} \prod_{l=1}^{\rho}\left(\zeta_{\pi(2 l-1)} \cdot \zeta_{\pi(2 l)}\right) \mathbb{S}_{m_{\pi(2 l-1)}, m_{\pi(2 l)}} \prod_{q=2 \rho+1}^{k}\left(-\Sigma_{m_{\pi q}}\left(\zeta_{q}\right)\right)\right)$.
where $\Sigma_{m}(\zeta)$ was defined in $(4.11)$ and $\mathbb{S}_{n, m}$ now refers not to the operator in (3.43), but rather its contraction with $e^{i \sum p_{i} \cdot X\left(z_{i}\right)}$,

$$
\begin{equation*}
\mathbb{S}_{m, n}=\sum_{r=1}^{n} r S_{m+r}\left(m \sum_{i \neq 1} \frac{p_{i} \cdot q}{s z_{i 1}^{s}}\right) S_{n-r}\left(n \sum_{i \neq 1} \frac{p_{i} \cdot q}{s z_{i 1}^{s}}\right) . \tag{4.28}
\end{equation*}
$$

As in section 4.1, we would like to rewrite the amplitude in an $\mathrm{SL}_{2}$ invariant form. Doing this gives,

$$
\begin{align*}
\mathcal{L}= & \sum_{1<i<j} p_{i} \cdot p_{j} \log \frac{z_{i j} z_{1 a} z_{1 b}}{z_{1 i} z_{1 j} z_{a b}}+\left(\sum_{i \neq 1, a, b} \log \frac{z_{1 a} z_{1 b}}{z_{1 i}^{2} z_{a b}}+\log \frac{z_{a b}}{z_{1 a} z_{1 b}}\right) \\
& +\log \left(\sum_{\rho=1}^{\lfloor k / 2\rfloor} \sum_{\pi} \prod_{l=1}^{\rho}\left(\zeta_{\pi(2 l-1)} \cdot \zeta_{\pi(2 l)}\right) \mathbb{S}_{m_{\pi(2 l-1)}^{\prime}, m_{\pi(2 l)}} \prod_{q=2 \rho+1}^{k}\left(-\Sigma_{m_{\pi q}}^{\prime}\left(\zeta_{q}\right)\right)\right) \tag{4.29}
\end{align*}
$$

where $a$ and $b$ are any distinct indices (chosen out of the $n$ indices labeling the tachyons) and $\Sigma_{n}^{\prime}$ was defined in terms of $\Sigma_{n}$ in (4.22) and explicitly given in (4.17), while $\mathbb{S}_{m, n}^{\prime}$ is defined by

$$
\begin{equation*}
\mathbb{S}_{m, n}^{\prime}=\left(\frac{z_{a b}}{z_{1 a} z_{1 b}}\right)^{-n-m} \mathbb{S}_{m, n} \tag{4.30}
\end{equation*}
$$

We still need to write $\mathbb{S}_{m, n}^{\prime}$ in a form which makes the $\mathrm{SL}_{2}$ invariance manifest. By using the integral representation of the Schur polynomial (4.12), performing the sum over
$r$, and doing a change of integration variables, analogous to what we did in the derivation of $\Sigma_{n}^{\prime}$, we get,

$$
\begin{equation*}
\mathbb{S}_{m, n}^{\prime}=\oint \frac{d w}{2 \pi i} \oint \frac{d v}{2 \pi i} \frac{1}{(v-w)^{2}} \frac{1}{w^{m} v^{n}} \prod_{i \neq 1, a}\left(1-w R_{i}\right)^{-m p_{i} \cdot q} \prod_{j \neq 1, a}\left(1-v R_{j}\right)^{-n p_{j} \cdot q}, \tag{4.31}
\end{equation*}
$$

where the cross-ratio of the points, $R_{i}$, was given in (4.16). We may equivalently write this in terms of the Schur polynomials,

$$
\begin{equation*}
\mathbb{S}_{m, n}^{\prime}=\sum_{r=1}^{n} r S_{m+r}\left(m \sum_{i \neq 1, a} \frac{p_{i} \cdot q}{s} R_{i}^{s}\right) S_{n-r}\left(n \sum_{i \neq 1, a} \frac{p_{i} \cdot q}{s} R_{i}^{s}\right) . \tag{4.32}
\end{equation*}
$$

Summary. Let us summarize where we currently stand. We have computed the amplitude involving the most general excited state and any number of tachyons. The result is (4.29), and the various terms appearing in this expression are defined in this section and in the previous one. The expression is clearly involved. The amplitude simplifies in the special case when the dot product of all the polarizations vanishes, in which case (4.29) turns into the expression (4.15) found in section 4.1.

Another special case is an excited state involving only one excited mode $\left(\lambda \cdot A_{-k}\right)^{n}$. In this case the combinatorial sum in (4.29) simplifies and we find,

$$
\begin{align*}
\mathcal{L}= & \sum_{1<i<j} p_{i} \cdot p_{j} \log \frac{z_{i j} z_{1 a} z_{1 b}}{z_{1 i} z_{1 j} z_{a b}}+\left(\sum_{i \neq 1, a, b} \log \frac{z_{1 a} z_{1 b}}{z_{1 i}^{2} z_{a b}}+\log \frac{z_{a b}}{z_{1 a} z_{1 b}}\right) \\
& +n!\sum_{r=0}^{\lfloor n / 2\rfloor} \frac{\left(\Sigma_{k}^{\prime}\right)^{n-2 r}}{(n-2 r)!} \frac{1}{r!}\left(\frac{\lambda \cdot \lambda}{2} \mathbb{S}_{k, k}^{\prime}\right)^{r} \tag{4.33}
\end{align*}
$$

A special case of this would be exciting the mode $k=1$, the leading Regge trajectory.
This is as far as we can go without specifying the number of tachyons. In section 5 we will specialize to amplitudes with one excited string and two tachyons, and one excited string and three tachyons, and give more explicit expressions.

## 5 Amplitude with one excited string: properties

### 5.1 Two tachyons and one excited string

In this section we compute the amplitude for an excited string to decay into two tachyons, as shown in figure 7 .

As was discussed in section 3, the excited string is formed by repeatedly scattering photons of momenta $-m q$ off of an initial tachyon, where $q$ is a null vector of our choosing, provided $p \cdot q=1$, where $p$ is the momentum of the string. Here $m$ is an integer, and to create a state in which mode $m$ of the string is excited $n_{m}$ times, we send in $n_{m}$ photons with momentum $-m q$. The polarizations $\lambda$ of these DDF photons are transverse to their momentum, $\lambda \cdot q=0$. For simplicity, we first discuss the case in which all the photons have the same polarization $\lambda$. (The general case will be discussed later; the chaos features are unchanged.) With one polarization, the excited state is uniquely specified by the


Figure 7. (a) A spacetime diagram of heavy (highly excited) string of momentum $p_{1}$ decaying into two tachyons of momenta $p_{2}$ and $p_{3}$. (b) The spatial plane of the decay process. The tachyons leave at angle $\theta$, see (5.3). (c) The heavy string state (5.1), with momentum $p_{1}$, is in turn formed by repeatedly scattering DDF photons of momenta $-m q$ a total $n_{m}$ times (for $m=1,2,3, \ldots$ ) off of an initial tachyon of momentum $\widetilde{p}_{1}$. The photons have polarization $\lambda$ which is orthogonal to $q$, and are sent in at angle $\beta$, see (5.4) and (5.6). A spacetime diagram is shown in (c), and the spatial plane is shown in (d). The amplitude depends on the difference $\alpha$ between the angles, $\alpha=\theta-\beta$.
occupation numbers $\left\{n_{m}\right\}$ of each of the transverse string modes $m=1,2,3 \ldots$. In terms of the DDF creation operators $\left(A_{-m}^{\mu}\right.$ for mode $m$ ), the state is,

$$
\begin{equation*}
\prod_{m=1}^{\infty}\left(\lambda \cdot A_{-m}\right)^{n_{m}}|0\rangle, \quad N=\sum_{m=1}^{\infty} m n_{m} \tag{5.1}
\end{equation*}
$$

We will find that the amplitude for the excited string (5.1) to decay to two tachyons is proportional to,

$$
\begin{align*}
\mathcal{A} & \propto \prod_{m=1}^{\infty}\left(p_{3} \cdot \zeta P_{m}\left(p_{3} \cdot q\right)\right)^{n_{m}} \\
p_{3} \cdot \zeta & =-\sqrt{\frac{N}{2}} \sin \alpha, \quad p_{3} \cdot q=-\cos ^{2} \frac{\alpha}{2}, \quad P_{m}(a)=\frac{(1+m a)_{m-1}}{(m-1)!} \tag{5.2}
\end{align*}
$$

where $\alpha$ is the relative angle between the direction of the tachyons and the photons creating the string, and $(a)_{m}$ is the Pochhammer symbol. This expression is valid in the approximation that the state is highly excited, $N \gg 1$, and the angle $\alpha$ is not close to 0
or $\pi$. This expression captures the angular dependence $\alpha$ of the amplitude; the amplitude also contains a state-dependent normalization prefactor, for which we do not have a simple expression. We will spend the rest of this section deriving and studying the result (5.2).

Kinematics. Let us look at the kinematics for the process of a heavy string decaying into two tachyons. The kinematics will occur in a three spacetime dimensional plane, and we choose the frame in which the heavy string is at rest. The heavy string is taken to have momentum $p_{1}$, while the two tachyons have momenta $p_{2}$ and $p_{3}$. Conservation of momentum is $p_{1}+p_{2}+p_{3}=0$. To slightly simplify the presentation, we take the heavy string to be very massive $N \gg 1$, so that we may approximate the mass $M^{2}=2(N-1) \approx 2 N$. The kinematics is,

$$
\begin{align*}
& p_{1}=\sqrt{2 N}(1,0,0)  \tag{5.3}\\
& p_{2}=-\frac{\sqrt{2 N}}{2}(1, \sin \theta, \cos \theta) \\
& p_{3}=-\frac{\sqrt{2 N}}{2}(1,-\sin \theta,-\cos \theta) .
\end{align*}
$$

As discussed in section 3, the heavy (excited) string is formed by repeatedly scattering photons with momentum proportional to $q$ (which we refer to as DDF photons) off of a tachyon. The vector $q$ must satisfy $p_{1} \cdot q=1$, in order to produce a heavy string of the correct mass. Combined with the requirement that the photon momentum be null, $q^{2}=0$, this fixes $q$ to take the form,

$$
\begin{equation*}
q=-\frac{1}{\sqrt{2 N}}(1, \sin \beta, \cos \beta) \tag{5.4}
\end{equation*}
$$

where $\beta$ is an arbitrary angle which we are free to choose. A dot product we will need later on, between $q$ and the momenta of the tachyons, is,

$$
\begin{equation*}
p_{2} \cdot q=-\sin ^{2} \frac{\alpha}{2}, \quad p_{3} \cdot q=-\cos ^{2} \frac{\alpha}{2}, \quad \alpha=\theta-\beta . \tag{5.5}
\end{equation*}
$$

The polarization $\lambda$ of the DDF photon must be orthogonal to its momentum, $\lambda \cdot q=0$. In three dimensions, the polarization is therefore,

$$
\begin{equation*}
\lambda=(0,-\cos \beta, \sin \beta) . \tag{5.6}
\end{equation*}
$$

If we are in dimension $D$ that is four or higher, we can let the polarization have arbitrary components $\lambda^{i}$ in the higher dimensions, $i=3, \ldots, D$. A special case is circular polarization

$$
\begin{equation*}
\lambda=\frac{1}{\sqrt{2}}(0,-\cos \beta, \sin \beta, \pm i), \tag{5.7}
\end{equation*}
$$

which has $\lambda^{2}=0$. As usual, we can add a multiple of $q$ to $\lambda$, and leave the amplitude unchanged. Recalling that $\zeta_{\mu}=\lambda_{\mu}-\left(\lambda \cdot p_{1}\right) q_{\mu}$, since $\lambda \cdot p_{1}=0$, we have $\zeta_{\mu}=\lambda_{\mu}$. The dot product of the momenta with the polarization is thus,

$$
\begin{equation*}
p_{2} \cdot \zeta=-p_{3} \cdot \zeta=\sqrt{\frac{N}{2}} \sin \alpha . \tag{5.8}
\end{equation*}
$$

The amplitude can only be a function of: $p_{i} \cdot p_{j}$ (all of which are constants), $p_{i} \cdot q$ and $p_{i} \cdot \zeta$. We see that neither of these depend on $\theta$ or $\beta$ individually, but only on their difference $\alpha=\theta-\beta$, and so the amplitude will only depend on $\alpha$. This had to be the case: since the choice of $q$, and hence $\beta$, is arbitrary and any particular $q$ is enough to get a complete basis of excited states, it could not have been the case that different $\beta$ lead to physically different amplitudes. We see that a change of $\beta$ is just a coordinate rotation.

The amplitude. We now turn to the amplitude for a heavy string to decay into two tachyons. In section 4 we discussed the amplitude involving one heavy string and any number of tachyons. We can easily specialize this to two tachyons.

The formulas for the amplitude were considerably simpler in the case in which the polarization $\lambda$ of the DDF photons is null, $\lambda^{2}=0$, as discussed in section 4.1. This can be achieved in dimensions four or higher by taking the polarizations to either all be righthanded circularly polarized, or all left-handed circularly polarized, see (5.7). We will start with this case.

The amplitude found in section 4.1 is,

$$
\begin{equation*}
\mathcal{A}=\mathcal{N} \prod_{m=1}^{\infty}\left(\Sigma_{m}^{\prime}\right)^{n_{m}} \tag{5.9}
\end{equation*}
$$

where $\Sigma_{m}^{\prime}$ was given in (4.17) and $\mathcal{N}$ is an irrelevant normalization factor. Applying that formula to two tachyons, we take $a=2, b=3$ and find $R_{3}=1$, and

$$
\begin{equation*}
\Sigma_{n}^{\prime}=p_{3} \cdot \zeta \oint \frac{d w}{2 \pi i} \frac{w^{-n}}{(1-w)^{1+n p_{3} \cdot q}}=p_{3} \cdot \zeta \frac{\left(1+n p_{3} \cdot q\right)_{n-1}}{(n-1)!} \tag{5.10}
\end{equation*}
$$

The amplitude is thus,

$$
\begin{equation*}
\mathcal{A}=\mathcal{N}\left(p_{3} \cdot \zeta\right)^{J} \prod_{m=1}^{\infty} P_{m}\left(p_{3} \cdot q\right)^{n_{m}} \tag{5.11}
\end{equation*}
$$

where $J$ is the spin $J=\sum_{m} n_{m}$, and $p_{3} \cdot \zeta$ was given in (5.8), $p_{3} \cdot q$ was given in (5.5) and we defined $P_{m}(a)$ in terms of the Pochhammer symbol,

$$
\begin{equation*}
P_{m}(a)=\frac{(1+m a)_{m-1}}{(m-1)!}, \quad(a)_{m}=a(a+1) \cdots(a+m-1) . \tag{5.12}
\end{equation*}
$$

For some low values of $m$, the explicit form of $P_{m}(a)$ is,

$$
\begin{array}{ll}
P_{1}(a)=1, & P_{2}(a)=1+2 a, \\
P_{3}(a)=\frac{(1+3 a)(2+3 a)}{2}, & P_{4}(a)=\frac{(1+4 a)(2+4 a)(3+4 a)}{6} . \tag{5.13}
\end{array}
$$

Let us now consider the case of general polarization $\lambda$. We will find the amplitude is essentially proportional to (5.11), in a way in which we will elaborate on. In section 4.2 we discussed the case of general polarization, and found that the amplitude is given by (5.9) multiplied by a function of,

$$
\begin{equation*}
\frac{\zeta^{2} \mathbb{S}_{i j}^{\prime}}{\Sigma_{i}^{\prime} \Sigma_{j}^{\prime}} \tag{5.14}
\end{equation*}
$$

for various $i$ and $j$. The precise function is found by considering all possible Wick contractions involving the creation operators forming the state. The function will be discussed in [44], but we actually don't need to know it. The reason is that in the large $N$ limit the ratio (5.14) is just a number, independent of the angle $\alpha$. Let us compute this ratio. First, we note that if we specialize the formula (4.32) for $\mathbb{S}_{i j}^{\prime}$ to the case of two tachyons, we can take the indices to be $a=2$ and $i=3$ and it reduces to,

$$
\begin{equation*}
\mathbb{S}_{m, n}^{\prime}=\sum_{r=1}^{n} r S_{m+r}\left(m \frac{p_{3} \cdot q}{r}\right) S_{n-r}\left(n \frac{p_{3} \cdot q}{r}\right) . \tag{5.15}
\end{equation*}
$$

Upon performing the sum,

$$
\begin{align*}
\mathbb{S}_{m, n}^{\prime} & =\sum_{r=1}^{n} r \frac{\left(m p_{3} \cdot q\right)_{m+r}}{(m+r)!} \frac{\left(n p_{3} \cdot q\right)_{n-r}}{(n-r)!} \\
& =\frac{m n}{m+n} p_{3} \cdot q\left(1+p_{3} \cdot q\right) \frac{\left(1+n p_{3} \cdot q\right)_{n-1}}{(n-1)!} \frac{\left(1+m p_{3} \cdot q\right)_{m-1}}{(m-1)!} . \tag{5.16}
\end{align*}
$$

As a result the ratio that we need is,

$$
\begin{equation*}
\frac{\mathbb{S}_{i j}^{\prime}}{\Sigma_{i}^{\prime} \Sigma_{j}^{\prime}}=\frac{i j}{i+j} \frac{p_{3} \cdot q\left(1+p_{3} \cdot q\right)}{\left(p_{3} \cdot \zeta\right)^{2}} \tag{5.17}
\end{equation*}
$$

The kinematic terms appearing here were given earlier, see (5.5) and (5.8), which gives,

$$
\begin{equation*}
\frac{p_{3} \cdot q\left(1+p_{3} \cdot q\right)}{\left(p_{3} \cdot \zeta\right)^{2}}=-\frac{1}{2 N} . \tag{5.18}
\end{equation*}
$$

Actually, we should be slightly careful - the kinematics we have been using involved taking the large $N$ limit. If we do this more carefully, at finite $N$. we get,

$$
\begin{equation*}
\frac{p_{3} \cdot q\left(1+p_{3} \cdot q\right)}{\left(p_{3} \cdot \zeta\right)^{2}}=-\frac{1}{2} \frac{3+N-\frac{4}{\sin ^{2} \alpha}}{N^{2}+2 N-3} \approx \frac{-1}{2 N}+\frac{1}{2 N^{2}}\left(\frac{4}{\sin ^{2} \alpha}-1\right)+\mathcal{O}\left(\frac{1}{N^{3}}\right) . \tag{5.19}
\end{equation*}
$$

Thus, as long as we are away from $\alpha=0, \pi$, the leading term is a good approximation. Therefore, in the large $N$ limit and away from $\alpha=0, \pi$ we have,

$$
\begin{equation*}
\frac{\mathbb{S}_{i j}^{\prime}}{\Sigma_{i}^{\prime} \Sigma_{j}^{\prime}} \approx-\frac{1}{2 N} \frac{i j}{i+j} \tag{5.20}
\end{equation*}
$$

The amplitude will contain a function of these variables, which we don't know. However, since the variables are independent of $\alpha$, the function will be independent of $\alpha$.

Thus, away from $\alpha=0$ and $\alpha=\pi$, the amplitude is proportional to (5.11),

$$
\begin{equation*}
\mathcal{A} \propto\left(p_{3} \cdot \zeta\right)^{J} \prod_{m=1}^{\infty} P_{m}\left(p_{3} \cdot q\right)^{n_{m}} \tag{5.21}
\end{equation*}
$$

where $P_{m}(a)$ was defined in (5.12), $p_{3} \cdot q$ was given in (5.5), and $p_{3} \cdot \zeta$ was given in (5.8). We may equally well write the amplitude with $p_{3} \cdot \zeta$ under the product, or the amplitude expressed in terms of $p_{2} \cdot q$ and $p_{2} \cdot \zeta$,

$$
\begin{equation*}
\mathcal{A} \propto \prod_{m}\left(p_{3} \cdot \zeta P_{m}\left(p_{3} \cdot q\right)\right)^{n_{m}}=(-1)^{N}\left(p_{2} \cdot \zeta\right)^{J} \prod_{m} P_{m}\left(p_{2} \cdot q\right)^{n_{m}} \tag{5.22}
\end{equation*}
$$

where in the second equality we used that $P_{m}(-1-a)=(-1)^{m-1} P_{m}(a)$ combined with $p_{3} \cdot q=-1-p_{2} \cdot q$, as well as $p_{2} \cdot \zeta=-p_{3} \cdot \zeta$.

The amplitude (5.21) is the result (5.2) that was advertised at the beginning of the section as the amplitude for the heavy state (5.1) to decay to two tachyons. Perhaps the most familiar heavy state is the leading Regge trajectory $\left(\lambda \cdot A_{-1}\right)^{N}|0\rangle$. Since $P_{1}(a)=1$ (5.13), the amplitude is simply,

$$
\begin{equation*}
\mathcal{A} \sim\left(p_{3} \cdot \zeta\right)^{J} \sim(\sin \alpha)^{J}, \quad J=N, \quad \text { for the state } \quad\left(\lambda \cdot A_{-1}\right)^{N}|0\rangle . \tag{5.23}
\end{equation*}
$$

As would be expected, the amplitude is simple. A slightly more general simple state is one in which only one mode is excited,

$$
\begin{equation*}
\left(\lambda \cdot A_{-k}\right)^{n}|0\rangle, \quad N=n k, \quad \mathcal{A} \propto\left(p_{3} \cdot \zeta P_{k}\left(p_{3} \cdot q\right)\right)^{n} \tag{5.24}
\end{equation*}
$$

The amplitude is again a smooth function of the angle $\alpha$. Of course, this state is still special, so this is to be expected. We will soon show that, in contrast, for generic states the amplitude is erratic.

General polarization. The excited string state that we have so far discussed, (5.1), with one polarization is the general state in three dimension. In $D$ space-time dimensions, there are $D-2$ independent polarization vectors and the most general state is given by,

$$
\begin{equation*}
\prod_{k=1}^{n_{1}}\left(\lambda_{k}^{1} \cdot A_{-1}\right) \prod_{k=1}^{n_{2}}\left(\lambda_{k}^{2} \cdot A_{-2}\right) \cdots \prod_{k=1}^{n_{r}}\left(\lambda_{k}^{r} \cdot A_{-r}\right)|0\rangle, \quad N=\sum_{m=1}^{r} m n_{m} . \tag{5.25}
\end{equation*}
$$

If all the polarization vectors are orthogonal to each and null then the amplitude is,

$$
\begin{equation*}
\mathcal{A} \propto \prod_{k=1}^{n_{1}}\left(p_{3} \cdot \zeta_{k}^{1}\right) \prod_{k=1}^{n_{2}}\left(p_{3} \cdot \zeta_{k}^{2}\right) \cdots \prod_{k=1}^{n_{r}}\left(p_{3} \cdot \zeta_{k}^{r}\right) \prod_{m=1}^{\infty} P_{m}\left(p_{3} \cdot q\right)^{n_{m}}, \tag{5.26}
\end{equation*}
$$

up to a normalization constant, where $\zeta_{\mu, k}^{i}=\lambda_{\mu, k}^{i}-\left(\lambda_{k}^{i} \cdot p_{1}\right) q_{\mu}$. If there is only one polarization vector, this reduces to (5.21). In the case the polarization vectors are not orthogonal to each other, (5.26) will be multiplied by a function of

$$
\begin{equation*}
\frac{\zeta_{k}^{i} \cdot \zeta_{l}^{j} \mathbb{S}_{i j}^{\prime}}{\Sigma_{i}^{\prime} \Sigma_{j}^{\prime}} \tag{5.27}
\end{equation*}
$$

As we saw earlier in (5.18), the ratio $\mathbb{S}_{i j}^{\prime} /\left(\Sigma_{i}^{\prime} \Sigma_{j}^{\prime}\right)$ is independent of $\alpha$. So this function of (5.27) will only be a function of the dot products of the polarization vectors. Thus, the $\alpha$ dependence of the amplitude is captured by (5.26), whereas the dependence on the relative polarization angles is not something we explicitly know. The essential point is that the factor that will give rise to chaos is the $\alpha$ dependent term $\prod_{m=1}^{\infty} P_{m}\left(p_{3} \cdot q\right)^{n_{m}}$ that appears in the amplitude. This term is independent of the choices of polarization. We will therefore continue our discussion of the amplitude by focusing on the amplitude (5.21) for the case of one polarization vector.


Figure 8. A plot of $P_{m}(a)$ (5.12) with $m=11$. At large $m P_{m}(a)$ is approximated by (5.28).

Oscillations in $\boldsymbol{P}_{\boldsymbol{m}}(\boldsymbol{a})$. The essential ingredient in the amplitude is the function which we called $P_{m}(a)$ in (5.12). We notice that $P_{m}(a)$ is oscillatory for $-1<a<0$, and monotonic for $a$ outside this range. For us $a=p_{3} \cdot q$ and is in the oscillatory range $-1<a<0$, at large $N$. A plot of $P_{m}(a)$ for $m=11$ is shown in figure 8 . The larger $m$, the more oscillatory $P_{m}(a)$ is. Indeed, we can simplify $P_{m}(a)$ at large $m$ through use of Stirling's approximation. For $-1<a<0$, we get,

$$
\begin{equation*}
P_{m}(a)=-\sin (\pi m a) \sqrt{\frac{2}{m \pi}} \frac{(1+a)^{m(1+a)-\frac{1}{2}}}{(-a)^{m a+\frac{1}{2}}}, \quad m|a| \gg 1 \tag{5.28}
\end{equation*}
$$

An erratic amplitude. Each $P_{m}(a)$ comprising the amplitude (5.21) is a smooth function of $a$ that has $m-1$ zeros as $a$ ranges from -1 to 0 . In the limit of large $m$, as we said, $P_{m}(a)$ can be approximated by (5.28), and the zeros lie at $a=\frac{1}{m}, \frac{2}{m}, \ldots, \frac{m-1}{m}$. Each $P_{m}(a)$ by itself is a fairly regular function.

However, with a product of $P_{m}(a)$ over many $m$ we have a much more interesting function. Taking the amplitude (5.21) and using the approximation (5.28), the amplitude takes the form,
$\mathcal{A} \sim(\sin \alpha)^{J} \exp \left(-\sum_{m} n_{m} \log m\right) \frac{\left(1+p_{3} \cdot q\right)^{N\left(1+p_{3} \cdot q\right)-\frac{J}{2}}}{\left(-p_{3} \cdot q\right)^{N p_{3} \cdot q+\frac{J}{2}}} \prod_{m}\left(\sin \left(\pi m p_{3} \cdot q\right)\right)^{n_{m}}, \quad m \gg 1$.
The kinematic factor $p_{3} \cdot q$ was given in (5.5), $p_{3} \cdot q=-\cos ^{2} \frac{\alpha}{2}$. The erratic nature of the amplitude comes from the last term, the product of the sine factors. Consider taking the limit of $N$ goes to infinity, and taking our excited string state to have a nonzero occupation number for each mode. The amplitude then has a zero for every angle $\alpha$ at which $\cos ^{2} \frac{\alpha}{2}$ is a rational number.

For any particular (generic, highly excited) state, the amplitude appears to be erratic, in both the change in the outgoing tachyons or the ingoing excited string. In particular, a small change in the angle $\theta$ of the detector for the tachyons potentially leads to a large change in the amplitude (recall that $\alpha=\theta-\beta$ ). Likewise, the amplitude has the same sensitivity to the ingoing state, under a small change in the angle $\beta$ of the DDF photons that form the excited string. In addition, the amplitude is sensitive to the precise occupation levels of the initial string: suppose we take an initial string in which a large number of


Figure 9. A plot of the amplitude for an excited string (at level $N=50$, in a particular state we specify) to decay to two tachyons, as a function of the angle $\alpha$, as given by (5.21). (a) The amplitude for the state with occupation numbers $n_{11}=n_{7}=n_{5}=1, n_{4}=4, n_{3}=3, n_{1}=2$.
(b) We slightly change the state to have $n_{12}=n_{6}=1$ and $n_{11}=n_{7}=0$, and other occupation numbers unaffected. It is very different from plot (a).
different modes have nonzero occupation number. Let one of these modes be $m$, so that $n_{m}$ is nonzero. Let $r$ be a nearby mode for which $n_{r}$ is zero. It is a fairly minor change in the state to change $n_{m}$ to zero and $n_{r}$ to something nonzero. The ratio of these two amplitudes contains $P_{r}\left(p_{3} \cdot q\right) / P_{m}\left(p_{3} \cdot q\right)$, a function which has both zeros and poles.

An example. Let us look at the amplitude (5.21) for some particular excited string state. As an example, we take the excited string to be at level $N=50$, and take some randomly chosen state at this level. For instance,

$$
\begin{equation*}
\left(\lambda \cdot A_{-11}\right)\left(\lambda \cdot A_{-7}\right)\left(\lambda \cdot A_{-5}\right)\left(\lambda \cdot A_{-4}\right)^{4}\left(\lambda \cdot A_{-3}\right)^{3}\left(\lambda \cdot A_{-1}\right)^{2}|0\rangle . \tag{5.30}
\end{equation*}
$$

We plot the amplitude (5.21) as a function of angle $\alpha$ in figure 9(a). Even at this relatively small value of $N$, the amplitude exhibits nontrivial behavior. If we change to a different state, also at level 50, the amplitude looks very different, as shown in figure 9(b).

A detector measuring erratic behavior. Let us now combine everything to discuss our setup. We start with a highly excited string in a generic state. At finite string coupling $g_{s}$, the excited string will decay into other strings. For small $g_{s}$, we can look at just the leading order process, of the string decaying into two strings.

For simplicity, we focus on the case in which the string decays into two tachyons. This is not the generic decay channel, and not the dominant decay channel, however it is the simplest to calculate. Operationally, we can arrange to have a detector which only detects tachyons. There is a finite amplitude for the initial string to decay into two tachyons, and so the detector will occasionally click.

We are interested in the behavior of the amplitude as a function of the outgoing angle of the tachyons. If the initial excited string state is one of the basis states we discussed, then the amplitude is highly erratic as a function of the angle, and is extremely sensitive
to the precise state of the heavy string. As we move our detector around (varying $\theta$ ), its detection of tachyons will vary erratically.

A natural way of forming the initial highly excited string is through a scattering process of light strings. This is encoded in the DDF construction of an excited string that we have been using, in which photons are repeatedly scattered off of an initial tachyon. A small change in the excited string state then corresponds to a small change in one of the momenta of the many photons that formed the excited string. Note also that the erratic behavior in the amplitude arrises in the limit in which the string is in a generic highly excited state (large $N$ ); a large number of photons are sent in to form it. This is in line with the proposal of [4], that chaos can be seen in the erratic behavior of the scattering amplitude of many particles, under a change in the momentum of one of the particles.

This erratic behavior is not seen in the imaginary part of the high energy, large $s$, scattering amplitude of two tachyons, even though this is given by a sum, over all states of mass $\sqrt{s}$, of the square of these amplitudes. Most of the terms in the sum will be erratic, but the chaotic, erratic behavior is washed out in the sum.

### 5.2 Three tachyons and one excited string

In this section we discuss the amplitude involving an excited string and three tachyons. The amplitude involving an excited string and any number of tachyons was discussed in section 4. In this section we specialize the formulas found there to three tachyons.

Special polarization. We start with the case considered in section 4.1: an excited state,

$$
\begin{equation*}
\left(\lambda \cdot A_{-1}\right)^{n_{1}}\left(\lambda \cdot A_{-2}\right)^{n_{2}} \cdots\left(\lambda \cdot A_{-k}\right)^{n_{k}}|0\rangle, \quad N=\sum_{i=1}^{k} i n_{i} \tag{5.31}
\end{equation*}
$$

in which the polarizations $\lambda$ of all the DDF photons forming the excited state are the same and $\lambda^{2}=0$. We found the amplitude is,

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int d z \exp (\mathcal{L}) \tag{5.32}
\end{equation*}
$$

where $\mathcal{L}$ was given by (4.15) which, after taking $n=3$ (three tachyons), and $a=2, b=3$, becomes,

$$
\begin{equation*}
\mathcal{L}=p_{2} \cdot p_{4} \log R+p_{3} \cdot p_{4} \log (R-1)-\log \left(z_{14}^{2} z_{23}^{2}\right)+\sum_{m=1}^{k} n_{m} \log \left(-\Sigma_{m}^{\prime}\right), \quad R \equiv R_{4}=\frac{z_{13} z_{24}}{z_{14} z_{23}} \tag{5.33}
\end{equation*}
$$

and $\Sigma_{n}^{\prime}$ given in (4.17) becomes,

$$
\begin{equation*}
\Sigma_{n}^{\prime}=p_{3} \cdot \zeta \oint \frac{d w}{2 \pi i} \frac{w^{-n}}{(1-w)^{1+n p_{3} \cdot q}(1-w R)^{n p_{4} \cdot q}}+p_{4} \cdot \zeta \oint \frac{d w}{2 \pi i} \frac{R w^{-n}}{(1-w)^{n p_{3} \cdot q}(1-w R)^{1+n p_{4} \cdot q}} \tag{5.34}
\end{equation*}
$$

where we used that $R_{3}=1$. Performing the integrals gives,

$$
\begin{align*}
\Sigma_{n}^{\prime}= & p_{3} \cdot \zeta \sum_{m=0}^{n-1} \frac{\left(1+n p_{3} \cdot q\right)_{n-1-m}}{(n-1-m)!} \frac{\left(n p_{4} \cdot q\right)_{m}}{m!} R^{m} \\
& +p_{4} \cdot \zeta \sum_{m=0}^{n-1} \frac{\left(1+n p_{4} \cdot q\right)_{n-1-m}}{(n-1-m)!} \frac{\left(n p_{3} \cdot q\right)_{m}}{m!} R^{n-m} \tag{5.35}
\end{align*}
$$

We can use $\mathrm{SL}_{2}$ symmetry to fix three of the four $z_{i}$ in the integral for the amplitude (5.32) (see the discussion above (2.24)) to the values $z_{1}=\infty, z_{2}=1, z_{3}=z$ and $z_{4}=0$, so that $R=(1-z)^{-1}$. The amplitude becomes,

$$
\begin{equation*}
\mathcal{A}=\int_{0}^{1} d z z^{p_{3} \cdot p_{4}}(1-z)^{p_{2} \cdot p_{3}} \prod_{m}\left(-\Sigma_{m}^{\prime}\right)^{n_{m}} \tag{5.36}
\end{equation*}
$$

This expression for the amplitude, with $\Sigma_{n}^{\prime}$ given above in (5.35), is fully explicit and relatively compact. We see that the scaling with the polarization is $\zeta^{J}$, where $J=\sum_{m} n_{m}$ is the spin, which is correct. If we wished, we could do a multinomial expansion of $\left(-\Sigma_{m}^{\prime}\right)^{n_{m}}$ in powers of $(1-z)$, and then perform the $z$ integrals, thereby obtaining the amplitude as a sum of beta functions. However, such an expression wouldn't be any more enlightening than the current form.

Notice that if we take the excited state to be a tachyon, setting $n_{m}=0$ for all $m$, then we recover the Veneziano amplitude. As is well known, for high energy, fixed angle scattering of tachyons (large Mandelstam $s$ and $t$ ), one can get the amplitude by taking the saddle with respect to $z[90,91]$. If the excited state were only moderately excited, so that $N$ remains finite as $s, t \rightarrow \infty$, then the same saddle would hold here. However, the situation we are studying is one in which $N$ is of the same order as $s$ and $t$, and so one can not neglect the $\left(-\Sigma_{m}^{\prime}\right)^{n_{m}}$ in (5.36) when finding the saddle. We leave a discussion of the saddle to future work.

Special polarization and special kinematics. There is one special case in which the amplitude simplifies. Looking at $\Sigma_{n}^{\prime}(5.35)$ we notice that it simplifies significantly if $q \cdot p_{4}=\zeta \cdot p_{4}=0$,

$$
\begin{equation*}
\Sigma_{n}^{\prime}=p_{3} \cdot \zeta \frac{\left(1+n p_{3} \cdot q\right)_{n-1}}{(n-1)!}=p_{3} \cdot \zeta P_{n}\left(p_{3} \cdot q\right), \quad \text { for } \quad q \cdot p_{4}=\zeta \cdot p_{4}=0 \tag{5.37}
\end{equation*}
$$

The dependence on $R$ has disappeared, and the amplitude becomes,

$$
\begin{align*}
\mathcal{A} & =\prod_{m}\left(-\Sigma_{m}^{\prime}\right)^{n_{m}} \int_{0}^{1} d z z^{p_{3} \cdot p_{4}}(1-z)^{p_{2} \cdot p_{3}} \\
& =\prod_{m}\left(-p_{3} \cdot \zeta P_{m}\left(p_{3} \cdot q\right)\right)^{n_{m}} \beta\left(p_{3} \cdot p_{4}+1, p_{2} \cdot p_{3}+1\right), \tag{5.38}
\end{align*}
$$

where the beta function is just the tachyon amplitude, see (2.24). Comparing with the three-point amplitude in (5.11), the four-point amplitude - for our special kinematic configuration - is the three-point heavy-tachyon-tachyon amplitude multiplied by the four-point tachyon amplitude.

The conditions that we needed, $q \cdot p_{4}=\zeta \cdot p_{4}=0$, can equivalently be written as $q \cdot p_{4}=\lambda \cdot p_{4}=0$, because $\zeta_{\mu}=\lambda_{\mu}-\left(\lambda \cdot p_{1}\right) q_{\mu}$. So the momentum of the tachyon is orthogonal to the momenta of the DDF photons that created the excited state (which are proportional to $q$ ), and orthogonal to their polarization. Since $q$ is null this means that in the high energy limit, in which tachyons are approximately massless, $p_{4}$ is approximately some multiple of $q$. Also, the condition $p_{4} \cdot \lambda=0$ follows automatically, since $q \cdot \lambda=0$.

General polarization. Finally, we look at the case considered in section 4.2 of an excited string in a general state,

$$
\begin{equation*}
\lambda_{k} \cdot A_{-m_{k}} \cdots \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}}|0\rangle, \quad N=\sum_{i} m_{i} \tag{5.39}
\end{equation*}
$$

The amplitude is given by,

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int d z \exp (\mathcal{L}) \tag{5.40}
\end{equation*}
$$

where $\mathcal{L}$ was given by (4.29) which, after taking $n=3$ (three tachyons), and $a=2, b=3$, becomes,

$$
\begin{align*}
\mathcal{L}= & p_{2} \cdot p_{4} \log R+p_{3} \cdot p_{4} \log (R-1)-\log \left(z_{14}^{2} z_{23}^{2}\right) \\
& +\log \left(\sum_{\rho=1}^{\lfloor k / 2\rfloor} \sum_{\pi} \prod_{l=1}^{\rho}\left(\zeta_{\pi(2 l-1)} \cdot \zeta_{\pi(2 l)}\right) \mathbb{S}_{m_{\pi(2 l-1)}^{\prime}, m_{\pi(2 l)}} \prod_{q=2 \rho+1}^{k}\left(-\Sigma_{m_{\pi q}}^{\prime}\left(\zeta_{q}\right)\right)\right) \tag{5.41}
\end{align*}
$$

where $R \equiv R_{4}=\frac{z_{13} z_{24}}{z_{14} z_{23}}$, and $\Sigma_{m}^{\prime}(\zeta)$ was given by (5.35), and $\mathbb{S}_{m, n}^{\prime}$ in (4.32) becomes,

$$
\begin{equation*}
\mathbb{S}_{m, n}^{\prime}=\sum_{r=1}^{n} r \oint \frac{d w}{2 \pi i} \frac{w^{-m-r-1}}{(1-w)^{m p_{3} \cdot q}(1-w R)^{m p_{4} \cdot q}} \oint \frac{d v}{2 \pi i} \frac{v^{-n+r-1}}{(1-v)^{n p_{3} \cdot q}(1-v R)^{n p_{4} \cdot q}} \tag{5.42}
\end{equation*}
$$

If we wish, we can evaluate the integrals over $w$ and $v$; each will give a sum, as in (5.35). We may instead do the sum over $r$ to get,

$$
\begin{equation*}
\mathbb{S}_{m, n}^{\prime}=\oint \frac{d w}{2 \pi i} \oint \frac{d v}{2 \pi i} \frac{1}{(v-w)^{2} w^{m} v^{n}} \frac{1}{(1-w)^{m p_{3} \cdot q}(1-w R)^{m p_{4} \cdot q}} \frac{1}{(1-v)^{n p_{3} \cdot q}(1-v R)^{n p_{4} \cdot q}} . \tag{5.43}
\end{equation*}
$$

Notice that if we take $p_{4} \cdot q=0$ in (5.42), then $S_{m, n}^{\prime}$ becomes identical to the $S_{m, n}^{\prime}$ found in the three-point amplitude (5.16).

## 6 Discussion

In this paper we looked at scattering amplitudes involving highly excited strings. A general excited string state was formed by the DDF construction, of repeatedly scattering photons off of an initial tachyon. We studied in detail the amplitude for the decay of a highly excited string into two tachyons. The result is compact and rich, and summarized in the beginning of section 5 . We found that the amplitude involving generic excited strings (in contrast to the more commonly studied special excited states, such as the leading Regge trajectory) is highly sensitive to the precise excited string state (the microstate) and erratic as a function of the relative angle between the outgoing tachyons and the photons used to create the state. We interpret this as chaos in the scattering amplitude.

Although our computation was for one excited string decaying into two tachyons, it seems fairly clear that the effect is general: a scattering amplitude involving any number of generic highly excited strings should be chaotic. The next simplest case to consider is a
highly excited string decaying into another highly excited string by emitting a low energy tachyon or photon. This is more challenging to calculate than the case studied here, and we hope to report on it soon.

An important question is what is the dominant decay channel of a highly excited string. If a highly excited string is to behave like a conventional thermodynamic system, then the dominant decay channel should consist of the string gradually and sequentially emitting low energy tachyons/photons. One might hope that this amplitude can be found by gluing together the three-string amplitudes of an excited string decaying into another excited string and a photon. This process would be an analog of a black hole decaying by gradual emission of Hawking radiation.

String theory is known to have a number of unique and extraordinary properties. The remarkable simplicity and complexity of scattering amplitudes of highly excited strings, exhibiting chaos at weak coupling, is yet one more.

## Acknowledgments

The work of DG is supported by NSF grant 1125915. The work of VR is supported by NSF grant PHY-1911298 and the Sivian Fund of the IAS.

## A Covariant vertex operators

In the main body of the text we found the vertex operators for excited string states through the DDF construction. In this appendix we review the more familiar construction of covariant vertex operators, as found by imposing the Virasoro constraints. This works well for light string states, but becomes increasingly unwieldy for heavy string states.

Recall that the open string field $X^{\mu}$ can be expanded in terms of modes,

$$
\begin{equation*}
\partial X^{\mu}(z)=-i \sum_{n} \frac{\alpha_{n}^{\mu}}{z^{n+1}}, \quad \alpha_{-n}^{\mu}=\frac{i}{(n-1)!} \partial^{n} X^{\mu}(0) \tag{A.1}
\end{equation*}
$$

An excited string state is obtained by acting with the creation operators $\alpha_{-n}^{\mu}$ on the vacuum. The relation above allows us to translate between states and their corresponding vertex operators,

$$
\begin{equation*}
\alpha_{-n_{1}}^{\mu_{1}} \alpha_{-n_{2}}^{\mu_{2}} \cdots \alpha_{-n_{k}}^{\mu_{k}}|0 ; p\rangle \leftrightarrow \partial^{n_{1}} X^{\mu_{1}} \partial^{n_{2}} X^{\nu_{2}} \cdots \partial^{n_{k}} X^{\mu_{k}} e^{i p \cdot X} \tag{A.2}
\end{equation*}
$$

Only particular superpositions of these are allowed states. In order for a state to be physical, it must both be annihilated by the Virasoro generators,

$$
\begin{equation*}
L_{m}|\phi\rangle=0, \quad m>0, \quad L_{m}=\frac{1}{2} \sum_{n=-\infty}^{\infty} \alpha_{m-n} \cdot \alpha_{n} \tag{A.3}
\end{equation*}
$$

and it must be on-shell, $L_{0}|\phi\rangle=|\phi\rangle$, which corresponds to $M^{2}=-2+2 \sum_{n=1}^{\infty} \alpha_{-n} \cdot \alpha_{n}$. Note that $\alpha_{0}^{\mu}=p^{\mu}$. We will show explicitly how this works for states at levels one, two, and three.
$\boldsymbol{N}=1$. At level $N=1$ the states are massless and take the form,

$$
\begin{equation*}
\zeta \cdot \alpha_{-1}|0 ; p\rangle \quad \leftrightarrow \quad \zeta \cdot \partial X e^{i p \cdot X} \tag{A.4}
\end{equation*}
$$

Acting with $L_{1}$ gives,

$$
\begin{equation*}
0=L_{1} \zeta \cdot \alpha_{-1}|0 ; p\rangle=\zeta \cdot p|0 ; p\rangle \tag{A.5}
\end{equation*}
$$

where we used that the relevant part of $L_{1}$ is $L_{1}=\alpha_{0} \cdot \alpha_{1}+\ldots$, and that the modes satisfy the commutation relations $\left[\alpha_{m}^{\mu}, \alpha_{n}^{\nu}\right]=m \eta^{\mu \nu} \delta_{m n}$. We get the constraint that $\zeta \cdot p=0$. A second constraint is that we may add any multiple of $p$ to $\zeta$, while leaving the amplitude involving the vertex operator unaffected. To see this, note that if we take $\zeta=p$, then the vertex operator is a total derivative of the tachyon vertex operator

$$
\begin{equation*}
p \cdot \partial X e^{i p \cdot X}=-i \partial e^{i p \cdot X} \tag{A.6}
\end{equation*}
$$

Thus we have two constraints, and correspondingly a basis of $D-2$ states at level-one in dimension $D$.

Explicitly, suppose we are in three dimensions and take the momentum to be $p=$ $(1,0,1)$. Letting the polarization have components $\zeta_{\mu}=\left(\zeta_{0}, \zeta_{1}, \zeta_{2}\right)$, the constraint $p \cdot \zeta=0$ gives $\zeta_{2}=\zeta_{0}$. Being able to add any multiple of $p$ to $\zeta$ lets us further set $\zeta_{0}=0$. Thus, the polarization is proportional to $(0,1,0)$.
$\boldsymbol{N}=\mathbf{2}$. At level $N=2$ the states have mass $M^{2}=2$ and take the form,

$$
\begin{equation*}
\left(\zeta \cdot \alpha_{-2}-\zeta_{\mu \nu} \alpha_{-1}^{\mu} \alpha_{-1}^{\nu}\right)|0 ; p\rangle, \quad \leftrightarrow \quad\left(i \zeta_{\mu} \partial^{2} X^{\mu}+\zeta_{\mu \nu} \partial X^{\mu} \partial X^{\nu}\right) e^{i p \cdot X} \tag{A.7}
\end{equation*}
$$

Requiring that the state be annihilated under the action of $L_{1}$ and $L_{2}$ gives, respectively,

$$
\begin{equation*}
\zeta_{\mu}-p^{\nu} \zeta_{\mu \nu}=0, \quad \eta^{\mu \nu} \zeta_{\mu \nu}-2 p \cdot \zeta=0 \tag{A.8}
\end{equation*}
$$

where we used that the relevant part of $L_{1}$ is $L_{1}=\alpha_{0} \cdot \alpha_{1}+\alpha_{-1} \cdot \alpha_{2}+\ldots$ and that the relevant part of $L_{2}$ is $L_{2}=\alpha_{2} \cdot \alpha_{0}+\frac{1}{2} \alpha_{1} \cdot \alpha_{1}+\ldots$. Finally, the norm of the state is $2\left(\zeta_{\mu} \zeta^{\mu *}+\zeta_{\mu \nu} \zeta^{\mu \nu *}\right)$. Since $\zeta_{\mu \nu}$ is a symmetric tensor, this gives $D(D+1) / 2$ components. The vector $\zeta_{\mu}$ is fixed via (A.8) in terms of $\zeta_{\mu \nu}$, and the second equation in (A.8) give one constraint. Thus we have a total of $\frac{(D-2)(D+1)}{2}$ independent states, which is the dimension of the symmetric traceless representation of $\mathrm{SO}(D-1)$.
$\boldsymbol{N}=3$. At level $N=3$ the state takes the form,

$$
\begin{aligned}
\left(2 \zeta \cdot \alpha_{-3}\right. & \left.-t_{\mu \nu} \alpha_{-2}^{\mu} \alpha_{-1}^{\nu}-\zeta_{\mu \nu \rho} \alpha_{-1}^{\mu} \alpha_{-1}^{\nu} \alpha_{-1}^{\rho}\right)|0 ; p\rangle \\
& \leftrightarrow\left(i \zeta_{\mu} \partial^{3} X^{\mu}+t_{\mu \nu} \partial^{2} X^{\mu} \partial X^{\nu}+i \zeta_{\mu \nu \rho} \partial X^{\mu} \partial X^{\nu} \partial X^{\rho}\right) e^{i p \cdot X}
\end{aligned}
$$

Requiring that the state be annihilated by $L_{1}, L_{2}$ and $L_{3}$ gives the constraints, respectively,

$$
\begin{align*}
6 \zeta_{\mu}-t_{\mu \nu} p^{\nu} & =0, \quad t_{\mu \nu}+t_{\nu \mu}+3 \zeta_{\mu \nu \rho} p^{\rho}=0 \\
6 \zeta_{\mu}-2 t_{\nu \mu} p^{\nu}-3 \eta^{\nu \rho} \zeta_{\mu \nu \rho} & =0 \\
3 \zeta \cdot p-t_{\mu \nu} \eta^{\mu \nu} & =0 \tag{A.9}
\end{align*}
$$

where in the first line, corresponding to annihilation by $L_{1}$, we have two constraints, coming from the requirement that the coefficients of both $\alpha_{-2}^{\mu}|0\rangle$ and $\alpha_{-1}^{\mu} \alpha_{-1}^{\nu}|0\rangle$ vanish.

Proceeding to higher $N$ in this fashion is tedious. For some discussion see e.g. [37-39].

## B Normalization of DDF operators

In order to gain experience working with the DDF vertex operators, it is useful to check that they are correctly normalized.

Single creation operators. Since the DDF operators $A_{-m}$ obey the commutation relations of creation operators, (2.3), we have that the overlap of two states $\lambda_{1} \cdot A_{-m_{1}}|0\rangle$ and $\lambda_{2} \cdot A_{-m_{2}}|0\rangle$ is given by,

$$
\begin{equation*}
\langle 0| \lambda_{1}^{*} \cdot A_{m_{1}} \lambda_{2} \cdot A_{-m_{2}}|0\rangle=\lambda_{1}^{*} \cdot \lambda_{2} m_{1} \delta_{m_{1}, m_{2}} . \tag{B.1}
\end{equation*}
$$

We would like to get the same thing by computing the two point function of the corresponding DDF vertex operators given in (3.37),

$$
\begin{equation*}
\left\langle V_{1}^{*} V_{2}\right\rangle \equiv\left\langle\left(: \lambda_{1} \cdot A_{-m_{1}} e^{i \tilde{p} \cdot X\left(z_{1}\right)}:\right)^{*}: \lambda_{2} \cdot A_{-m_{2}} e^{i \widetilde{p} \cdot X\left(z_{2}\right)}:\right\rangle . \tag{B.2}
\end{equation*}
$$

We use (3.37) for the vertex operator (note that taking the complex conjugate is equivalent to (3.37) with $q \rightarrow-q$ and $p \rightarrow-p$ ). We get that (B.2) is equal to,

$$
\begin{align*}
\left\langle V_{1}^{*} V_{2}\right\rangle= & \zeta_{1}^{*} \cdot \zeta_{2} \sum_{a_{1}, a_{2}} \frac{\left\langle\partial^{a_{1}} X\left(z_{1}\right) \partial^{a_{2}} X\left(z_{2}\right)\right\rangle}{\left(a_{1}-1\right)!\left(a_{2}-1\right)!} \\
& \times S_{m_{1}-a_{1}}\left(-\frac{m_{1}}{r z_{21}^{r}}\right) S_{m_{2}-a_{2}}\left(-\frac{m_{2}}{r z_{12}^{r}}\right)\left\langle e^{-i p \cdot X\left(z_{1}\right)} e^{i p \cdot X\left(z_{2}\right)}\right\rangle . \tag{B.3}
\end{align*}
$$

We perform the Wick contractions using (2.7), as well as (2.14) which gives, $\left\langle e^{-i p \cdot X\left(z_{1}\right)} e^{i p \cdot X\left(z_{2}\right)}\right\rangle=z_{12}^{-p^{2}}$, and we use for the Schur polynomial,

$$
\begin{equation*}
S_{k}\left(-\frac{m_{1}}{r z_{21}^{r}}\right)=\oint \frac{d w}{2 \pi i} \frac{1}{w^{k+1}}\left(1-\frac{w}{z_{21}}\right)^{m_{1}}=\binom{m_{1}}{k} \frac{(-1)^{k}}{z_{21}^{k}}, \tag{B.4}
\end{equation*}
$$

to get

$$
\begin{equation*}
\left\langle V_{1}^{*} V_{2}\right\rangle=\zeta_{1}^{*} \cdot \zeta_{2} \frac{1}{z_{12}^{m_{1}+m_{2}+p^{2}}} \sum_{a_{1}, a_{2}} \frac{(-1)^{m_{2}-a_{1}-a_{2}}\left(a_{1}+a_{2}-1\right)!}{\left(a_{1}-1\right)!\left(a_{2}-1\right)!}\binom{m_{1}}{a_{1}}\binom{m_{2}}{a_{2}} . \tag{B.5}
\end{equation*}
$$

Evaluating the sum gives, ${ }^{16}$

$$
\begin{equation*}
\left\langle V_{1}^{*} V_{2}\right\rangle=\zeta_{1}^{*} \cdot \zeta_{2} m_{1} \frac{(-1)^{m_{1}}}{z_{12}^{2}} \delta_{m_{1}, m_{2}}, \tag{B.6}
\end{equation*}
$$

where we used that $p^{2}=-2\left(m_{1}-1\right)$. Since $\zeta_{1}^{*} \cdot \zeta_{2}=\lambda_{1}^{*} \cdot \lambda_{2}$, this matches what we expected (B.1).

$$
\begin{aligned}
& { }^{{ }^{16} \text { For } a_{1} \leq m_{1} \text {, one can evaluate the sum by using, }} \begin{aligned}
\sum_{a_{2}} \frac{(-1)^{m_{2}-a_{2}}\left(a_{1}+a_{2}-1\right)!}{\left(a_{2}-1\right)!}\binom{m_{2}}{a_{2}} & =\left.\left(-\partial_{z}\right)^{a_{1}} \sum_{a_{2}}\binom{m_{2}}{a_{2}} \frac{(-1)^{m_{2}-a_{2}}}{z^{a_{2}}}\right|_{z=1} \\
& =\left.(-1)^{m_{2}+a_{1}} \partial_{z}^{a_{1}}\left(\frac{z-1}{z}\right)^{m_{2}}\right|_{z=1}=m_{2}!\delta_{m_{2}, a_{1}}
\end{aligned}
\end{aligned}
$$

Two creation operators. Let us check the normalization of a state created with two creation operators, $\lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}}|0\rangle$. From the commutation relations of creation operators (2.3), we have,

$$
\begin{equation*}
\langle 0| \lambda_{1}^{*} \cdot A_{m_{1}} \lambda_{2}^{*} \cdot A_{m_{2}} \lambda_{2} \cdot A_{-m_{2}} \lambda_{1} \cdot A_{-m_{1}}|0\rangle=\left|\lambda_{1}\right|^{2}\left|\lambda_{2}^{2}\right| m_{1} m_{2}+\left|\lambda_{1} \cdot \lambda_{2}^{*}\right|^{2} m_{1} \delta_{m_{1}, m_{2}} . \tag{B.7}
\end{equation*}
$$

Now let us get the same result by computing the two-point function of the vertex operator (3.41) at $z_{2}$ and its complex conjugate at $z_{1}$,

$$
\begin{equation*}
\left\langle\left[\left(\zeta_{2} \cdot P_{m_{2}} \zeta_{1} \cdot P_{m_{1}}+\zeta_{1} \cdot \zeta_{2} \mathbb{S}_{m_{1}, m_{2}}\right) e^{i p \cdot X\left(z_{1}\right)}\right]^{*}\left(\zeta_{2} \cdot P_{m_{2}} \zeta_{1} \cdot P_{m_{1}}+\zeta_{1} \cdot \zeta_{2} \mathbb{S}_{m_{1}, m_{2}}\right) e^{i p \cdot X\left(z_{2}\right)}\right\rangle \tag{B.8}
\end{equation*}
$$

We note that since $\mathbb{S}_{m_{1}, m_{2}}$ contains only terms of the form $q \cdot \partial^{r} X(z)$, and since $q^{2}=0$ and $q \cdot \zeta_{i}=0$, we can only contract the $\mathbb{S}_{m_{1}, m_{2}}$ with the exponential. Thus the $\mathbb{S}_{m_{1}, m_{2}}\left(z_{1}\right)$ that we have on the left becomes,

$$
\begin{equation*}
\mathbb{S}_{m_{1}, m_{2}}\left(z_{1}\right)=\sum_{m=1}^{m_{1}} m S_{m_{1}-m}\left(-\frac{m_{1}}{r z_{21}^{r}}\right) S_{m_{2}+m}\left(-\frac{m_{2}}{r z_{21}^{r}}\right) . \tag{B.9}
\end{equation*}
$$

Using the contour integral representation of the Schur polynomial (B.4) we see that $S_{m_{2}+m}\left(-\frac{m_{2}}{r z_{21}^{2}}\right)=0$ for $m \geq 1$. Hence (B.8) becomes,

$$
\begin{equation*}
\left\langle\left[\left(\zeta_{2} \cdot P_{m_{2}} \zeta_{1} \cdot P_{m_{1}}\right) e^{i p \cdot X\left(z_{1}\right)}\right]^{*}\left(\zeta_{2} \cdot P_{m_{2}} \zeta_{1} \cdot P_{m_{1}}\right) e^{i p \cdot X\left(z_{2}\right)}\right\rangle . \tag{B.10}
\end{equation*}
$$

We may now contract $\left(\zeta_{2} \cdot P_{m_{2}}\right)^{*}\left(z_{1}\right)$ with either $\zeta_{2} \cdot P_{m_{2}}\left(z_{2}\right)$ or with $\zeta_{1} \cdot P_{m_{1}}\left(z_{1}\right)$. Using (B.6) we thus find,

$$
\begin{equation*}
\left(\left|\zeta_{1}\right|^{2}\left|\zeta_{2}^{2}\right| m_{1} m_{2}+\left|\zeta_{1} \cdot \zeta_{2}^{*}\right|^{2} m_{1}^{2} \delta_{m_{1}, m_{2}}\right) \frac{(-1)^{m_{1}+m_{2}}}{z_{12}^{2}} \tag{B.11}
\end{equation*}
$$

This matches (B.7).
The generalization to a state created with multiple creation operators is clear.

## C A generalization of the scattering equations

The bosonic closed (open) $n$ string scattering amplitudes, to lowest order in $g_{s}$, are given by saddles in the integration over the positions $\left(z_{i}\right)$ of the vertex operators on the sphere (upper half plane), when we take all kinematic invariants to be large or, equivalently, $\alpha^{\prime} \rightarrow \infty$

$$
\begin{equation*}
\mathcal{A}=\frac{1}{\operatorname{vol}\left(S L_{2}\right)} \int \prod_{i=1}^{n} d z_{i} \exp \mathcal{L}(z), \quad \mathcal{L}(z)=2 \alpha^{\prime} \sum_{0 \leq i<j \leq n}^{n} p_{i} \cdot p_{j} \log z_{i j} \tag{C.1}
\end{equation*}
$$

The $z_{i}^{\prime} s$ are determined, up to $\mathrm{SL}_{2}$ transformations, by the "scattering equations":

$$
\begin{equation*}
\sum_{j \neq i} \frac{p_{i} \cdot p_{j}}{z_{i}-z_{j}}=0, \text { for } i=1 \ldots n \tag{C.2}
\end{equation*}
$$

which determine the saddles of (C.1). Note that in this limit we can take the tachyons to be massless, as $p_{i}^{2}=1 / \alpha^{\prime}$. These equations are invariant under $\mathrm{SL}_{2}$ transformations of the $z_{i}$ and thus yield $n-3$ equations. They have $(n-3)$ ! solutions.

Although these equations determine high energy string scattering they are also key ingredients in the CHY formulas [95, 96] for massless particle scattering in field theory, and have been the subject of much investigation recently. The scattering of excited strings will be governed by the same saddle as long as one keeps the mass of the excited strings small compared to the energies and momentum transfers, leading to the many relations between scattering amplitudes discussed in [90-93]. However, if we consider strings with masses of order the energies, the saddles will be shifted. This will lead to interesting generalizations of the scattering equations. In this section we will exhibit some of the simplest generalizations.

Consider the simple case discussed in section 4.1 of the scattering of one heavy string in which all the DDF photons forming the excited state have the same polarization $\lambda$, orthogonal to its momentum $p_{h}$ (in this section we let $p_{h}$ denote the momentum of the heavy string) and with $\lambda^{2}=0$. The analog of (C.1) was given in equations (4.9), (4.10) and (4.11). Specializing further, consider the case where the excited string has $n_{1}=N$, $n_{i>1}=0$, namely the exited string lies on the leading Regge trajectory, has momentum $p_{h}$ (where $p_{h}^{2}=-2 N$ ) and polarization $\xi,\left(\xi \cdot p_{h}=0\right.$ ). In this case, for $n$ tachyons (which we can take to be massless) of momenta $p_{i}$, the action is given by,

$$
\begin{equation*}
\mathcal{L}(z)=\sum_{1 \leq i<j \leq n} p_{i} \cdot p_{j} \log z_{i j}+\sum_{i=1}^{n} p_{i} \cdot p_{h} \log \left(z_{i}-z_{h}\right)+N \log \left(\Sigma_{1}\right), \quad \Sigma_{1}=\sum_{j=1}^{n} \frac{p_{j} \cdot \zeta}{z_{j}-z_{h}} . \tag{C.3}
\end{equation*}
$$

The saddles are given by $\frac{\partial \mathcal{L}\left(z_{i}, z_{h}\right)}{\partial z_{i}}=\frac{\partial \mathcal{L}\left(z_{i}, z_{h}\right)}{\partial z_{h}}=0$,

$$
\begin{align*}
\sum_{j \neq i} \frac{p_{i} \cdot p_{j}}{z_{i}-z_{j}}+\frac{p_{i} \cdot p_{h}}{z_{i}-z_{h}}-\frac{N}{\Sigma_{1}} \frac{p_{i} \cdot \zeta}{\left(z_{i}-z_{h}\right)^{2}} & =0, \quad \text { for } i=1, \ldots, n  \tag{C.4}\\
\sum_{j=1}^{n} \frac{p_{j} \cdot p_{h}}{z_{h}-z_{j}}+\frac{N}{\Sigma_{1}} \sum_{j=1}^{n} \frac{p_{j} \cdot \zeta}{\left(z_{h}-z_{j}\right)^{2}} & =0 \tag{C.5}
\end{align*}
$$

These equations for $z_{i}$ and $z_{h}$ are invariant under Möbius transformations, $\left\{z \rightarrow \frac{a z+b}{c z+d}, a d-\right.$ $c b=1\}$. They are equivalent to requiring that the vector field $E^{\mu}(z)$

$$
\begin{equation*}
E^{\mu}(z) \equiv \sum_{j=1}^{n} \frac{p_{j}^{\mu}}{z-z_{j}}+\frac{p_{h}^{\mu}}{z-z_{h}}+\frac{N \xi^{\mu}}{\Sigma_{1}} \frac{1}{\left(z-z_{h}\right)^{2}} \tag{C.6}
\end{equation*}
$$

is null, $E^{\mu}(z) E_{\mu}(z)=0 . E^{\mu}(z)$ is the electric field created by charges $\left(p_{i}^{\mu}, p_{h}^{\mu}\right)$ at positions $\left(z_{i}, z_{h}\right)$, as well a dipole $\frac{N \xi^{\mu}}{\Sigma_{1}}$ at $z_{h}$.

Similar generalizations of the scattering equations can easily be derived by considering the critical points of the Lagrangians given in (4.10), as well as (4.27).

## D A typical string state

In the main body of the paper we discussed scattering amplitudes of excited string states. However, for a string of given mass, the number of different states grows exponentially with the mass. Clearly, we need to have a better sense of which states in particular we


Figure 10. A Young diagram corresponding to the state in (D.2).
would like to study. We are interested in the generic state. In $D$ space-time dimensions, there are $D-2$ independent polarization vectors. A state is created by acting with the DDF creation operators, $A_{-m}^{\mu}$, which excite mode $m$ in direction $\mu$. We let $n_{m}$ denote the number of times mode $m$ is excited. The modes are excited in direction (polarization) $\lambda_{k}^{m}$, where $k=1,2, \ldots, n_{k}$. A state at level $N$, having mass $M^{2}=2(N-1)$, therefore takes the form,

$$
\begin{equation*}
\prod_{k=1}^{n_{1}}\left(\lambda_{k}^{1} \cdot A_{-1}\right) \prod_{k=1}^{n_{2}}\left(\lambda_{k}^{2} \cdot A_{-2}\right) \cdots \prod_{k=1}^{n_{r}}\left(\lambda_{k}^{r} \cdot A_{-r}\right)|0\rangle, \quad N=\sum_{m=1}^{r} m n_{m} \tag{D.1}
\end{equation*}
$$

The state is specified by the polarizations $\left\{\lambda_{m}^{k}\right\}$ and the occupation numbers $\left\{n_{m}\right\}$.
The question of what a typical state looks like is more precisely: for a given $N$, what is the typical value of the occupation number $n_{m}$ of mode $m$ ? In this section we will show that, in the large $N$ limit, the typical (or equivalently, average) occupation number takes the form of a Bose-Einstein distribution $\left\langle n_{m}\right\rangle=\frac{1}{e^{m / T}-1}$, with a temperature $T=\frac{\sqrt{6 N(D-2)}}{\pi}$.

A typical Young diagram. Let us reformulate the problem of finding the expected occupation numbers $n_{m}$ as one of finding the generic partition. We associate every state with a partition, and take $D=3$ so that the polarization is unique. An example of a state and the corresponding partition is,

$$
\begin{equation*}
\left(\lambda \cdot A_{-7}\right)\left(\lambda \cdot A_{-4}\right)\left(\lambda \cdot A_{-2}\right)\left(\lambda \cdot A_{-1}\right)\left(\lambda \cdot A_{-1}\right)\left(\lambda \cdot A_{-1}\right)|0\rangle, \quad\{7,4,2,1,1,1\}, \tag{D.2}
\end{equation*}
$$

which is just one of the 231 partitions of $N=16$. A general state/partition is,

$$
\begin{align*}
&\left(\lambda \cdot A_{-l_{1}}\right)\left(\lambda \cdot A_{-l_{2}}\right) \cdots\left(\lambda \cdot A_{-l_{r}}\right)|0\rangle, \quad\left\{l_{1}, l_{2}, \ldots, l_{r}\right\} \\
& l_{1} \geq l_{2} \geq \cdots l_{r}>0, \quad \sum_{i} l_{i}=N . \tag{D.3}
\end{align*}
$$

Notice that we have ordered the $l_{i}$ in nonincreasing order, in order to not count the same state twice. We may associate each partition of $N$ with a unique Young diagram. For each $A_{-l}$ we draw a row of $l$ boxes, and the rows are arranged with nonincreasing $l$ as one moves down. The Young diagram corresponding to the state (D.2) is shown in figure 10.

Our question of what a generic large $N$ state looks like has become a question of what a generic Young diagram looks like (assuming that any individual Young diagram is equally


Figure 11. A Young diagram corresponding to a random partition of $N=1000$. The solid line is $-y(x)$ in (D.4).
likely). The answer to this is well known, see e.g. [108, 109]: the number of elements of the partition that have a $l \geq x$ is given by $y(x)$,

$$
\begin{equation*}
y(x)=-\frac{1}{\beta} \log \left(1-e^{-\beta x}\right), \quad \beta=\frac{\pi}{\sqrt{6 N}} \tag{D.4}
\end{equation*}
$$

The shape of the Young diagram is given by the curve $y(x)$, as is sketched in figure 11. One can check that $y(x)$ is properly normalized, $N=\int_{1}^{N} d x y(x)$.

What we are really interested in is the number of times mode $m$ is excited - labelled by $n_{m}$ in (5.25) - for a typical state. Clearly, $y(x)$ is the number of creation operators with an $m \geq x$,

$$
\begin{equation*}
y(x)=\sum_{m=x}^{N} n_{m} \tag{D.5}
\end{equation*}
$$

To express $n_{m}$ in terms of $y(x)$, let us use the notation $n_{m} \equiv n(m)$ and think of $m$ as a continuous variable. Then,

$$
\begin{equation*}
y(x)=\int_{x}^{N} d m n(m), \quad \Rightarrow n(x)=-y^{\prime}(x)=\frac{1}{e^{\frac{\pi}{\sqrt{6 N}} x}-1} \tag{D.6}
\end{equation*}
$$

This is just the Bose-Einstein distribution, with a temperature,

$$
\begin{equation*}
T=\frac{\sqrt{6 N}}{\pi} \tag{D.7}
\end{equation*}
$$

Actually, we could have derived this result from first principles, without relying on knowledge of the mathematical result (D.4) for $y(x)$. The argument is a straightforward extension of the derivation in e.g. [26] for the density of states, $\Omega(N)$ (the number of string states at level $N)$. Recall that $\Omega(N)$ is, and we now work in arbitrary dimension $D$. The polarizations are picked from a basis of $D-2$ independent polarization vectors, and the number of choices of $\lambda_{1}^{r}, \lambda_{2}^{r}, \ldots, \lambda_{n_{r}}^{r}$ is given by $C_{r} \equiv\binom{D-2+n_{r}-1}{n_{r}}=(-1)^{n_{r}}\binom{2-D}{n_{r}}$.

$$
\begin{align*}
\Omega(N)=\sum_{\left\{n_{k}\right\}} \delta\left(N-\sum_{k} k n_{k}\right) \prod_{k} C_{k} & =\sum_{\left\{n_{k}\right\}} \int d \beta e^{\beta N} \prod_{k} e^{-\beta k n_{k}}(-1)^{n_{k}}\binom{2-D}{n_{k}} \\
& =\int d \beta e^{\beta N} \prod_{k}\left(1-e^{-\beta k}\right)^{2-D}, \tag{D.8}
\end{align*}
$$

where we represented the delta function as an integral and performed the sum over the occupation number $n_{k}$. Next, we rewrite the integrand as,

$$
\begin{equation*}
\prod_{k}\left(1-e^{-\beta k}\right)^{2-D}=\exp \left(-\sum_{k=1}^{\infty}(D-2) \log \left(1-e^{-\beta k}\right)\right)=\exp \left((D-2) \sum_{n, k=1}^{\infty} \frac{e^{-\beta n k}}{n}\right) \tag{D.9}
\end{equation*}
$$

where in the last step we expanded the log. We are going to look for the saddle in the large $N$ limit. Thus, we should take $\beta$ to be close to 0 . Expanding the term being summed,

$$
\begin{equation*}
\exp \left(\sum_{n=1}^{\infty} \frac{1}{n} \frac{D-2}{e^{\beta n}-1}\right) \sim \exp \left(\frac{D-2}{\beta} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\right)=\exp \left(\frac{\pi^{2}(D-2)}{6 \beta}\right) \tag{D.10}
\end{equation*}
$$

and so we find the number of states at level $N \gg 1$ is,

$$
\begin{equation*}
\Omega(N) \sim \int d \beta \exp \left(\beta N+\frac{\pi^{2}(D-2)}{6 \beta}\right) \sim \exp \left(2 \pi \sqrt{\frac{N(D-2)}{6}}\right) \tag{D.11}
\end{equation*}
$$

where the saddle is at $\beta=\pi \sqrt{\frac{D-2}{6 N}}$. The result is of course the Hardy-Ramanujan formula for the asymptotic number of partitions of $N$.

Our interest is in $n_{k}$ for a typical state, or equivalently, the expectation value of $n_{k}$ averaged over all states at level $N$,

$$
\begin{equation*}
\left\langle n_{k}\right\rangle=\frac{\sum_{n_{m}} n_{k} \delta\left(\sum m n_{m}-N\right) \prod_{m} C_{m}}{\Omega(N)} . \tag{D.12}
\end{equation*}
$$

We write the numerator in the same way as we did for $\Omega(N)$,

$$
\begin{align*}
\left\langle n_{k}\right\rangle & =\frac{1}{\Omega(N)} \int d \beta \sum_{\left\{n_{m}\right\}} n_{k} \exp \left(\beta\left(N-\sum_{m} m n_{m}\right)\right) \prod_{m} C_{m} \\
& =\frac{1}{\Omega(N)} \int d \beta e^{\beta N} \frac{1}{e^{\beta k}-1} \prod_{m}\left(\frac{1}{1-e^{-\beta m}}\right)^{D-2} . \tag{D.13}
\end{align*}
$$

The saddle will clearly be at the same $\beta$ as it was for $\Omega(N)$, and so,

$$
\begin{equation*}
\left\langle n_{k}\right\rangle=\frac{1}{e^{\beta k}-1}, \quad \beta=\pi \sqrt{\frac{D-2}{6 N}} \tag{D.14}
\end{equation*}
$$

Actually, this Bose-Einstein distribution for $\left\langle n_{k}\right\rangle$ was guaranteed, once we knew the density of states. We can think of our setup as a statistical mechanical system consisting of harmonic oscillators, one for each integer frequency. Working in the microcanonical ensemble, and thinking of $N$ as the energy, from $\Omega(N)$ in (D.11) we identify the entropy, and correspondingly the temperature, as,

$$
\begin{equation*}
S(N)=\pi \sqrt{\frac{2 N(D-2)}{3}}, \quad \frac{1}{T} \equiv \frac{\partial S}{\partial N}=\pi \sqrt{\frac{D-2}{6 N}} \tag{D.15}
\end{equation*}
$$

implying the Bose-Einstein distribution for $n_{k}$ found in (D.14). Note that this "temperature" is not the same as that of a string in the canonical ensemble, as the mass of the string is $M=\sqrt{\frac{N}{\alpha^{\prime}}}$, which yields the Hagedorn temperature

$$
\begin{equation*}
\frac{1}{T_{H}} \equiv \frac{\partial S}{\partial M}=\pi \sqrt{\frac{2 \alpha^{\prime}(D-2)}{3}} . \tag{D.16}
\end{equation*}
$$

Let us now look at some properties of $y(m)$. We see that the spin (the total number of creation operators) is,

$$
\begin{equation*}
J \approx y(1) \approx T \log T+\frac{1}{2} \tag{D.17}
\end{equation*}
$$

More generally, for an $m$ of order $1, y(m)=-T \log \left(1-e^{-m / T}\right) \approx T \log \frac{T}{m}$ for $N \gg 1$. However, as one can see from the plot of $y(m)$ in figure 11, most of the contribution to the area (the total "energy" $N$ ) comes from large $m$. In particular, we will show that most of the contribution to $N$ comes from those creation operators with an $m$ of order $m \sim T \sim \sqrt{N}$. Let us look at the number of creation operators that have an $m$ greater than $N^{\gamma}$, for some power $0<\gamma<1$,

$$
\begin{equation*}
y\left(N^{\gamma}\right)=-T \log \left(1-e^{-\frac{N^{\gamma}}{T}}\right) . \tag{D.18}
\end{equation*}
$$

We see that if $\gamma>1 / 2$, this is zero in the large $N$ limit. We may compute the expectation value of $m$,

$$
\begin{equation*}
\langle m\rangle=\frac{1}{y(1)} \int_{1}^{\infty} d m m n(m)=\frac{T^{2}}{y(1)} \int_{1 / T}^{\infty} d x \frac{x}{e^{x}-1}=\frac{T}{\log T} \frac{\pi^{2}}{6}, \quad N \gg 1 . \tag{D.19}
\end{equation*}
$$

This result is consistent with there being of order $T$ creation operators with an $m$ of order $T$. More precisely, we may look at the creation operators with an $m$ in the range $\alpha T<m<\beta T$ (with $\alpha$ and $\beta$ constant in the large $N$ limit), and see the fraction of the total energy $N$ they make up,

$$
\begin{equation*}
\int_{\alpha T}^{\beta T} d m y(m)=-T^{2} \int_{\alpha}^{\beta} d x \log \left(1-e^{-x}\right) . \tag{D.20}
\end{equation*}
$$

The right hand side is of order $N$. For instance, if we take $\alpha=.01$ and $\beta=10$, then the integral gives .965 N . Thus, nearly all the energy is in this range. The number of creation operators in this range is,

$$
\begin{equation*}
y(\alpha T)-y(\beta T)=-T \log \left(\frac{1-e^{-\alpha}}{1-e^{-\beta}}\right) . \tag{D.21}
\end{equation*}
$$

This is smaller than the total number of creation operators, $J$, by a factor of $\log T \sim \log N$. The reason is that there are many creation operators with small $m$, which don't contribute much to the energy. Indeed the number of $A_{-1}$ 's is,

$$
\begin{equation*}
n(1)=\frac{1}{e^{1 / T}-1} \approx T \tag{D.22}
\end{equation*}
$$

So there are of order $T$ creation operators with an $m$ of order one (and hence an energy contribution of order $T$ ), and of order $T$ creation operators with an $m$ of order $T$ (and hence an energy contribution of order $\left.T^{2} \sim N\right)$.

Finally, we note that the Bose-Einstein distribution gives an $\left\langle n_{k}\right\rangle$ that is of order-one for $k$ of order $T$. Clearly, for $k$ much larger than $T$, the expectation value $\left\langle n_{k}\right\rangle \ll 1$ is no longer a good indicator of the value of $n_{k}$ for a typical state. However, as we saw, most $k$ are parametrically less than $T$, by a factor of $\log T$ (see (D.19)), so for most $k, n_{k}$ is large.

So far we have discussed the generic state for fixed $N$. One could also ask about the states occurring at fixed $N$ and fixed $J$. The number of states as a function of both $N$ and $J$ is,

$$
\begin{align*}
\Omega(N, J) & =!\sum_{\left\{n_{k}\right\}} \delta\left(N-\sum_{k} k n_{k}\right) \delta\left(J-\sum_{k} n_{k}\right) \prod_{k} C_{k}  \tag{D.23}\\
& =\sum_{\left\{n_{k}\right\}} \int d \beta d \mu e^{\beta N+\mu J} \prod_{k} e^{-(\beta k+\mu) n_{k}}(-1)^{n_{k}}\binom{2-D}{n_{k}} \\
& =\int d \beta d \mu e^{\beta N+\mu J} \prod_{k}\left(1-e^{-\beta k-\mu}\right)^{2-D} .
\end{align*}
$$

The integrals over $\beta$ and $\mu$ run over the imaginary axis. We will deform the contour to pick up the saddle which lies on the real axis. Repeating the previous calculation,

$$
\begin{equation*}
\prod_{k}\left(1-e^{-\beta k-\mu}\right)^{2-D}=\exp \left(\sum_{n=1}^{\infty} \frac{e^{-\mu n}}{n} \frac{D-2}{e^{\beta n}-1}\right) \sim \exp \left(\frac{(D-2)}{\beta} \operatorname{Li}_{2}\left(e^{-\mu}\right)\right) \tag{D.24}
\end{equation*}
$$

where the $\mathrm{Li}_{2}$ is the polylogarithm: $\operatorname{Li}_{2}\left(e^{-\mu}\right)=\sum_{n=1}^{\infty} \frac{e^{-\mu n}}{n^{2}}=\pi^{2} / 6+\mu \log (\mu)+O\left(\mu^{2}\right)$. The density of states at the saddles is given by,

$$
\begin{equation*}
\Omega(N, J) \sim \exp \left(\beta N+\mu J+\frac{(D-2)}{\beta} \operatorname{Li}_{2}\left(e^{-\mu}\right)\right), \tag{D.25}
\end{equation*}
$$

where for large $N$ and $J$, the saddle is given by:

$$
\begin{equation*}
N=\frac{D-2}{\beta^{2}} \operatorname{Li}_{2}\left(e^{-\mu}\right), \quad J=-\frac{D-2}{\beta} \partial_{\mu} \operatorname{Li}_{2}\left(e^{-\mu}\right)=-\frac{D-2}{\beta} \log \left(1-e^{-\mu}\right) . \tag{D.26}
\end{equation*}
$$

To eliminate $\beta$ and $\mu$ in $\Omega(N, J)$, one can take the second equation and divide by the square root of the first equation,

$$
\begin{equation*}
\frac{J}{\sqrt{N}}=-\sqrt{D-2} \frac{\log \left(1-e^{-\mu}\right)}{\sqrt{\operatorname{Li}_{2}\left(\mathrm{e}^{-\mu}\right)}}, \tag{D.27}
\end{equation*}
$$

and solve for $\mu$ in terms of $\frac{J}{\sqrt{N}}$, and then $\beta$ is given by $\beta^{2} N=(D-2) \operatorname{Li}_{2}\left(\mathrm{e}^{-\mu}\right)$. We now have the density of states for fixed $N$ and $J$.

Finally, let us vary $J$ and see for which $J$ there are the most states. It is easiest to express the exponent in (D.25) in terms of $\mu$. This gives,

$$
\begin{equation*}
\sqrt{N} \sqrt{D-2}\left(2 \sqrt{\operatorname{Li}_{2}\left(e^{-\mu}\right)}-\frac{\mu}{\sqrt{\operatorname{Li}_{2}\left(e^{-\mu}\right)}} \log \left(1-e^{-\mu}\right)\right) . \tag{D.28}
\end{equation*}
$$

One might have expected this to have a local maximum at some value of $\mu$, but in fact this function is monotonic, increasing as $\mu$ goes to zero. There is a limit to how small $\mu$ can be however, since for it to be legitimate to use the saddle point the terms in the exponent, such as $\mu J$, must be large. This limits $\mu$ to be greater than of order $1 / \sqrt{N}$. Taking this $\mu$ and using (D.27) gives a $J$ of order $T \log T$, where $T=\frac{1}{\pi} \sqrt{\frac{6 N}{D-2}}$. This is just what we found earlier in (D.17).
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[^0]:    ${ }^{1}$ The scrambling time for a black hole is of order $T \log T$. This is the same as the Ehrenfest time, the time after which the semiclassical approximation breaks down.

[^1]:    ${ }^{2}$ In addition, it is assumed that phase space is bounded. Note also, the quantum Lyaponuv exponent defined through the out-of-time-order correlator is more like the largest positive eigenvalue of $A$ rather than the standard classical Lyaponuv exponent, which is defined by a time average over an entire trajectory.

[^2]:    ${ }^{3}$ We see no reason to believe that they are exactly equal [22], except in some special cases [23].

[^3]:    ${ }^{4}$ Viewing an $S$-matrix involving a highly excited string as part of an $S$-matrix with a large number of photons is in line with the proposal in [4] that one look for chaos in a many-particle $S$-matrix.

[^4]:    ${ }^{5}$ There have been a number of previous studies of the three-point amplitude of excited strings, such as [45-50], but as far as we know, none of these give a usable form for the amplitude involving typical highly excited strings.
    ${ }^{6}$ It may be interesting to understand how these compare with the cubic couplings [51-53] in the putative AdS dual of the SYK model.
    ${ }^{7}$ It was recently proposed [74-77] that for black holes information can be recovered by including new replica wormhole saddles in the gravitational path integral.

[^5]:    ${ }^{8}$ If one is scattering excited strings, rather than tachyons, then as long as the masses of the strings are held fixed as the scattering energies are taken to infinity, the analysis of Gross and Mende doesn't change and the same saddle solutions hold. However, if the string mass is also taken to infinity, then the saddles change. This is the limit we are interested in now: large Mandelstam $s$ and $t$, and large excitation level $N$, while keeping the ratio fixed.
    ${ }^{9}$ As we have remarked earlier, scattering of excited strings can be viewed as picking out a subset of diagrams appearing in the many-point amplitude of light strings, suggesting that the solutions of the saddle equations for heavy string 4-point amplitudes comprise a subset of the solutions for n-point tachyon amplitude saddle equations. This may give a handle on the enormous number $((n-3)$ ! at tree level) of saddles for the $n$-point tachyon amplitude. See [94] for a recent discussion of the saddles at large $n$.

[^6]:    ${ }^{10}$ To see this, notice that for the argument of the $\log$ to be invariant under inversions of $z_{a}$, there needs to be the same powers of $z_{a}$ in both the numerator and denominator. For instance, $\log \frac{z_{23}}{z_{12} z_{13}}$ is invariant under $z_{2} \rightarrow 1 / z_{2}$. From the first log in parenthesis in (2.27) there is an extra $z_{1}^{2}$ in the denominator, and from the second $\log$ an extra factor $z_{i}^{2}$ in the denominator, for $i \neq 1$; so in total, an extra $z_{i}^{2}$ for all $i$. This is just what we need to cancel off the transformation of the measure, i.e. $d z_{i} / z_{i}^{2}$ is invariant under inversions.

[^7]:    ${ }^{11}$ Useful discussions of the DDF operators also include [99, 100]. See also [101-107] for further applications.

[^8]:    ${ }^{12}$ The appearance of an arbitrarily chosen vector $q$ in the expression for the vertex operator may initially seem odd, but it is no different than the appearance of an arbitrary polarization vector in the vertex operator. Expressed in covariant form, the $q$ are part of defining the polarization tensors. See e.g. (3.25).

[^9]:    ${ }^{13}$ The polarization is always required to satisfy $|\lambda|^{2}=1$; we are taking $\lambda^{2}=0$.

[^10]:    ${ }^{14}$ In performing the sum, we obtain a factor of $\frac{1-\left(z_{i 1} / w\right)^{n}}{w-z_{i 1}}$. We discard the 1 in the numerator, since its contribution will vanish after the contour integral is done.
    ${ }^{15}$ The last term in parenthesis in (4.15) is subdominant at large $N$.

