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bPaul Scherrer Institut, Forschungsstrasse 111, CH-5232 Villigen PSI, Switzerland

E-mail: pozzorin@physik.uzh.ch, hantian.zhang@physik.uzh.ch,

max.zoller@psi.ch

Abstract: The advent of efficient numerical algorithms for the construction of one-loop

amplitudes has played a crucial role in the automation of NLO calculations, and the de-

velopment of similar algorithms at two loops is a natural strategy for NNLO automation.

Within a numerical framework the numerator of loop integrals is usually constructed in

four dimensions, and the missing rational terms, which arise from the interplay of the

(D−4)-dimensional parts of the loop numerator with 1/(D−4) poles in D dimensions, are

reconstructed separately. At one loop, such rational terms arise only from UV divergences

and can be restored through process-independent local counterterms. In this paper we

investigate the behaviour of rational terms of UV origin at two loops. The main result

is a general formula that combines the subtraction of UV poles with the reconstruction

of the associated rational parts at two loops. This formula has the same structure as the

R-operation, and all poles and rational parts are described through a finite set of process-

independent local counterterms. We also present a general formula for the calculation of

all relevant two-loop rational counterterms in any renormalisable theory based on one-

scale tadpole integrals. As a first application, we derive the full set of two-loop rational

counterterms for QED in the Rξ-gauge.
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1 Introduction

Higher-order calculations of scattering amplitudes are usually performed in D = 4 − 2ε

dimensions [1], where the ultraviolet (UV) and infrared (IR) divergences of loop integrals

assume the form of 1/ε poles.1 Upon subtraction of all UV and IR singularities, scattering

amplitudes become finite in the limit ε → 0. Nonetheless they still contain non-vanishing

1For a review of the different variants of dimensional regularisation see [2].
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contributions stemming from the interplay of 1/ε poles with the (D− 4)-dimensional parts

of loop integrands. For non-trivial processes, depending on the employed technique the

explicit calculation of such (D−4)-dimensional parts can be technically involved and CPU

intensive. For this reason, automated one-loop tools such as OpenLoops [3], Recola [4],

Helac-1Loop [5] and MadLoop [6] are based on numerical algorithms that construct

the numerators of loop integrals in four dimensions, while keeping the denominators in D

dimensions. The missing contributions stemming from the (D−4)-dimensional parts of loop

numerators are easily reconstructed a posteriori through insertions of process-independent

rational counterterms [7–10] into tree amplitudes.

More explicitly, let us consider the renormalised amplitude of a one-loop diagram γ,

R Ā1,γ = Ā1,γ + δZ1,γ , (1.1)

where Ā1,γ denotes the unrenormalised amplitude in D dimensions, and δZ1,γ is the cor-

responding UV counterterm. In this paper we focus on the contributions that arise when

the loop-integrand numerator in D dimensions is split into two parts,

N̄ (q̄) = N (q) + Ñ (q̄), (1.2)

where q is the loop momentum, and symbols with and without a bar denote, respectively,

quantities in D and four dimensions, while Ñ (q̄) is the (D − 4)-dimensional part of the

loop numerator.

At one loop, the interplay of Ñ (q̄) with 1/ε poles of IR type can generate finite terms

at intermediate stages of the calculations, but at the level of full Feynman diagrams such

terms cancel2 [11]. Thus Ñ -contributions arise only from divergences of UV type. This

makes it possible to cast the renormalised amplitude (1.1) in the form

R Ā1,γ = A1,γ + δZ1,γ + δR1,γ , (1.3)

where A1,γ is the unrenormalised amplitude with numerator N (q) in four dimensions,

δZ1,γ is the usual MS counterterm, and the extra counterterm δR1,γ reconstructs the

finite contribution stemming from the part Ñ (q̄) of the numerator. Since δR1,γ terms

arise only from UV divergences, similarly as the usual UV counterterms they originate

only from UV-divergent one-particle irreducible (1PI) subdiagrams, where they take the

form of polynomials of the external momenta and internal masses. Thus the insertions

of δR1,γ counterterms into scattering amplitudes gives rise to rational functions of the

kinematic invariants.3

The goal of this paper is to extend the reconstruction of Ñ -contributions to two loops,

such as to enable two-loop calculations based on numerical tools that build the numerator

of Feynman integrals in four dimensions. In our analysis we will focus on two-loop Ñ -

contributions of UV origin assuming that IR divergences are either absent, like in off-shell

2More precisely, Ñ -contributions of IR origin cancel in regularisation schemes where the external degrees

of freedom are kept in four dimensions, such as in the ’t Hooft-Veltman scheme [1].
3In the literature the δR1,γ terms in (1.3) are usually denoted as rational terms of type R2, and should

not be confused with the so-called rational terms of type R1. See section 3.1 for more details.
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scattering amplitudes, or are subtracted in a way that does not generate rational terms. A

systematic analysis of Ñ -contributions of IR origin is deferred to future work.

The reconstruction of Ñ -contributions of UV origin will be carried out at the level of

UV-renormalised two-loop amplitudes. In renormalisable theories, the UV renormalisation

can be implemented through a recursive procedure that is known as the R-operation [12–15]

and amounts to the insertion of local subtraction terms into multi-loop diagrams and their

subdiagrams. For the amplitude of a two-loop diagram Γ, the R-operation has the form

R Ā2,Γ = Ā2,Γ +
∑
γ

δZ1,γ · Ā1,Γ/γ + δZ2,Γ , (1.4)

where Ā2,Γ is the unrenormalised two-loop amplitude in D dimensions, and the remaining

terms on the r.h.s. correspond to a two-step subtraction. In the first step, the subdivergence

of the various one-loop subdiagrams γ are subtracted by inserting the counterterms δZ1,γ

into their complementary one-loop diagrams Γ/γ, which are derived from Γ by shrinking γ

to a vertex. In the second step, the remaining local two-loop divergence of Γ is subtracted

by the local counterterm δZ2,Γ. The identity (1.4) is applicable also when Γ is a set of two-

loop diagrams. In this case the bookkeeping of γ and Γ/γ, which can be single diagrams

or sets of diagrams, follows naturally from the case of a single two-loop diagram by using

R as a linear operation. In fact, the R-operation is typically applied at the level of full

1PI vertex functions Γ and γ.

As we will demonstrate, the following generalisation of the R-operation makes

it possible to construct renormalised two-loop amplitudes using loop integrands

with four-dimensional numerators and rational counterterms for the reconstruction of

Ñ -contributions,

R Ā2,Γ = A2,Γ +
∑
γ

(
δZ1,γ + δZ̃1,γ + δR1,γ

)
· A1,Γ/γ +

(
δZ2,Γ + δR2,Γ

)
. (1.5)

Here the two-loop amplitude A2,Γ and its one-loop parts A1,Γ/γ are computed with four-

dimensional numerators. The MS counterterms δZ2,Γ and δZ1,γ are related to the ones

in (1.4) via trivial projection to four dimensions. Quadratically divergent one-loop subdia-

grams require additional counterterms δZ̃1,γ , which subtract extra poles of the form q̃2/ε,

with q̃ = q̄−q, that appear as a consequence of the different dimensionality of the loop mo-

menta in the two-loop numerator and denominator. The one-loop UV counterterms are ac-

companied by related δR1,γ counterterms, which reconstruct the Ñ -contributions stemming

from subdivergences. Similarly, the two-loop UV counterterms are supplemented by δR2,γ

counterterms for the reconstruction of the remaining Ñ -contributions, which originate from

the local two-loop divergences remaining after the subtraction of all subdivergences.

As we will show, the δR2,Γ contributions arise only from superficially divergent 1PI

two-loop diagrams and can be reduced to a finite set of process-independent local coun-

terterms. Using a tadpole decomposition technique [16, 17], which is well known from

the computation of renormalisation constants and renormalisation group functions, we will

derive a general formula for the calculations of the δR2 counterterms in any renormal-

isable theory. Finally, as a first application, we present the full set of two-loop rational

counterterms for QED in the Rξ-gauge.
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We note that the connection established in this paper between two-loop amplitudes

with loop numerators in D and four dimensions bears some similarity to the relations

presented in [18] between two-loop QCD vertex functions in dimensional regularisation

and in the four-dimensional regularisation/renormalisation (FDR) approach [19]. However,

these two studies are based on very different regularisation and renormalisation procedures.

In the FDR approach loop integrals are entirely kept in four dimensions, and the divergences

are cancelled by means of a set of subtraction rules. In contrast, our approach is based on

loop integrals in D dimensions, where only the numerator is restricted to four dimensions,

and the contributions stemming from its (D − 4)-dimensional parts are reconstructed in a

way that corresponds exactly to MS-renormalised amplitudes in dimensional regularisation.

Moreover, we point out that the properties of UV rational terms established in this paper

are proven in a fully general way.

The paper is organised as follows. In section 2 we introduce our notation and con-

ventions. In section 3 we review rational terms at one loop, and we introduce the tadpole

decomposition method of [16, 17], which will be used to calculate rational counterterms

and to discuss their general properties. In section 4 we consider one-loop diagrams with

D-dimensional external loop momenta and the related δZ̃1 counterterms. The master for-

mula (1.5) for the reconstruction of rational terms is derived in section 5, where we also

present a general formula for the calculation of the required δR2 counterterms. Explicit

results for such counterterms in QED can be found in section 6, and the MS counterterms

for QED in the Rξ gauge are listed in appendix A.

2 Notation and conventions

In this section we introduce our conventions for the treatment of dimensionally regularised

scattering amplitudes and for their decomposition into irreducible loop subdiagrams and

tree subdiagrams.

2.1 Notation for D-dimensional quantities

For the regularisation of UV divergences in this paper we use the ’t Hooft-Veltman

scheme [1], where external states are four-dimensional, while loop momenta as well as

the metric tensors and Dirac matrices inside the loops live in

D = 4− 2ε (2.1)

dimensions. For the analysis of rational terms we use an additional parameter Dn, which

denotes the dimensionality of loop numerators and can take the values

Dn =

{
D for calculations in D dimensions ,

4 for calculations with four-dimensional loop numerator .
(2.2)

Amplitudes with loop numerators in four dimensions and loop denominators in D dimen-

sions will be referred to as Dn = 4 dimensional amplitudes.
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In Dn = D dimensions, all relevant ingredients of loop numerators will be decomposed

into four-dimensional parts and (D − 4)-dimensional remnants. Contractions of Lorentz

vectors in D dimensions are decomposed as

Aµ̄B
µ̄ = AµB

µ +Aµ̃B
µ̃ , (2.3)

where the indices µ̄ range over all components of the D-dimensional vectors, the indices

µ are restricted to four dimensions, and the indices µ̃ are associated with the (D − 4)-

dimensional remnant. In general, to distinguish D and (D−4)-dimensional quantities from

their four-dimensional counterparts we use symbols carrying a bar and a tilde, respectively.

For the D-dimensional loop momentum we write

q̄ = q + q̃ , (2.4)

where

qµ = q̄µ, q̃ µ̃ = q̄ µ̃ , (2.5)

and

q̄ 2 = q2 + q̃2 . (2.6)

For the integration measure in loop-momentum space we use the shorthand∫
dq̄ = µ2ε

∫
d
D
q̄

(2π)D
, (2.7)

where µ is the scale of dimensional regularisation and will be identified with the renormal-

isation scale.

Given that qµ̃ = q̃µ = 0, for the Lorentz indices of q and q̃ we often use a sloppy

notation where we identify qµ̄ ≡ qµ and q̃ µ̄ ≡ q̃ µ̃. Thus (2.4) will be typically written as

q̄ µ̄ = qµ + q̃ µ̃ . (2.8)

This leads to contractions of objects that carry different kinds of indices and have to be

understood as follows,

Aµ̄B
µ = AµB

µ , Aµ̄B
µ̃ = Aµ̃B

µ̃ , AµB
µ̃ = 0 . (2.9)

A similar notation is used also for the decomposition of Dirac matrices and the met-

ric tensor,

γ̄µ = γµ + γ̃µ̃ ,

ḡµ̄ν̄ = gµν + g̃µ̃ν̃ . (2.10)

Metric tensors with indices of different type should be understood as

ḡµν̄ = gµν̄ = gµν . (2.11)
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2.2 Reducible and irreducible loop amplitudes

Our analysis of rational terms of UV origin will be carried out at the level of

UV-renormalised amplitudes. Before renormalisation, the amplitude of a one-loop dia-

gram γ has the general form

M̄1,γ =

wN−1wN

w1 w2

= Āσ1...σN
1,γ

N∏
i=1

[wi]σi , (2.12)

where Ā1,γ corresponds to the amplitude of the 1PI amputated one-loop subdiagram of

γ, which is connected to the external lines through the factorised subtrees wi, depicted as

blue bubbles. We denote as subtree a tree subdiagram that connects an internal vertex to

a set of external lines. Since external subtrees are free from UV singularities, only the 1PI

subdiagram needs to be renormalised, i.e.

RM̄1,γ =
(
R Āσ1...σN

1,γ

) N∏
i=1

[wi]σi . (2.13)

Two-loop diagrams can be classified into two types depending on whether the topology

that results from the amputation of all external subtrees is irreducible or still reducible.

The amplitude of a two-loop diagram Γ of the first type has the form

M̄2,Γ =

w1

w2

wM

wM+1

wK

wK+1

wK+2

wN

= Āσ1···σN
2,Γ

N∏
i=1

[wi]σi , (2.14)

where Ā2,Γ corresponds to the amplitude of the 1PI amputated two-loop diagram that is

left after factorisation of all external subtrees wi. Similarly as in the one-loop case, the

R-operation acts only on the 1PI part,

RM̄2,Γ =
(
R Āσ1···σN

2,Γ

) N∏
i=1

[wi]σi . (2.15)

The general form of the amplitude of a two-loop diagram Γred of the second type is

M̄2,Γred
=

w1w2

wM−1 wM

W

wN−1wN

wM+1 wM+2

= Āα1σ1···σM
1,γ1

Wα1α2 Ā
α2σM+1···σN
1,γ2

N∏
i=1

[wi]σi .

(2.16)
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Here, the factorisation of all external subtrees wi leads to two separate 1PI amputated

one-loop amplitudes, Ā1,γ1
and Ā1,γ2

, that are connected to each other through a tree

structure W . Also in this case the R-operation acts only on the 1PI building blocks,

RM̄2,Γred
=
(
R Āα1σ1···σM

1,γ

)
Wα1α2

(
R Āα2σM+1···σN

1,γ

) N∏
i=1

[wi]σi . (2.17)

In this paper we will consider MS renormalised amplitudes in the ’t Hooft-Veltman scheme,

where all tree structures wi and W in (2.12)–(2.17) are in four dimensions. Thus the

external momenta and external indices of the 1PI amplitudes Ā1,γ and Ā2,Γ are handled

as four-dimensional quantities. Since they are free from (D − 4)-dimensional parts, in the

’t Hooft-Veltman scheme tree structures do not generate any rational term.4 Thus rational

terms can be determined at the level of 1PI subdiagrams and directly extended to full

amplitudes through (2.13) and (2.15)–(2.17).

3 Rational terms at one loop and the tadpole method

This section deals with the structure of rational terms at one loop and their connection

with UV poles. In this context we introduce a general technique that makes it possible to

reduce rational terms of UV origin to tadpole integrals.

3.1 Rational parts of one-loop diagrams

Let us consider the amplitude of a one-particle irreducible one-loop diagram γ,

Ā1,γ =

∫
dq̄1

N̄ (q̄1)

D0(q̄1) · · ·DN−1(q̄1)
, (3.1)

with denominators

Dj(q̄1) = (q̄1 + pj)
2 −m2

j , (3.2)

where

pµj =

j∑
i=1

kµi , (3.3)

and k1, . . . , kN are the N external momenta flowing into the loop. Momentum conservation

implies
∑N

i=1 ki = 0. Colour structures and all Lorentz or Dirac indices associated with

the amputated external legs that enter the loop are implicitly understood. Such indices

as well as all external momenta are treated as four-dimensional quantities as discussed in

section 2.2.

In Dn = D dimensions, the numerator N̄ (q̄1) can be split into

N̄ (q̄1) = N (q1) + Ñ (q̄1) , (3.4)

4As far as rational terms of UV origin are concerned, the (D− 4)-parts of tree structures, which appear

in alternative schemes such as conventional dimensional regularisation, are irrelevant since they factorise

with respect to the UV-renormalised 1PI subdiagrams.

– 7 –
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where

N (q1) = N̄ (q̄1)
∣∣∣
ḡ→g, γ̄→γ ,q̄1→q1

(3.5)

is the four-dimensional part, obtained by projecting the metric tensor, Dirac matrices and

the loop momentum to four dimensions. By construction, the remnant Ñ (q̄1) vanishes in

Dn = 4 dimensions. More precisely,

Ñ (q̄1) = O(ε, q̃1) (3.6)

in Dn = 4 − 2ε dimensions. Thus we will refer to Ñ as the (D − 4)-dimensional part of

the numerator.

At the level of the one-loop amplitude the splitting (3.4) results into

Ā1,γ = A1,γ + δR1,γ , (3.7)

where

A1 =

∫
dq̄1

N (q1)

D0(q̄1) · · ·DN−1(q̄1)
(3.8)

can be computed with tools that handle the numerator in Dn = 4 dimensions while retain-

ing the full D-dependence of the loop momentum in the denominator. The remnant part,

δR1,γ =

∫
dq̄1

Ñ (q̄1)

D0(q̄1) · · ·DN−1(q̄1)
, (3.9)

will be referred to as Ñ -contribution. Here the only relevant terms are the O(ε0) contri-

butions that originate from the interplay of the (D− 4)-dimensional part of the numerator

with 1/ε poles. At one loop such Ñ -contributions originate only from poles of UV type [11],

and similarly as for UV poles they arise only from UV divergent 1PI functions, where they

take the form of simple polynomials in the external momenta and internal masses. For this

reason, Ñ -contributions can be reconstructed through a finite set of process-independent

counterterms [7–10]. Their insertion into tree amplitudes gives rise to rational functions of

the kinematic invariants.

In the literature, the one-loop terms that arise from the (D − 4)-dimensional part of

the loop denominators in (3.8) and from Ñ are denoted, respectively, rational terms of type

R1 and R2. The rational terms of type R1 emerge from the reduction of tensor integrals

to scalar integrals and can be handled with numerical algorithms in four dimensions (see

e.g. [20, 21]). However, they can not be reduced to a finite set of counterterms. In this

paper we will focus on the rational terms that originate from Ñ at one and two loops.

Since we consider a single type of rational terms, for convenience we will use the symbols

δRL, where L = 1, 2, . . . indicates the loop order and not the kind of rational term. We

will refer to such contributions as Ñ rational terms or simply rational terms.

We note that the relation (3.7) may be regarded as a regularisation-scheme transforma-

tions that connects the amplitude Ā1,γ in the ’t Hooft-Veltman scheme to its counterpart

A1,γ in a pseudo-regularisation scheme corresponding to the prescription (3.5). However,

we point out that the four-dimensional projection (3.5) breaks gauge invariance and cannot

– 8 –
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be regarded as a consistent regularisation prescription. Only the combination of the two

terms on the r.h.s. of (3.7) should be regarded as a consistently regularised amplitude,

and — by construction — this combination is equivalent to the ’t Hooft-Veltman scheme.

We also note that the prescription (3.5) should not be confused with the four-dimensional

helicity scheme (FDH) [22, 23], where the (D−4)-dimensional part of the loop momentum

is retained throughout.5

3.2 Tadpole decomposition

In this section we discuss a general method [16, 17, 25] that makes it possible to cast the

UV divergent parts of loop integrals — which are at the origin of rational terms — in the

form of tadpole integrals. This method is first introduced for one-loop integrals, while its

application to two-loop integrals is discussed in section 5.5.

For the analysis of UV divergences it is convenient to express one-loop amplitudes in

terms of tensor integrals,

T µ̄1···µ̄r
N =

∫
dq̄1

q̄ µ̄1
1 · · · q̄ µ̄r1

D0(q̄1) · · ·DN−1(q̄1)
. (3.10)

In the case of the one-loop amplitude (3.1) we have

Ā1,γ =
R∑
r=0

N̄µ̄1···µ̄rT
µ̄1···µ̄r
N , (3.11)

where the coefficients N̄µ̄1···µ̄r depend on the external momenta and helicities, and are

related to the loop numerator via

N̄ (q̄1) =
R∑
r=0

N̄µ̄1···µ̄r q̄
µ̄1
1 · · · q̄ µ̄r1 . (3.12)

The loop integrals (3.10) give rise to UV singularities if their integrands scale like qX with

X ≥ 0 at q → ∞. The power X is referred to as superficial degree of divergence and can

be determined via naive power counting in q. For the tensor integrals (3.10) it is given by

X = 4 + r − 2N , (3.13)

and the tensor rank r fulfils r ≤ R ≤ N in renormalisable theories.

In order to isolate UV poles, it is convenient to separate the loop denominators into

leading and subleading UV parts according to

Dk(q̄1) =
(
q̄ 2

1 −M2
)
−∆k(q̄1) , (3.14)

with

∆k(q̄1) = −p2
k − 2q̄1 · pk +m2

k −M2 , (3.15)

5At one loop, scattering amplitudes in the FDH scheme can be reconstructed in terms of loop integrals

with four-dimensional numerators using the FDF approach [24].

– 9 –



J
H
E
P
0
5
(
2
0
2
0
)
0
7
7

where M is an auxiliary mass scale.6 The dominant UV contribution of O(q2
1) is captured

by the term (q̄ 2
1 −M2), which corresponds to the form of a massive tadpole propagator,

while ∆k(q̄1) is a subleading contribution of O(q1
1). Note that for one-loop amplitudes with

four-dimensional external momenta the (D − 4)-dimensional part of the loop momentum

does not contribute to 3.15, i.e. ∆k(q̄1) = ∆k(q1). In contrast, the external momenta of a

one-loop subdiagram that is embedded in a two-loop diagram can depend on the second

loop momentum q̄2, giving rise to D-dimensional terms of the form −q̄ 2
2 ±2q̄1 · q̄2 in ∆k(q̄1).

Inverting the l.h.s. and the r.h.s. of (3.14) and using partial fractioning leads to the

tadpole decomposition formula [16, 17]

1

Dk(q̄1)
=

1

q̄ 2
1 −M2

+
∆k(q̄1)

q̄ 2
1 −M2

1

Dk(q̄1)
, (3.16)

which separates a generic scalar propagator into a leading tadpole contribution of order 1/q2
1

and a subleading remnant consisting of the original propagator times an extra suppression

factor of order7 1/q1. The identity (3.16) holds exactly, and its recursive application makes

it possible to generate a systematic expansion of the propagators in the limit 1/q1 → 0.

More explicitly, applying (3.16) X + 1 times yields

1

Dk(q̄1)
=

X∑
σ=0

[∆k(q̄1)]σ(
q̄ 2

1 −M2
)σ+1 +

[∆k(q̄1)]X+1(
q̄ 2

1 −M2
)X+1

1

Dk(q̄1)
, (3.17)

where the sum on the r.h.s. consists of pure tadpole terms of order 1/q2
1,. . . , 1/qX+2

1 and

corresponds to the first X + 1 terms of the Taylor expansion of

1

Dk(q̄1)
=

1

q̄ 2
1 −M2

[
1 +

∆k(q̄1)

q̄ 2
1 −M2

]−1

(3.18)

in the expansion parameter ∆k(q̄1)/(q̄ 2
1 −M2). The exact remnant of such a truncated

expansion, i.e. all missing contributions of order 1/qX+3
1 and higher, is captured by the

term involving the original propagator on the r.h.s. of (3.17).

In order to render (3.17) and similar decomposition formulas more compact, we in-

troduce two operators that generate the truncated expansion in ∆k(q̄1)/(q̄ 2
1 −M2) and its

remnant, respectively. Specifically, for the two terms on the r.h.s. of (3.17) we write8

S
(1)
X

1

Dk(q̄1)
=

X∑
σ=0

[∆k(q̄1)]σ(
q̄ 2

1 −M2
)σ+1 , F

(1)
X

1

Dk(q̄1)
=

[∆k(q̄1)]X+1(
q̄ 2
i −M2

)X+1

1

Dk(q̄1)
. (3.19)

More generally, at the level of the full one-loop integrand the above operators are defined

as an exact decomposition,

S
(1)
X + F

(1)
X = 1 , (3.20)

6Note that only the squared scale M2 appears.
7For propagators with pk = 0 the extra suppression factor is of order 1/q2

1 .
8The superscript in S

(1)
X and F

(1)
X refers to the chain of q1-dependent propagator denominators on which

the operator acts.
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and they act only on the q1-dependent chain of loop denominators, i.e.

S
(1)
X

N̄ (q̄1)

D0(q̄1) · · ·DN−1(q̄1)
= N̄ (q̄1) S

(1)
X

1

D0(q̄1) · · ·DN−1(q̄1)
, (3.21)

and similarly for F
(1)
X = 1 − S

(1)
X . These two operators define a tadpole decomposition up

to order X of the entire chain of propagators, where S
(1)
X collects all pure tadpole terms

with denominators
(
q̄ 2

1 −M2
)N+σ

and σ ∈ [0, X], while F
(1)
X corresponds to the remnant.

More precisely, S
(1)
X amounts to a Taylor expansion of the full chain of propagators up to

total order X in the various ∆k(q̄1)/(q̄ 2
1 −M2), i.e.

S
(1)
X

1

D0(q̄1) · · ·DN−1(q̄1)
=

X∑
σ=0

∆(σ)(q̄1)(
q̄ 2

1 −M2
)N+σ

, (3.22)

with

∆(σ)(q̄1) =
σ∑

σ0=0

. . .
σ∑

σN−1=0

N−1∏
k=0

[∆k(q̄1)]σk

∣∣∣∣∣
σ0+···+σN−1=σ

. (3.23)

Thus S
(1)
X turns the original integrals into a combination of massive tadpole integrals that

include all terms from order 1/q2N
1 to order 1/q

(2N+X)
1 . The numerators ∆(σ)(q̄1) of such

tadpole integrals are polynomials of degree σ in q̄1 · pk and in the squared mass scales

{p2
k}, {m2

k} and M2. By construction, the remainder part associated with F
(1)
X involves

only terms where the original degree of UV singularity is reduced by X + 1 or more,

i.e. formally

F
(1)
X ≤ O

(
1

qX+1

)
. (3.24)

Note also that the F
(1)
X remainder embodies all possible IR poles of the original integral since

the S
(1)
X operator converts the denominators of all massless propagators into massive ones.

In practice, the expansion (3.22)–(3.23) can be generated by applying the decomposi-

tion (3.16) in a recursive way until terms with denominators of the form(
q̄ 2

1 −M2
)p
Dj1(q̄1) · · ·Djq(q̄1) (3.25)

with p + q > N + X are encountered, and attributing such terms to F
(1)
X . Note that,

according to the above definition of the tadpole expansion, the S
(1)
X operator captures all

terms up to relative order 1/qX1 but retains also unnecessary terms of higher order in 1/q1.

This is due to the fact that terms of O(q1
1) and O(q0

1) in (3.15) are treated on the same

footing. Possible optimisations based on power counting in 1/q1 and other tricks are briefly

discussed in section 5.5.

For integrals with UV degree of divergence X, contributions that are suppressed by a

relative factor 1/qX+1 do not contribute to the divergence. Thus, using (3.21)–(3.22) we

can express the pole part of the tensor integral (3.10) in terms of tadpole integrals with

one auxiliary mass scale M ,

KT µ̄1···µ̄r
N = K S

(1)
X T µ̄1···µ̄r

N =
X∑
σ=0

K

∫
dq̄1

q̄ µ̄1
1 · · · q̄ µ̄r1 ∆(σ)(q̄1)(
q̄ 2

1 −M2
)N+σ

. (3.26)
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Here and in the following K should be understood as a linear operator that isolates the

pole part of an integral and discards the finite remnant. More precisely, let us consider the

typical form of the Laurent series that result from L-loop integrals,

fL(ε) = SLε
L∑
k=1

fMS,k

εk
+ fMS,0 +O(ε) =

L∑
k=1

fMS,k

εk
+ fMS,0 +O(ε) , (3.27)

where

Sε = (4π)ε Γ(1 + ε) = 1 + ε [ln(4π)− γE] + . . . (3.28)

is the well-known universal factor associated with each loop-momentum integration. In the

MS scheme the K operator is defined as

K fL(ε)
MS
=

L∑
k=1

fMS,k

εk
, (3.29)

while in the MS scheme it should be understood as

K fL(ε)
MS
= SLε

L∑
k=1

fMS,k

εk
. (3.30)

Since the full tadpole decomposition (3.20) is independent of M , and the truncated

F
(1)
X part does not contribute to the divergence, the M -dependence of the tadpole integrals

cancels on the r.h.s. of (3.26). Moreover, the general form of (3.22)–(3.23) implies that

the pole residues are homogenous polynomials of degree X in the external momenta and

internal masses.

The above tadpole decomposition can be used also at two loops (and beyond). To

this end, as detailed in section 5.5, two-loop integrals are split into the three chains of

propagators that depend on the loop momenta q1, q2 and q3 = −q1 − q2, and two-loop

divergencies are extracted by means of three separate tadpole decompositions with oper-

ators S
(i)
Xi

= 1 − F
(i)
Xi

that act on the particular chain of qi-dependent denominators, for

i = 1, 2, 3, and are otherwise defined as in (3.20)–(3.24).

3.3 One-loop poles and rational parts in terms of tadpole integrals

In order to highlight the connection between UV poles and rational Ñ -contributions, we

introduce an operator K̄ that extracts the full contribution of UV poles at the level of

one-loop amplitudes in Dn = D dimensions. For the generic one-loop amplitude (3.1),

using the tensor decomposition (3.11), we define the K̄ operator as

K̄ Ā1,γ = K̄

R∑
r=0

N̄µ̄1···µ̄rT
µ̄1···µ̄r
N =

R∑
r=0

N̄µ̄1···µ̄r KT µ̄1···µ̄r
N , (3.31)

and we split it into two pieces,

K̄ Ā1,γ = K Ā1,γ + K̃A1,γ , (3.32)
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which result, respectively, from the interplay of the UV poles KT µ̄1···µ̄r
N with the four-

dimensional and (D−4)-dimensional parts of N̄µ̄1···µ̄r . The former yields the UV singularity

K Ā1,γ =

R∑
r=0

Nµ1···µr KTµ1···µr
N = −δZ1,γ , (3.33)

where δZ1,γ is the UV counterterm for the amplitude at hand, while the (D−4)-dimensional

part of the numerator gives rise to the Ñ -contribution9

K̃A1,γ =

R∑
r=0

[
N̄µ̄1···µ̄r −Nµ1···µr

]
KT µ̄1···µ̄r

N = δR1,γ . (3.34)

Note that the difference within square brackets can be regarded as the combination of two

kinds of (D− 4)-dimensional terms: a contribution N̄µ̄1···µ̄r − N̄µ1···µr that originates from

the (D− 4)-dimensional components of the loop momentum in the tensor integrals (3.10),

and a second contribution N̄µ1···µr −Nµ1···µr that corresponds to the remaining (D − 4)-

dimensional part of the loop numerator.

In renormalisable theories UV singularities at one loop arise only from diagrams with

N ≤ 4 loop propagators. Thus, UV poles and Ñ -contributions can be derived once and for

all at the level of the relevant 1PI vertex functions and encoded in a finite set of δZ1,γ and

δR1,γ counterterms. The identities (3.33)–(3.34) can be regarded as the master formulas

for the derivation of such counterterms. To this end, the poles of tensor integrals can be

computed in terms of tadpole integrals using (3.26). As discussed above, the residues of such

poles are M -independent polynomials of the external momenta {pk} and internal masses

{mk}. As a consequence, at the level of 1PI vertex functions, δZ1,γ and δR1,γ are local

counterterms. More precisely, they take the form of homogeneous polynomials of degree X

in the external momenta {pk} and internal masses {mk}, while their insertion at the level

of full scattering amplitudes yields rational functions of the kinematic invariants [7–10].

In section 5, using a similar strategy based on tadpole decompositions and power count-

ing, we demonstrate that also two-loop Ñ -contributions of UV origin can be reconstructed

by means of a finite set of local counterterms.

4 One-loop diagrams with D-dimensional external momenta

As a preparation for the discussion of Ñ -contributions at two loops, in this section we

extend the analysis of one-loop UV poles and Ñ -terms to the case of one-loop subdiagrams

of two-loop diagrams. Specifically, as depicted in figure 1, we consider one-loop subdiagrams

with internal loop momentum q̄1 and two external lines that depend on the loop momentum

q̄2 and are going to be embedded in a two-loop diagram. In the following q̄2 is kept fixed,

and we investigate the role of its (D − 4)-dimensional part q̃2. In particular, we show

that non-logarithmic UV subdivergences can give rise to non-trivial contributions of the

form q̃2
2/ε.

9On the l.h.s. of (3.34) we write A1,γ without bar since, a posteriori, K̃A1,γ can be reconstructed from

the δR1,γ counterterm using only four-dimensional ingredients. However, it should be clear that, a priori,

K̃A1,γ depends on the (D − 4)-dimensional part of the loop numerator.
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q2

ᾱ2

q2

ᾱ1

q1+q2q1

q2+k

ᾱ2

q2

ᾱ1

k

q1+q2+k

q1+q2

q1

Figure 1. One-loop subtopologies that can give rise to non-logarithmic UV divergences.

4.1 One-loop subdiagram in Dn = D dimensions

Let us consider one-loop subdiagrams of the type shown in figure 1. The corresponding

loop numerators have the form

N̄ ᾱ(q̄1, q̄2) =
R∑
r=0

N̄ ᾱ
µ̄1···µ̄r(q̄2) q̄ µ̄1

1 · · · q̄ µ̄r1 , (4.1)

where q̄1 is the loop momentum of the subdiagram at hand, q̄2 is the external loop momen-

tum, and the multi-index ᾱ = (ᾱ1, ᾱ2) combines the two Lorentz/Dirac indices associated

with the two q̄2-dependent external lines.

For what concerns UV poles and Ñ -contributions, as long as the dimensionality of q̄2

is the same in the loop numerator and denominator, the analysis of section 3.3 is applicable

to the case at hand via naive extension of the external degrees of freedom from four to D

dimensions. More explicitly, the formulas (3.31)–(3.34) take the form,

K̄ Āᾱ1,γ(q̄2) = K Āᾱ1,γ(q̄2) + K̃Aᾱ1,γ(q̄2) =
R∑
r=0

N̄ ᾱ
µ̄1···µ̄r(q̄2) KT µ̄1···µ̄r

N (q̄2) , (4.2)

with the UV divergent part

K Āᾱ1,γ(q̄2) =
R∑
r=0

N ᾱ
µ1···µr(q̄2) KTµ1···µr

N (q̄2) = −δZᾱ1,γ(q̄2) , (4.3)

and the Ñ -part

K̃Aᾱ1,γ(q̄2) =
R∑
r=0

[
N̄ ᾱ
µ̄1···µ̄r(q̄2)−N ᾱ

µ1···µr(q̄2)
]

KT µ̄1···µ̄r
N (q̄2) = δRᾱ1,γ(q̄2) . (4.4)

The tensor integrals T µ̄1···µ̄r
N (q̄2) are defined as in (3.10), and their q̄2-dependence originates

entirely from the loop denominators. All quantities in (4.2)–(4.4), including the countert-

erms δZᾱ1,γ(q̄2) and δRᾱ1,γ(q̄2), are polynomials of degree X in q̄2, and are related to the

corresponding quantities in (3.31)–(3.34) through the replacements q2 → q̄2 and α → ᾱ.

For later convenience we also rewrite (3.34) as

K̃Aα1,γ(q2) =
R∑
r=0

[
N̄α
µ̄1···µ̄r(q2)−Nα

µ1···µr(q2)
]

KT µ̄1···µ̄r
N (q2) = δRα1,γ(q2) , (4.5)
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where the dependence on q2 and α is made explicit. Since (3.34) and (4.4) are free from

UV poles, as long as q2 is not integrated they differ only by terms of order (D − 4).

More precisely,

K̃ Āᾱ1,γ(q̄2) = K̃Aα1,γ(q2) +O(ε, q̃2) . (4.6)

As an example of a one-loop diagram with D-dimensional external momentum, let us

consider the massless photon selfenergy in QED,

Āᾱ1ᾱ2
1,γ (q̄2) = −ie2

∫
dq̄1

Tr
[
γ̄ᾱ1 /̄q1γ̄

ᾱ2(/̄q1 + /̄q2)
]

q̄ 2
1 (q̄1 + q̄2)2

. (4.7)

In this case, the quadratic UV divergence generates quadratic polynomials of the external

momentum q̄2,

K̄ Āᾱ1ᾱ2
1,γ (q̄2)

MS
=

iα

4π

[
− 4

3 ε

(
q̄ 2

2 g
ᾱ1ᾱ2 − q̄ ᾱ1

2 q̄ ᾱ2
2

)
+

2

3
q̄ 2

2 g
ᾱ1ᾱ2

]
, (4.8)

where the two terms between square brackets correspond, respectively, to the UV pole (4.3)

and the rational Ñ -contribution (4.4). Note that for the examples discussed in this section

we adopt the MS scheme, while the final results in section 6 are presented in the MS scheme.

4.2 One-loop subdiagram in Dn = 4 dimensions

In order to identify the Ñ -contributions that originate from one-loop subdiagrams, in the

following we compare the D-dimensional numerator (4.1) to its four-dimensional variant,

Nα(q1, q2) =

R∑
r=0

Nα
µ1···µr(q2) qµ1

1 · · · qµr1 , (4.9)

where all parts of the numerator, including the multi-index α and the external loop mo-

mentum q2, are projected to four dimensions. At the amplitude level, in analogy with (4.2),

the interplay of the numerator (4.9) with the UV poles that arise from the q̄1-integration

results into

K̄Aα1,γ(q2) = KAα1,γ(q2) =

R∑
r=0

Nα
µ1···µr(q2) KTµ1···µr

N (q̄2) , (4.10)

where the tensor integrals Tµ1···µr
N (q̄2) depend on q̄2 since the external loop momentum is

kept in D dimensions in the loop denominator. The full pole contribution (4.10) can be

split into two parts,

KAα1,γ(q2) = −δZα1,γ(q2)− δZ̃α1,γ(q̃2) , (4.11)

where the first part reads

− δZα1,γ(q2) =

R∑
r=0

Nα
µ1···µr(q2) KTµ1···µr

N (q2) (4.12)

and corresponds to the standard UV counterterm (4.3) with (ᾱ, q̄2) replaced by (α, q2)

throughout. The remnant part originates from the (D − 4)-dimensional part of q̄2 in the
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denominator of the one-loop subdiagram and reads

− δZ̃α1,γ(q̃2) =

R∑
r=0

Nα
µ1···µr(q2) ∆Kµ1···µr

N (q̃2) , (4.13)

with

∆Kµ1···µr
N (q̃2) = KTµ1···µr

N (q̄2)−KTµ1···µr
N (q2) . (4.14)

In renormalisable theories, where the maximum degree of divergence of one-loop integrals

is X = 2, the tensor-integral poles in (4.14) are at most quadratic in q̄2. Their general

form is

KTµ1···µr
N (q̄2)

MS
=

1

ε

[
Aµ1···µr +Bµ1···µr

ν̄1
q̄ ν̄1

2 + Cµ1···µr
ν̄1ν̄2

q̄ ν̄1
2 q̄ ν̄2

2

]
, (4.15)

where the tensors A, B and C consist of combinations of the other four-dimensional external

momenta pk and metric tensors, which carry four-dimensional indices µi or D-dimensional

indices ν̄j . In (4.14) the q̄2-independent contribution associated with the tensor A cancels,

and for integrals with degree of divergence X ≤ 1, where the tensor C associated with the

quadratic q̄2 terms vanishes, we have

∆Kµ1···µr
N (q̃2)

∣∣∣∣
X≤1

MS
=

1

ε
Bµ1···µr
ν̄1

q̃ ν̄1
2 = 0 . (4.16)

This cancellation is due to the fact that the tensor B carries a single D-dimensional index,

which can lead only to terms of the form pk · q̃2 = 0 or gµiν̃1
q̃ ν̄1

2 = q̃µi2 = 0. Thus (4.14) is

non-vanishing only for quadratically divergent integrals. In this case

∆Kµ1···µr
N (q̃2)

∣∣∣∣
X=2

MS
=

1

ε
Cµ1···µr
ν̄1ν̄2

(
q̄ ν̄1

2 q̄ ν̄2
2 − qν1

2 q
ν2
2

)
=

1

ε
Cµ1···µr

00 gν̄1ν̄2

(
q̄ ν̄1

2 q̄ ν̄2
2 − qν1

2 q
ν2
2

)
= Cµ1···µr

00

q̃2
2

ε
, (4.17)

where we have split the tensor C into a part Cµ1...µr
00 gν̄1ν̄2 and a remaining part that does not

contribute to (4.17) since one or both ν̄i indices are either carried by a four-dimensional ex-

ternal momentum or by a g
µj
ν̄i tensor. Based on (4.16)–(4.17) we conclude that in renormal-

isable theories the extra counterterms (4.13) are required only for quadratically divergent

selfenergies, and their general form is

δZ̃
α
1,γ(q̃2)

MS
= vα

q̃2
2

ε
, (4.18)

where vα is independent of q2. Such extra counterterms should be regarded as an extension

of the usual UV counterterms for the case of one-loop integrals with numerators in Dn = 4

and denominators in D = 4− 2ε dimensions. Note that upon integration over q̄2 the terms

of order q̃2
2/ε in (4.18) result into two-loop contributions of order ε0.

As an example of the UV poles of a one-loop diagram in Dn = 4 dimensions, let us

consider again the massless photon selfenergy in QED,

Aα1α2
1,γ (q2) = −ie2

∫
dq̄1

Tr
[
γα1/q1

γα2(/q1
+ /q2

)
]

q̄ 2
1 (q̄1 + q̄2)2

, (4.19)
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where

KAα1α2
1,γ (q2)

MS
=

iα

4π

[
− 4

3 ε

(
q2

2g
α1α2 − qα1

2 qα2
2

)
− 2

3

q̃2
2

ε
gα1α2

]
. (4.20)

Here the two terms between square brackets correspond, respectively, to the standard UV

counterterm (4.12) and the O(q̃2/ε) remnant (4.13).

4.3 Relating renormalised one-loop subdiagrams in Dn = D and Dn = 4

In this section we extend the identity (1.3) to one-loop amplitudes with D-dimensional

external momenta. As a starting point we consider the amplitude of a renormalised sub-

diagram in Dn = D dimensions,

R Āᾱ1,γ(q̄2) = (1−K) Āᾱ1,γ(q̄2) = Āᾱ1,γ(q̄2) + δZᾱ1,γ(q̄2) , (4.21)

and we relate it to corresponding quantities in Dn = 4 dimensions by means of rational

terms. To this end, using (4.2) as an auxiliary subtraction term in Dn = D we define the

subtracted amplitude

Āᾱ1,γ(q̄2)− K̄ Āᾱ1,γ(q̄2) =

R∑
r=0

N̄ ᾱ
µ̄1···µ̄r(q̄2)

[
T µ̄1···µ̄r
N (q̄2)−KT µ̄1···µ̄r

N (q̄2)
]
. (4.22)

Similarly, using (4.10) as a subtraction term in Dn = 4 we define

Aα1,γ(q2)−KAα1,γ(q2) =

R∑
r=0

Nα
µ1···µr(q2)

[
Tµ1···µr
N (q̄2)−KTµ1···µr

N (q̄2)
]
. (4.23)

By construction, in both cases the subtraction terms cancel the full pole contribution at

the level of tensor integrals. Thus the terms between square brackets in (4.22) and (4.23)

are free from 1/ε poles and differ only by terms of O(ε). As a consequence, also the whole

subtracted amplitudes differ only by terms of order (ε). More explicitly,

Āᾱ1,γ(q̄2)− K̄ Āᾱ1,γ(q̄2) = Aα1,γ(q2)−KAα1,γ(q2) +O(ε, q̃2) . (4.24)

This identity can be turned into a relation between renormalised amplitudes by splitting

K̄ into K + K̃ as in (4.2), using (4.6) for the K̃ part, and shifting the latter to the l.h.s.

In this way one arrives at

(1−K) Āᾱ1,γ(q̄2) = (1−K + K̃)Aα1,γ(q2) +O(ε, q̃2) . (4.25)

Finally, expressing the K and K̃ terms through the corresponding UV and rational coun-

terterms introduced in (4.3), (4.5) and (4.11) leads to

R Āᾱ1,γ(q̄2) = Aα1,γ(q2) + δZα1,γ(q2) + δZ̃
α
1,γ(q̃2) + δRα1,γ(q2) +O(ε, q̃2) . (4.26)

This identity relates the UV-renormalised amplitude in D dimensions, on the l.h.s., to

the corresponding amplitude with four-dimensional numerator plus three counterterms:

the usual UV counterterm δZα1,γ with α and q2 in four dimensions, its O(q̃2
2/ε) extension
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R



Dn =D

=

 + δZ1,γ


Dn =D

=

 +
(
δZ1,γ + δZ̃1,γ + δR1,γ

)
Dn = 4

Figure 2. Graphical representation of (4.21) for a renormalised QED selfenergy in Dn = D

numerator dimensions and the relation (4.26) to its counterpart in Dn = 4 dimensions. The indices

α = (α1, α2), the external loop momentum q2 and terms of O(ε) are implicitly understood.

δZ̃
α
1,γ , defined in (4.13)–(4.18), and the rational term δRα1,γ , which compensates for the

missing Ñ -part of the loop numerator. At two loops, the identity (4.26) will play a key

role for the extraction of UV poles and Ñ -contributions that arise from divergent one-loop

subdiagrams (see section 5).

The renormalised amplitude (4.21) in Dn = D and the identity (4.26) are illustrated

in figure 2 for the case of a QED selfenergy.

5 Rational terms at two loops

In this section we derive a general formula for the reconstruction of the Ñ -contributions

of two-loop amplitudes in any renormalisable theory. We also present an explicit recipe

for the calculation of the relevant process-independent two-loop counterterms in terms of

tadpole integrals.

5.1 Notation for two-loop diagrams and subdiagrams

Irreducible two-loop diagrams involve propagators that depend on the loop momenta q1,

q2 and q3 = −q1− q2. Their generic structure is illustrated in figure 3 and consists of three

chains, C1, C2, C3, that are connected to each other by two vertices, V0,V1. Each chain Ci
includes a certain number Ni of propagators that depend on the loop momentum qi and

the Ni − 1 vertices that connect them to each other and to external lines. The two-loop

integral associated with a generic two-loop diagram Γ has the form10

Ā2,Γ =

∫
dq̄1

∫
dq̄2

∫
dq̄3 δ(q̄1 + q̄2 + q̄3)

Γ̄ᾱ1ᾱ2ᾱ3(q̄1, q̄2, q̄3) N̄ (1)
ᾱ1

(q̄1) N̄ (2)
ᾱ2

(q̄2) N̄ (3)
ᾱ3

(q̄3)

D(1)(q̄1)D(2)(q̄2)D(3)(q̄3)
,

(5.1)

where each chain Ci contributes through the corresponding set of loop denominators,

D(i)(q̄i) = D
(i)
0 (q̄i) · · ·D(i)

Ni−1(q̄i) , with D(i)
a (q̄i) = (q̄i + pia)

2 −m2
ia , (5.2)

10This two-particle irreducible amplitude corresponds to Āσ1...σN2,Γ in (2.15), but here and in the following

the external indices σ1 . . . σN are kept implicit.

– 18 –



J
H
E
P
0
5
(
2
0
2
0
)
0
7
7

C1 C3 C2

V0

V1

q1 q2

q3

Figure 3. A generic irreducible two-loop diagram consists of two vertices, V0, V1, that connect three

chains, C1, C2, C3, which contain, respectively, all propagators that depend on the loop momenta

q1, q2, q3 = −q1 − q2, as well as all vertices that connect the propagators depending on the same

loop momentum. Note that in general the loop momenta that flow out of the V0 vertex should be

qi + pi0, but for triple vertices one can set pi0 = 0 as in the above graph. In contrast, if V0 is a

quartic vertex, momentum conservation requires non-vanishing pi0 momenta with
∑
i pi0 equal to

the external momentum that flows into V0.

and a loop numerator part N̄ (i)
ᾱi (q̄i). The latter carries a multi-index ᾱi ≡ (ᾱi1, ᾱi2) that

connects the two ends of the chain to the tensor Γ̄ᾱ1ᾱ2ᾱ3 , which embodies the two vertices,

V0 and V1. Integrating (5.1) over q̄3 yields

Ā2,Γ =

∫
dq̄1

∫
dq̄2

N̄ (q̄1, q̄2)

D(1)(q̄1)D(2)(q̄2)D(3)(−q̄1 − q̄2)
, (5.3)

where N̄ (q̄1, q̄2) corresponds to the numerator of (5.1) at q̄3 = −q̄1 − q̄2. Similarly as

in (3.4)–(3.6) the two-loop numerator can be split into four- and (D − 4)-dimensional

parts as

N̄ (q̄1, q̄2) = N (q1, q2) + Ñ (q̄1, q̄2) , (5.4)

where

N (q1, q2) = N̄ (q̄1, q̄2)
∣∣∣
ḡ→g, γ̄→γ, q̄1→q1, q̄2→q2

(5.5)

and

Ñ (q̄1, q̄2) = O(ε, q̃1, q̃2) . (5.6)

The main goal of this paper is to derive a general formula for the reconstruction of all

relevant Ñ -contributions of UV origin, i.e. all terms of order ε−1 and ε0 that originate

form the interplay the (D − 4)-dimensional part of the numerator (5.6) with single and

double 1/ε poles of UV type.

The analysis of Ñ -contributions beyond one loop requires a careful treatment of subdia-

grams and their UV divergences. At two loops, each diagram Γ involves three subdiagrams,

γ1, γ2, γ3, where γi results from Γ by cutting the chain Ci. More precisely, each partition

i|jk of 123 corresponds to a subdiagram γi that involves the chains Cj , Ck and the vertices
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V0, V1. Its amplitude reads

Āᾱi1,γi
(q̄i) =

∫
dq̄j

∫
dq̄k δ(q̄i + q̄j + q̄k)

Γ̄ᾱ1ᾱ2ᾱ3(q̄1, q̄2, q̄3) N̄ (j)
ᾱj (q̄j) N̄ (k)

ᾱk (q̄k)

D(j)(q̄j)D(k)(q̄k)
,

=

∫
dq̄j

Γ̄ᾱ1ᾱ2ᾱ3(q̄1, q̄2, q̄3) N̄ (j)
ᾱj (q̄j) N̄ (k)

ᾱk (q̄k)

D(j)(q̄j)D(k)(q̄k)

∣∣∣∣∣
q̄k=−q̄i−q̄j

, (5.7)

where q̄i plays the role of external momentum for the subdiagram γi.

For each subdiagram γi of Γ we define its complement Γ/γi as the one-loop diagram

that involves only the chain Ci and results form Γ by shrinking the chains Cj , Ck to a vertex.

Thus the full two-loop diagram Γ can be expressed as the insertion of the subdiagram γi
into its complement Γ/γi. For such insertions we use the notation

Ā2,Γ = Ā1,γi · Ā1,Γ/γi
=

∫
dq̄i Āᾱi1,γi

(q̄i)
N̄ (i)
ᾱi (q̄i)

D(i)(q̄i)
, (5.8)

where the dot product involves the integration over the loop momentum qi and the sum-

mation over the multi-index αi, as defined on the r.h.s.

5.2 Power counting and structure of UV divergences

Divergences of UV type can be easily identified through naive power counting, i.e. by

counting the maximum power in the loop momenta qi at the integrand level. For the

analysis of two-loop divergences we count the powers of loop momenta originating from

the loop chains C1, C2, C3 and the connecting vertices V0, V1 as follows. For a two-loop

diagram Γ we define Ui(Γ) as the maximum power of the full chain Ci in the corresponding

loop momentum qi at qi →∞. In QCD we have

Ui(Γ) = −nqq,iprop − 2ngg,iprop − 2nuu,iprop + nggg,ivert + nuug,ivert , (5.9)

where the various terms on the r.h.s. represent the numbers of propagators (nprop) and

vertices (nvert) involving quarks (q), gluons (g) and ghosts (u) along the chain Ci. The

loop-momentum power of the vertices Va that connect the three loop chains is denoted

Ya(Γ). In QED we have Ya(Γ) = 0, while in QCD

Ya(Γ) =

{
1 if Va is a trilinear gluon vertex ,

0 otherwise .
(5.10)

The loop momenta associated with ghost-gluon vertices can always be assigned to a unique

chain Ci, also in case of an intersection vertex Va. Thus guū vertices should be accounted

for through the corresponding counter nuug,ivert in Ui(Γ) and not through Ya(Γ).

The simplest divergences of two-loop diagrams Γ are the ones arising from their one-

loop subdiagrams γi. They can be identified by means of the degree of subdivergence

X(γi) = Xjk(Γ) = 4 + Uj(Γ) + Uk(Γ) +
1∑

a=0

Ya(Γ) , (5.11)
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where i|jk is a partition of 123. When X(γi) ≥ 0 the subdiagram γi leads to a UV

pole that arises from the region where qj , qk → ∞ with qi fixed. Upon subtraction of

all subdivergences, two-loop diagrams can involve residual local divergences. This kind of

divergences originate from the region where q1, q2, q3 →∞ simultaneously. They can be

identified by means of the global degree of divergence

X(Γ) = 8 +

3∑
i=1

Ui(Γ) +

1∑
a=0

Ya(Γ) , (5.12)

which corresponds to the total loop-momentum power of the full two-loop diagram. Dia-

grams with X(Γ) ≥ 0 will be referred to as globally divergent diagrams. Such diagrams

can involve both subdivergences and residual local divergences. Instead, diagrams with

X(Γ) < 0 are free from local divergences and in renormalisable theories they involve at

most one subdivergence, i.e.

X(Γ) < 0 ⇒ X(γl) < 0 for at least two subdiagrams γl . (5.13)

This well-known property11 will be exploited in section 5.5 in order to demonstrate that

Ñ -contributions at two loops can be reconstructed by means of universal local counterterms.

5.3 Structure of UV poles at two loops

In general, two-loop amplitudes involve one-loop subdivergences and additional local diver-

gences. The renormalisation of these two kinds of divergences can be schematically written

in the form

R Ā2,Γ = Ā2,Γ −Ksub Ā2,Γ −Kloc Ā2,Γ . (5.18)

Here the Ksub operator extracts the divergences that result from the MS poles of the three

subdiagrams,

Ksub Ā2,Γ =

3∑
i=1

(K Ā1,γi) · Ā1,Γ/γi
= −

3∑
i=1

∫
dq̄i δZ

ᾱi
1,γi

(q̄i)
N̄ (i)
ᾱi (q̄i)

D(i)(q̄i)
. (5.19)

11The fact that X(Γ) < 0 implies at most one subdivergence can be demonstrated by combining (5.11)

and (5.12) such as to obtain the following relation between the global degree of divergence X(Γ) and the

sum of the degrees of divergence of two arbitrary subdiagrams,

X(γj) +X(γk) = X(Γ) + X̃i(Γ) (5.14)

with

X̃i(Γ) = Ui(Γ) + Y0(Γ) + Y1(Γ) . (5.15)

The latter quantity describes the total qi-power of the Ni propagators of the chain Ci together with all

(internal and external) Ni + 1 vertices to which they are connected. In renormalisable theories, each of the

Ni combinations of a propagator with a neighbouring vertex contributes with power −1 or less, while the

remaining extra vertex contributes with power +1 or less. Therefore

X̃i(Γ) ≤ −Ni + 1 ≤ 0 for Ni ≥ 1. (5.16)

Combining (5.16) with (5.14) yields the following lower bound for the global degree of divergence,

X(Γ) ≥ X(γj) +X(γk) , (5.17)

which implies, consistently with (5.13), that two or more subdivergences can occur only if X(Γ) > 0.
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R



Dn =D

=

 + δZ1,γi + δZ2,Γ


Dn =D

Figure 4. Graphical representation of the renormalisation formula (5.18) for a two-loop QED

diagram with a single subdivergence.

The one-loop MS counterterms δZ1,γi(q̄i) are local, i.e. they are polynomials in q̄i, but their

insertion into two-loop diagrams gives rise to non-local terms. After subtraction of all one-

loop subdivergences, two-loop diagrams with X(Γ) ≥ 0 still involve local divergences. The

corresponding MS poles are extracted through the operator Kloc, which is defined as

Kloc Ā2,Γ = K (1−Ksub) Ā2,Γ = −δZ2,Γ , (5.20)

where δZ2,Γ represents the two-loop UV counterterm for the diagram at hand.

Note that the renormalisation operator R and the associated operators Ksub and Kloc

should be understood as linear operators. In particular, when a two-loop diagram Γ is split

into a sum of contributions Γσ, the Ksub operator fulfils

Ksub

(∑
σ

Ā2,Γσ

)
=
∑
σ

Ksub Ā2,Γσ , (5.21)

with

Ksub Ā2,Γσ =
3∑
i=1

(K Ā1,γσi) · Ā1,Γσ/γσi
. (5.22)

Here γσi denotes the ith subdiagram associated with the contribution Γσ, and K Ā1,γσi
is

the corresponding UV pole.

The structure of the renormalisation formula (5.18) is illustrated in figure 4 for the

case of a two-loop QED diagram with a single subdivergence.

5.4 Structure of rational parts at two loops

The main goal of this paper is to derive a general formula that relates renormalised two-

loop amplitudes in Dn = D dimensions to corresponding amplitudes in Dn = 4 dimensions

by means of rational counterterms. This formula will be derived in section 5.5, and in the

following we anticipate its general structure, which reads

R Ā2,Γ = A2,Γ +
(
K̃sub −Ksub

)
A2,Γ +

(
K̃loc −Kloc

)
A2,Γ . (5.23)

Here the subtraction of subdivergences and local two-loop divergences is implemented

through the operators Ksub and Kloc in a similar way as in (5.18), but such operators

are supplemented by the K̃sub and K̃loc operators, which reconstruct the Ñ -contributions

that originate form the respective types of divergences. Similarly as for Ksub and Kloc,

also K̃sub and K̃loc should be understood as linear operators in the sense of (5.21)–(5.22).
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R



Dn =D

=

=

 +
(
δZ1,γi + δZ̃1,γi + δR1,γi

)
+

(
δZ2,Γ + δR2,Γ

) 
Dn = 4

Figure 5. Graphical representation of the master formula (5.23), see also (1.5), for a globally

divergent two-loop QED diagram with a single subdivergence.

According to our analysis in section 4, the Ksub operator needs to be defined as

KsubA2,Γ =

3∑
i=1

(KA1,γi)·A1,Γ/γi
=−

3∑
i=1

∫
dq̄i

[
δZαi1,γi

(qi)+δZ̃
αi
1,γi(q̃i)

]N (i)
αi (qi)

D(i)(q̄i)
, (5.24)

where the extended counterterms δZ1,γi+δZ̃1,γi guarantee the consistent subtraction of UV

poles in Dn = 4 dimensions (4.11). The Ñ -contributions stemming from subdivergences,

see (4.5), are reconstructed by

K̃subA2,Γ =

3∑
i=1

(K̃A1,γi) · A1,Γ/γi
=

3∑
i=1

∫
dq̄i δRαi1,γi

(qi)
N (i)
αi (qi)

D(i)(q̄i)
. (5.25)

For what concerns the subtraction of local divergences, up to negligible terms of O(ε) the

Kloc operator in (5.23) is equivalent to its D-dimensional version, i.e.

Kloc Ā2,Γ = KlocA2,Γ = − δZ2,Γ , (5.26)

where δZ2,Γ is the usual MS two-loop counterterm. The remaining K̃loc operator describes

the Ñ -contributions stemming from local two-loop divergences and is implicitly defined

through (5.23) as

K̃locA2,Γ = (1−Ksub) Ā2,Γ −
(

1−Ksub + K̃sub

)
A2,Γ . (5.27)

As demonstrated in the next section, such Ñ -contributions can be reconstructed through

process-independent counterterms,

K̃locA2,Γ = δR2,Γ , (5.28)

which can be computed once and for all in terms of tadpole integrals. This implies that

the δR2,Γ counterterms are polynomials in the external momenta and can be described at

the level of the Lagrangian in terms of local operators.
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The master formula (5.23) is equivalent to (1.5) and can be written more explicitly in

terms of loop integrals as

R Ā2,Γ =

∫
dq̄1

∫
dq̄2

N (q1, q2)

D(1)(q̄1)D(2)(q̄2)D(3)(−q̄1 − q̄2)
(5.29)

+
3∑
i=1

∫
dq̄i

[
δZαi1,γi

(qi) + δZ̃
αi
1,γi(q̃i) + δRαi1,γi

(qi)
] N (i)

αi (qi)

D(i)(q̄i)
+
(
δZ2,Γ + δR2,Γ

)
.

Note that the numerator of the two-loop integral on the r.h.s. is strictly four-dimensional,

while the presence of 1/ε and q̃2/ε poles in δZ1,γi and δZ̃1,γi requires the evaluation of

one-loop integrals of type

Tµ1···µr
N,s =

∫
dq̄1

(q̃2)s qµ1
1 · · · qµr1

D0(q̄1) · · ·DN−1(q̄1)
(5.30)

up to O(ε1), where the qµi1 loop momenta in the numerator are four-dimensional, while the

additional factor q̃2 has power s = 0 or 1.

Explicit results for all relevant UV and rational counterterms in QED are presented in

section 6, and the structure of the above master formula for a two-loop QED diagram is

illustrated in figure 5.

5.5 Proof and recipe for the calculation of rational terms

As pointed out in the previous section, the master formula (5.23) should be regarded as

implicit definition of the K̃loc operator, which is explicitly defined in (5.27). By construc-

tion K̃loc embodies the two-loop Ñ -contributions that remain after subtraction of all UV

divergences and of the rational parts stemming from one-loop subdivergences. In the fol-

lowing we demonstrate that such Ñ -contributions can be reduced to process-independent

local counterterms δR2,Γ as anticipated in (5.28). The proof consists of two parts, which

deal with diagrams with X(Γ) < 0 and X(Γ) ≥ 0, respectively. We also provide an explicit

recipe to calculate the two-loop rational counterterms δR2,Γ by means of tadpole integrals.

5.5.1 Diagrams with X(Γ) < 0

We first consider generic two-loop diagrams Γ with X(Γ) < 0. This implies that Γ is free

from local divergences, i.e.

Kloc Ā2,Γ = 0 . (5.31)

Thus only subdivergences need to be renormalised, i.e.

R Ā2,Γ = Ā2,Γ −Ksub Ā2,Γ . (5.32)
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Since for X(Γ) < 0 at most one subdiagram can be UV divergent (see section 5.2), us-

ing (5.19) and (5.8), we can write12

R Ā2,Γ = Ā2,Γ −
(
KĀ1,γi

)
· Ā1,Γ/γi

=
(
Ā1,γi −KĀ1,γi

)
· Ā1,Γ/γi

, (5.36)

where we assume that the subdiagram γi can be divergent or non-divergent, in which case

KĀ1,γi
= 0, while the two remaining subdiagrams are free from divergences. The two fac-

tors on the r.h.s. of (5.36) can be related to corresponding four-dimensional quantities using

Ā1,Γ/γi
= A1,Γ/γi

+O(ε) , (5.37)

and the identity (4.25) for the γi subdiagram, which corresponds to

Ā1,γi −KĀ1,γi = A1,γi −KA1,γi + K̃A1,γi +O(ε) , (5.38)

where the dependence on the loop momentum qi and the connecting multi-index αi is kept

implicit, and contributions of order q̃2
i /ε are consistently taken into account through the K

operator as detailed in (4.11)–(4.14). The identities (5.37)–(5.38) can be directly applied

on the r.h.s. of (5.36) neglecting all terms of O(ε) since the renormalised subdiagram γi
and its complement Γ/γi are both free from UV singularities. This results into

R Ā2,Γ =
(
A1,γi −KA1,γi + K̃A1,γi

)
· A1,Γ/γi

, (5.39)

which can be rewritten in terms of the subtraction operators defined in (5.24)–(5.25) as

R Ā2,Γ = A2,Γ +
(
K̃sub −Ksub

)
A2,Γ . (5.40)

This equation demonstrates the validity of the master formula (5.23) for the case X(Γ) < 0

and shows that in this case neither local divergences nor Ñ -contributions of type (5.27)–

(5.28) occur, i.e.

X(Γ) < 0 ⇒ KlocA2,Γ = δZ2,Γ = 0 and K̃locA2,Γ = δR2,Γ = 0 . (5.41)

12The following identity can be written more explicitly as

R Ā2,Γ =

∫
dq̄i

∫
dq̄j

N̄ (q̄i, q̄j)

D(i)(q̄i)D(j)(q̄j)D(k)(q̄k)
+

∫
dq̄i δZ

ᾱi
1,γi

(q̄i)
N̄ (i)
ᾱi

(q̄i)

D(i)(q̄i)

=

∫
dq̄i

[∫
dq̄j

Γ̄ᾱiᾱj ᾱk (q̄i, q̄j , q̄k)N̄ (j)
ᾱj

(q̄j)N̄ (k)
ᾱk

(q̄k)

D(j)(q̄j)D(k)(q̄k)
+ δZᾱi

1,γi
(q̄i)

]
N̄ (i)
ᾱi

(q̄i)

D(i)(q̄i)
, (5.33)

where the integral representations in (5.7)–(5.8) and (5.19) are used with q̄k = −q̄i−q̄j , and i|jk is a partition

of 123. In the above integral representation, the identities (5.37) and (5.38) correspond, respectively, to

N̄ (i)
ᾱi

(q̄i)

D(i)(q̄i)
=
N (i)
αi (qi)

D(i)(q̄i)
+O(ε) , (5.34)

and[
. . .

]
=

∫
dq̄j

Γαiαjαk (qi, qj , qk)N (j)
αj (qj)N (k)

αk (qk)

D(j)(q̄j)D(k)(q̄k)
+ δZαi

1,γi
(qi) + δZ̃

αi
1,γi(q̃i) + δRαi

1,γi
(qi) +O(ε) , (5.35)

where [ . . . ] refers to the term between square brackets in (5.33). Note that on the r.h.s. of (5.34) and (5.35)

the loop numerators of Γ/γi and γi, including the connecting multi-index αi, are projected to four dimen-

sions.
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R



Dn =D

=

 +
(
δZ1,γ + δZ̃1,γ + δR1,γ

)
Dn = 4

Figure 6. Graphical representation of the master formula (5.23), see also (1.5), for a two-loop

QED diagram where X(Γ) < 0 and thus δZ2,γ = δR2,γ = 0.

Thus the genuine two-loop Ñ -terms (5.27)–(5.28) occur only in the finite set of diagrams

that involve a local divergence. Note that (5.40) and (5.41) hold irrespectively of the

presence of subdivergences, i.e. also for finite two-loop diagrams. Moreover, due to the

linearity of the various K operators, the above identities are applicable to full diagrams,

combinations of diagrams, or single pieces of individual diagrams.

A schematic representation of equation (5.40) for the case of a two-loop QED diagram

with X(Γ) < 0 and a subdivergence is shown in figure 6.

5.5.2 Diagrams with X(Γ) ≥ 0

In the following we consider two-loop diagrams Γ with X(Γ) ≥ 0, and we prove that

K̃locA2,Γ can be cast in the form of tadpole integrals and corresponds to a local counterterm.

As detailed below, the proof is based on the splitting of Γ into two parts,

Ā2,Γ = Ā2,Γtad
+ Ā2,Γrem

, (5.42)

where Γtad embodies the entire globally divergent part of Γ in the form of pure tadpole

integrals, while Γrem is not globally divergent, i.e.

X(Γtad) = X(Γ) ≥ 0 and X(Γrem) < 0 . (5.43)

This allows us to apply (5.41) to Γrem and to conclude that

K̃locA2,Γrem
= 0 and K̃locA2,Γ = K̃locA2,Γtad

, (5.44)

where the second relation follows form the linearity of the K̃loc operator.

The splitting (5.42) is implemented by means of the tadpole decomposition introduced

in section 3.2. Specifically, along each chain Ci of the two-loop diagram we apply an exact

decomposition,

S
(i)
Xi

+ F
(i)
Xi

= 1 , (5.45)

where the operators S
(i)
Xi

and F
(i)
Xi

act exclusively on the denominators depending on the

loop momentum q̄i and are defined similarly as in (3.19)–(3.23). In particular, the S
(i)
Xi

operator generates the tadpole expansion

S
(i)
Xi

(
1

D(i)(q̄i)

)
=

Xi∑
σ=0

∆
(σ)
i (q̄i)(

q̄ 2
i −M2

)Ni+σ , (5.46)
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where

∆
(σ)
i (q̄i) =

σ∑
σ0=0

. . .

σ∑
σNi−1=0

Ni−1∏
a=0

[
∆ia(q̄i)

]σa∣∣∣∣∣
σ0+···+σNi−1=σ

(5.47)

with

∆ia(q̄i) = −p2
ia − 2q̄i · pia +m2

ia −M2 . (5.48)

In practice S
(i)
Xi

turns all propagators along the chain Ci into tadpoles including subleading

UV contributions up to a certain relative order 1/qXii , while F
(i)
Xi

collects all remnant terms,

which are suppressed by order 1/qXi+1
i or higher. Therefore, each F

(i)
Xi

operator reduces

the degree of divergence of all (sub)diagrams that involve the chain Ci by Xi + 1. More

explicitly, for the global degree of divergence

X
(
F

(i)
Xi

Γ
)
≤ X(Γ)− (Xi + 1) , (5.49)

and for the degree of divergence of the subdiagrams involving the chains CiCj and CiCk,

Xil

(
F

(i)
Xi

Γ
)
≤ Xil(Γ)− (Xi + 1) for l = j, k , (5.50)

where i|jk is a partition of 123, while Xik(Γ) = X(γj) and Xij(Γ) = X(γk) are defined

in (5.11). Based on (5.49)–(5.50) the order of the tadpole decompositions along the various

chains is chosen as

Xi = Xi(Γ) = max {X(Γ), Xij(Γ), Xik(Γ)} , (5.51)

which guarantees that

X
(
F

(i)
Xi

Γ
)
< 0 , (5.52)

and

Xij

(
F

(i)
Xi

Γ
)
< 0 , Xik

(
F

(i)
Xi

Γ
)
< 0 . (5.53)

Thus, the remnant part F
(i)
Xi

Γ that results from the decomposition (5.45) of a single chain

Ci is completely free from global two-loop divergences and contains only UV divergences

stemming from the subdiagram that does not involve the chain Ci, i.e. the γi subdiagram.

Vice versa, the tadpole part S
(i)
Xi

Γ contains the entire globally divergent part of Γ as well

as the UV divergences of the subdiagrams γj and γk, which involve the chains CiCj and

CiCk, respectively.

The decomposition of all three chains can be expressed as

Ā2,Γ =
(
S

(1)
X1

+ F
(1)
X1

)(
S

(2)
X2

+ F
(2)
X2

)(
S

(3)
X3

+ F
(3)
X3

)
Ā2,Γ , (5.54)

or, more explicitly,

Ā2,Γ =

∫
dq̄1

∫
dq̄2 N̄ (q̄1, q̄2)

3∏
i=1

[(
S

(i)
Xi

+ F
(i)
Xi

) 1

D(i)(q̄i)

]
q3=−q1−q2

. (5.55)
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Expanding the r.h.s. of (5.54) results into eight different combinations of S and F operators,

which can be grouped into two contributions that correspond to the tadpole and remnant

parts introduced in (5.42),

Ā2,Γtad
= S

(1)
X1

S
(2)
X2

S
(3)
X3
Ā2,Γ , (5.56)

Ā2,Γrem
= F

(1)
X1

F
(2)
X2

F
(3)
X3
Ā2,Γ +

3∑
i=1

S
(i)
Xi

F
(j)
Xj

F
(k)
Xk
Ā2,Γ +

3∑
i=1

F
(i)
Xi

S
(j)
Xj

S
(k)
Xk
Ā2,Γ . (5.57)

In (5.56) all three chains are replaced by their tadpole expansion, i.e. Γtad consists only of

tadpole integrals. In contrast, the remaining seven combinations in (5.57) involve at least

one F operator. Thus (5.52) guarantees that the Γrem part is free form global divergences

and does not contribute to K̃locA2,Γ, as anticipated in (5.43)–(5.44).

Combining (5.44) with (5.27) we obtain

K̃locA2,Γ = (1−Ksub) Ā2,Γtad
−
(

1−Ksub + K̃sub

)
A2,Γtad

. (5.58)

Here the interplay between the tadpole expansion (5.56) and the Ksub operators results

into tadpole terms like

Ksub Ā2,Γtad
=

3∑
i=1

(K Ā1,γtad,i
) · Ā2,Γtad/γtad,i

=

3∑
i=1

(
K S

(j)
Xj

S
(k)
Xk
Ā1,γi

)
·
(
S

(i)
Xi
Ā2,Γ/γi

)
=

3∑
i=1

(
K Ā1,γi

)
·
(
S

(i)
Xi
Ā2,Γ/γi

)
, (5.59)

where the second identity is guaranteed by the fact that the S operators in (5.56) factorise,

in the sense that each S
(i)
Xi

acts only on the corresponding chain Ci. The third identity is

based on (5.53), which guarantees that the tadpole expansions S
(j)
Xj

and S
(k)
Xk

capture the

full UV divergent part of the subdiagram γi containing the chains Cj and Ck. Using similar

identities for the terms KsubA2,Γtad
and K̃subA2,Γtad

in (5.58) we arrive at

K̃locA2,Γ =

[
3∏
i=1

S
(i)
Xi
Ā2,Γ −

3∑
i=1

(
KĀ1,γi

)
·
(
S

(i)
Xi
Ā2,Γ/γi

)]

−
[

3∏
i=1

S
(i)
Xi
A2,Γ −

3∑
i=1

(
KA1,γi − K̃A1,γi

)
·
(
S

(i)
Xi
A2,Γ/γi

)]
, (5.60)

which can be written more explicitly as

δR2,Γ =

∫
dq̄1

∫
dq̄2

[
N̄ (q̄1, q̄2)−N (q1, q2)

] [ 3∏
i=1

S
(i)
Xi

1

D(i)(q̄i)

]
q3=−q1−q2

+
3∑
i=1

∫
dq̄i

[
δZᾱi1,γi

(q̄i) N̄ (i)
ᾱi (q̄i)−

(
δZαi1,γi

(qi) + δZ̃
αi
1,γi(q̃i) + δRαi1,γi

(qi)
)
N (i)
αi (qi)

]
× S

(i)
Xi

(
1

D(i)(q̄i)

)
. (5.61)
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K̃loc



Dn =D

=

 3∏
i=1

S
(i)
Xi

+ S
(1)
X1

δZ1,γ1


Dn =D

−

 3∏
i=1

S
(i)
Xi

+ S
(1)
X1

(
δZ1,γ1

+ δZ̃1,γ1
+ δR1,γ1

)
D=4

Figure 7. Graphical representation of the master formula (5.60) for the derivation of two-loop

rational counterterms for the case of a globally divergent two-loop diagram with a single divergent

subdiagram γ1. The S
(i)
Xi

operators perform tadpole expansions along the corresponding chains Ci,
and the subtracted one-loop contributions involve a single tadpole expansion along the chain C1
associated with the complement Γ/γ1 of the divergent subdiagram.

The identities (5.60)–(5.61) represent the master formulas for the calculation of the δR2,Γ

counterterms in terms of tadpole integrals. Moreover, the structure of these formulas

provides insights into the general properties of the δR2,Γ counterterms. In particular, from

the form of (5.61) and (5.46)–(5.48) it is evident that such counterterms are polynomials

in the external momenta {pia} and internal masses {mia}. With other words, the δR2,Γ

counterterms correspond to local operators at the Lagrangian level, and at the level of

scattering amplitudes they result into rational functions of the kinematic invariants.

The various tadpole expansions in (5.61) give rise to terms depending on the auxiliary

mass scale M2. However, this dependence cancels in δR2,Γ. This is guaranteed by the fact

that the tadpole decomposition (5.54) is exact, and thus independent of M2, while the con-

tribution of the amputated remnant (5.57) to δR2 vanishes. This implies that δR2 countert-

erms are also independent of the renormalisation scale µ, since such dependence could arise

only in the form of logarithms of M2/µ2 in the tadpole integrals13 on the r.h.s. of (5.61).

The master formula (5.61) can be optimised in various ways. For instance, the num-

ber of tadpole integrals to be computed can be significantly reduced by applying a strict

power counting in 1/qi such that all terms of relative order higher than 1/qXii are shifted

from the S
(i)
Xi

operators to the F
(i)
Xi

remnants. Moreover, the fact that the resulting δR2,Γ

terms are homogenous polynomials of degree X(Γ) in {pia,mia} allows one to discard all

terms of different order at the integrand level. The results presented in section 6 have

been obtained by selecting the terms of order X(Γ) in {pia,mia} and discarding also all

irrelevant M2-dependent terms in the loop numerators. This can be achieved by omitting

all M2-contributions in (5.47) and then reconstructing the correct M2-dependence through

auxiliary one-loop counterterms along the lines of [16, 17, 25]. Results obtained in this way

have been validated against a naive implementation of the tadpole expansions as described

in (5.46)–(5.47). More details on the implementation of the tadpole expansion and its

optimisations will be discussed in a forthcoming paper.

13In general the rational terms depend on the ratio between the regularisation and renormalisation scales.

However these two scales are set equal to each other in this paper.
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The master formula (5.60)–(5.61) for the calculation of two-loop rational counterterms

is illustrated in figure 7 for the case of a two-loop QED diagram with a single subdivergence.

6 Two-loop rational terms in QED

As a first application of the method introduced in section 5 we have derived the full set of

two-loop rational terms δR2 in QED in the MS scheme. To this end we have applied the

master formula (5.61) to the full set of globally divergent Feynman diagrams for the various

2-, 3-, and 4-point 1PI functions in QED. For convenience, let us summarise the various

ingredients that are required for the implementation of (5.61). As defined in (5.1)–(5.6),

the function N̄ (q̄1, q̄2) is the numerator of the two-loop diagram at hand in D dimensions,

N (q1, q2) represents its four-dimensional projection, and D(i)(q̄i) are the associated chains

of denominators. The functions N̄ (i)
ᾱi (q̄i) and N (i)

αi (qi) represent, respectively, the D- and

four-dimensional numerator of the complement Γ/γi of the subdiagram γi. Their relation

with the numerator of the two-loop diagram Γ is specified in (5.7)–(5.8). The required one-

loop counterterms and rational terms associated with the γi subdiagrams, i.e. δZαi1,γi
(qi),

δZ̃
αi
1,γi(q̃i), and δRαi1,γi

(qi), can be found below and in appendix A. Finally, the tadpole ex-

pansion operators S
(i)
Xi

are defined in (5.46)–(5.48) (see also section 3.2), and the expansion

order Xi is dictated by (5.11)–(5.12) and (5.51). After the S
(i)
Xi

expansions one is left with

the evaluation of massive tadpole integrals.

In practice, the master formula (5.61) and all relevant building blocks have been im-

plemented in the Geficom [26] framework, which is based on Qgraf [27], Q2E and

Exp [28, 29] for the generation and topology identification of Feynman diagrams, and

implements the relevant algebraic manipulations, one-loop insertions and tadpole decom-

positions in Form [30, 31], while massive tadpole integrals are computed with Matad [32].

We consider the QED Lagrangian

LQED = ψ̄(iγµDµ −m)ψ − 1

4
FµνF

µν − 1

2λ
(∂µAµ)2 , (6.1)

with Dµ = ∂µ− ieAµ and a generic gauge parameter λ. The corresponding Feynman rules

are listed in appendix A together with the known one- and two-loop counterterms in the

MS scheme. In the following we present results for the rational terms at one and two loops

in D = 4− 2ε dimensions. For convenience we write our results in the form

δRα1...αN
k,γ = i

( α
4π

)k
Skε

∑
a

δR̂(a)
k,γ T α1...αN

a,γ , (6.2)

where k = 1, 2 is the loop order, α = e2/(4π), Sε is the MS normalisation factor defined

in (3.28), and T α1...αN
a,γ are independent tensor structures carrying the indices α1 . . . αN of

the external lines of the vertex function at hand. For convenience the gauge dependence is

expressed in terms of η = 1− λ, i.e. the Feynman gauge corresponds to η = 0.

The rational terms for the electron two-point function have the form

= i
2∑

k=1

( α
4π

)k
Skε
[
δR̂(P)

k,ee /pαβ + δR̂(m)
k,ee mδαβ

]
, (6.3)
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with two tensor structures, T αβP,ee = /pαβ , T αβm,ee = mδαβ , and the coefficients

δR̂(P)
1,ee =−1+

2

3
η , δR̂(P)

2,ee =

(
19

18
− 143

72
η+

11

30
η2

)
ε−1+

(
247

108
+

293

864
η+

391

14400
η2

)
,

δR̂(m)
1,ee = 2− 1

2
η , δR̂(m)

2,ee =

(
−11+

41

9
η− 1

4
η2

)
ε−1+

(
−5

6
− 13

54
η− 7

288
η2

)
. (6.4)

As usual the direction of the momentum p in (6.3) coincides with the fermion flow.

For the photon two-point function we have

µ ν = i

2∑
k=1

( α
4π

)k
Skε
[
δR̂(P)

k,γγ p
µpν +

(
δR̂(G)

k,γγ p
2 + δZ̃

(G)
k,γγ p̃

2
)
gµν
]
,

(6.5)

with two tensor structures, T µνP,γγ = pµpν , T µνG,γγ = p2gµν , and the coefficients

δR̂(P)
1,γγ = 0 , δR̂(P)

2,γγ =

(
2

3
+

4

9
η

)
ε−1+

(
−71

18
+

59

108
η

)
,

δR̂(G)
1,γγ =

2

3
−4

m2

p2
, δR̂(G)

2,γγ =

(
−2

3
− 4

9
η+6

m2

p2

)
ε−1+

(
109

36
− 73

216
η+7

m2

p2

)
. (6.6)

In addition, due to the presence of a quadratic divergence, the usual MS counterterm for

the photon two-point function needs to be supplemented by

δZ̃
(G)
1,γγ =

2

3
ε−1 . (6.7)

This extra term is relevant only when it is inserted in a one-loop diagram in the context

of two-loop calculations, and its two-loop extension δZ̃
(G)
2,γγ is required only for calculations

beyond two loops.

For the electron-photon vertex we have

µ = i eγµ
2∑

k=1

( α
4π

)k
SkεδR̂(V)

k,eeγ , (6.8)

with a single tensor structure, T µV,eeγ = eγµ, and

δR̂(V)
1,eeγ = −2 +

5

6
η , δR̂(V)

2,eeγ =

(
13

9
− 35

12
η +

29

60
η2

)
ε−1 +

(
191

27
− 17

24
η +

123

1600
η2

)
.

(6.9)

Finally, for the quartic photon vertex we have

µ ν

ρ σ

= i e2
(
gµνgρσ + gµρgνσ + gµσgνρ

) 2∑
k=1

( α
4π

)k
SkεδR̂(S)

k,4γ , (6.10)
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with a single tensor structure, T µνρσ
S,4γ = gµνgρσ + gµρgνσ + gµσgνρ, and

δR̂(S)
1,4γ =

4

3
, δR̂(S)

2,4γ =− 3 +
1

2
η . (6.11)

At one loop, the rational counterterms δR1,γ are in agreement with the results obtained

in [7] for η = 0, while their η-dependent parts are presented here for the first time. At two

loops, the form of the rational counterterms δR2,Γ confirms the conclusions of the general

analysis of section 5, namely that δR2,Γ are polynomials of the external momenta and

internal masses. We also note that, due to the presence of 1/ε2 UV poles at two loops, the

δR2,Γ terms contain single 1/ε poles. Moreover, as expected, the δR2,Γ counterterms are

independent of the auxiliary tadpole mass M .

7 Summary and conclusions

The construction of one-loop scattering amplitudes through efficient numerical algorithms

that handle the numerator of loop integrands in Dn = 4 dimensions turned out to be a

very successful strategy for the automation of NLO calculations. When the loop numerator

is restricted to four dimensions, the contributions associated with its (D − 4)-dimensional

counterpart, referred to as Ñ , need to be reconstructed with a different technique. At one

loop, Ñ -contributions can be reconstructed in a very efficient way through the insertion of

process-independent rational counterterms into tree amplitudes. In order to open the door

to the usage of two-loop numerical algorithms in Dn = 4 numerator dimensions, in this

paper we have presented a general analysis of rational Ñ -contributions at two loops. Such

contributions can arise from the interplay of Ñ with 1/(D − 4) poles of UV or IR kind,

and we have focused on poles of UV kind, deferring the study of IR poles to future work.

The main result is a formula that relates generic renormalised two-loop amplitudes

with loop numerators in Dn = D and Dn = 4 dimensions. Its structure is similar to the

well-known R-operation for the subtraction of UV divergences. Renormalised two-loop

amplitudes are expressed as a combination of unrenormalised two-loop amplitudes, one-

loop counterterm insertions into one-loop amplitudes, and two-loop counterterm insertions

into tree amplitudes. In this formula the well known MS counterterms for the subtraction

of UV divergences are accompanied by rational counterterms for the reconstruction of

the related Ñ -contributions. In addition, the one-loop MS counterterms for quadratically

divergent subdiagrams need to be supplemented by extra UV counterterms proportional

to q̃2/(D − 4), where q̃ denotes the (D − 4)-dimensional part of the loop momentum.

The Ñ -contributions associated with one-loop subdivergences are reconstructed through

insertions of the well-known one-loop rational counterterms into one-loop amplitudes, while

the remaining Ñ -contributions associated with local two-loop divergences are reconstructed

through the insertion of two-loop rational counterterms into tree amplitudes.

We have demonstrated that two-loop rational counterterms are process-independent

polynomials of the external momenta and internal masses. They can be extracted from

a finite set of superficially divergent two-loop diagrams, and for their derivation we have

presented a general formula, applicable to any renormalisable theory, where the relevant
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two-loop diagrams are reduced to massive tadpole integrals with one auxiliary mass scale,

of which the result is independent. As a first application we have presented the full set of

two-loop rational counterterms for QED in the Rξ-gauge.
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A Feynman rules and UV counterterms in QED

For convenience of the reader we list the Feynman rules for the QED Lagrangian (6.1)

together with the full set of MS counterterms at one and two loops. Similarly as in section 6,

the results correspond to D = 4 − 2ε dimensions and are parametrised in terms of η =

1 − λ, with η = 0 corresponding to the Feynman gauge. In analogy with (6.2), the UV

counterterms are expressed as

δZα1...αN
k,γi

= i
( α

4π

)k
Skε

∑
a

δẐ
(a)
k,γi
T α1...αN
a , (A.1)

using the same tensor structures as in section 6 and the MS normalisation factor (3.28).

The UV counterterms were computed in the same framework as the rational terms and

agree with those in the literature, which have been available for a long time [33–35].

For the electron and photon two-point functions we have

= i

{
(/p−m)αβ +

2∑
k=1

( α
4π

)k
Skε
[
δẐ

(P)
k,ee /pαβ − δẐ

(m)
k,ee mδαβ

]}
,

(A.2)

with

δẐ
(P)
1,ee = (−1 + η) ε−1 , δẐ

(P)
2,ee =

(
1

2
− η +

1

2
η2

)
ε−2 +

7

4
ε−1 ,

δẐ
(m)
1,ee = (−4 + η)ε−1 , δẐ

(m)
2,ee =

(
6− 4η +

1

2
η2

)
ε−2 +

8

3
ε−1 , (A.3)

and

µ ν = −i

{
p2 gµν+

(
1

λ
−1
)
pµpν+

2∑
k=1

(
α

4π

)k
SkεδẐ

(T)
k,γγ

(
p2 gµν−pµpν

)}
,

(A.4)

with

δẐ
(T)
1,γγ = −4

3
ε−1 , δẐ

(T)
2,γγ = − 2 ε−1 . (A.5)
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For the electron-photon vertex

µ = i eγµ

{
1 +

2∑
k=1

( α
4π

)k
SkεδẐ

(V)
k,eeγ

}
, (A.6)

with

δẐ
(V)
1,eeγ = (−1 + η) ε−1 , δẐ

(V)
2,eeγ =

(
1

2
− η +

1

2
η2

)
ε−2 +

7

4
ε−1 . (A.7)

In the context of two-loop calculations, when the one-loop counterterms δZ1,γ are

inserted into one-loop diagrams, the associated tensor structures and their loop-momentum

dependence have to be adapted to the dimensionality of the loop numerator, i.e. using

δZᾱ1...ᾱN
1,γ (q̄1) and δZα1...αN

1,γ (q1), respectively, in Dn = D and Dn = 4 numerator dimensions.

Moreover, in the master formula (5.61) the four-dimensional MS counterterm needs to be

supplemented by the additional δZ̃1,γ(q̃1) counterterm. The latter is not included in the

above formulas since it can be found in section 6.
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