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1 Introduction and summary

1.1 Motivation and review

Consider a quantum system in an ensemble described by a density matrix ρ, and suppose

that the Hilbert space may be decomposed into a product of two subspaces HA and HB.

One measure of the quantum entanglement between the subsystems A and B is the en-

tanglement entropy (EE), S, defined as the von Neumann entropy of the reduced density

matrix ρA of the subsystem A obtained by tracing ρ over the states in HB,

S = −tr(ρA ln ρA) .

EE has many possible uses, for example in detecting topological order [1, 2].

In this paper we consider EE in the vacuum of local quantum field theories (QFTs)

in Minkowski space. In particular, for a fixed time slice we pick A and B to be a spatial

region R and its complement R, respectively. We will refer to the surface separating R
and R as the “entangling surface,” M. Since the vacuum of a local QFT is a pure state,

the EE obtained by first tracing over states in R is the same as that obtained by first
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tracing over states in R. In this sense, the position-space EE is a non-local observable

which depends on M rather than on R or R. In a continuum QFT, position-space EE

diverges due to correlations among highly-entangled short-distance modes near M. To

obtain a finite result for the EE, we introduce a short-distance cutoff ε.

Remarkably, position-space EE can be related to certain monotonicity theorems, as

follows. In the vacuum state of a d-dimensional conformal field theory (CFT), consider

the EE for a spherical M of radius R, i.e. M = Sd−2. For d = 2, M consists of the two

endpoints of an interval of length 2R. In d = 2, 3, and 4, this EE takes the form [3–6]

S =


C

(d=2)
log ln

(
2R
ε

)
+ C̃

(d=2)
0 , d = 2,

C1
R
ε + C

(d=3)
0 , d = 3,

C2
R2

ε2
+ C

(d=4)
log ln

(
2R
ε

)
+ C̃

(d=4)
0 , d = 4,

(1.1)

where the various C’s and C̃’s are constants that are independent of R and ε but depend

on the details of the CFT. In eq. (1.1) we have neglected terms that vanish as ε → 0, as

we will continue to do in all that follows. The quantities C1, C2, and the C̃0’s depend

on the choice of regularization, while the Clog’s and C
(d=3)
0 are “universal” in that they

are invariant under rescalings of ε. Such universal constants are in principle physically

observable. In particular, the Clog’s are proportional to Weyl anomaly coefficients, and

C
(d=3)
0 is minus the free energy of the Euclidean CFT on S3 of radius R [5–9]:1

C
(d=2)
log =

c

3
, C

(d=3)
0 = −FS3 , C

(d=4)
log = −64π2a . (1.2)

Each of these objects obeys a monotonicity theorem, and in that sense counts degrees of

freedom. In d = 2, Zamolodchikov’s c-theorem [10] states that c decreases between the

endpoints of an RG flow: cUV ≥ cIR. Similarly, in d = 3 the F -theorem (conjectured in

ref. [7, 11] and proven in ref. [12]) states that FS3 decreases between the endpoints of an

RG flow. In d = 4, the a-theorem (conjectured in ref. [13] and proven in ref. [14]) states

that a decreases between the endpoints of an RG flow.

In d = 2 another monotonicity theorem exists, for “defect CFTs” (DCFTs). A

DCFT consists of two CFTs each on a half-line connected at their mutual endpoint by

a conformally-invariant defect. For R an interval of length 2R centered on the defect, the

EE is [6, 15]

S =
S+ + S−

2
+ ln(g), (1.3)

where S± are the EE’s for intervals of length R in the CFTs on the two sides of the defect.

The quantity ln(g) is called the defect entropy. The folding trick maps a d = 2 DCFT

1We choose conventions such that the d = 2, 4 Weyl anomalies are

d = 2 : 〈T µ
µ 〉 = − c

24π
R,

d = 4 : 〈T µ
µ 〉 = cWµνρσW

µνρσ − aE4,

with R the intrinsic Ricci scalar of the background metric, Wµνρσ the Weyl tensor, and E4 = RµνρσR
µνρσ−

4RµνR
µν +R2 the four-dimensional Euler density. In d = 3, if ZS3 is the partition function of the Euclidean

CFT on S3, then the free energy is FS3 ≡ − lnZS3 . Typically, FS3 is divergent, so we can extract physical

information from FS3 only after renormalization.
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to a d = 2 CFT with a conformal boundary, called a “boundary CFT” (BCFT). Denot-

ing the CFTs on the two sides of the defect as CFT±, the BCFT is the tensor product

CFT+⊗CFT− equipped with conformally-invariant boundary conditions characterized by

a boundary state [16]. If R is an interval of length R ending on the boundary, then the

EE for the BCFT is equal to that of the DCFT eq. (1.3): in terms of the central charge of

the BCFT, the EE is

S =
c

6
ln

(
2R

ε

)
+ C̃0 + ln(g). (1.4)

In this context, ln(g) is called the boundary entropy. In eq. (1.4), ln(g) looks like a con-

tribution to a non-universal constant. We can prove that in fact ln(g) is universal via a

background subtraction, as follows. If we compute both of S± using the same regulator

ε, and then compute S in the associated DCFT or BCFT also using the same ε, then in

S − S++S−
2 all divergent and non-universal terms (the ln

(
2R
ε

)
and C̃0 terms in eq. (1.4))

will cancel, leaving behind a universal contribution, ln(g).

The g-theorem (conjectured in ref. [17] and proven in ref. [18]) states that g decreases

along an RG flow between two BCFTs triggered by an operator localized to the boundary,

called a “boundary RG flow.” For an RG flow triggered by an operator in the ambient CFT,

no such monotonicity theorem exists: in such cases, g may either increase or decrease [19].

Thanks to the folding trick, the g-theorem also holds for DCFTs.

Some important open questions are: for BCFTs and DCFTs in d > 2, can we extract

a boundary or defect entropy from EE? If so, can we prove whether it is monotonic along

RG flows triggered by defect/boundary-localized operators? Can we prove whether it is

monotonic along RG flows triggered by deformations of the ambient CFT? In short, does

the g-theorem generalize to higher dimensions? These questions are difficult to answer,

partly because EE is difficult to compute even in free theories.

1.2 The systems we study

To address these questions, we turn to holography, or more precisely the Anti-de

Sitter/CFT (AdS/CFT) correspondence [20]. This correspondence relates certain d-

dimensional CFTs to string theories on backgrounds that in general consist of a warped

product of a (d+ 1)-dimensional AdS factor, AdSd+1, and an internal space. In the best-

understood examples, the CFTs are non-Abelian gauge theories in the ’t Hooft large-N

limit with large ’t Hooft coupling, λ � 1, and the holographic duals are semiclassical

supergravities (SUGRAs).

We use holography simply because it is the easiest way to compute EE for interacting

CFTs in d > 2. For CFTs dual to SUGRA, the prescription to compute EE in a

time-independent state, conjectured in refs. [21, 22] and proven in ref. [23], is the following.

On a fixed time slice in the bulk, we determine the codimension-one surface of minimal

(Einstein-frame) area Amin that approaches M at the AdSd+1 boundary. The EE is then,

with GN the bulk Newton’s constant,

S =
Amin

4GN
. (1.5)
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In principle, we would like to study holographic duals of RG flows between BCFTs

and DCFTs. Many gravity solutions exist that describe RG flows between DCFTs, usually

involving “probe” defects, meaning the defect’s contributions to observables (including EE)

are suppressed by factors of N relative to the ambient CFT [24]. Few solutions exist de-

scribing conformal defects outside of the probe limit [25–27]. Some ad hoc solutions for the

holographic duals of BCFTs, and RG flows between BCFTs, appear in refs. [25, 28–30].2 In

some cases these are genuine solutions of SUGRA theories [29], and hence we have good rea-

son to believe a pathology-free dual BCFT actually exists. In general, however, that is not

guaranteed. Moreover, without a specific dual field theory, a comparison between results

calculated on the two sides of the correspondence, gravity and field theory, is impossible.3

Our goal is a more general analysis, relying as little as possible on special limits such

as the probe limit, and using genuine solutions of SUGRA, so that we have good reason

to believe dual BCFTs and DCFTs exist. To our knowledge, no SUGRA solutions exist

describing RG flows between BCFTs or DCFTs outside of the probe limit. We thus turn

to known SUGRA solutions that describe fixed points rather than RG flows. We will be

able to extract boundary and defect entropies from our holographic results for EE, but our

arguments for their behavior along RG flows will be indirect. Such is the price we pay for

working outside the probe limit and demanding that dual field theories exist.

We focus exclusively on two CFTs that we will deform to obtain DCFTs and BCFTs.

The first CFT is (3 + 1)-dimensional N = 4 supersymmetric (SUSY) SU(N) Yang-Mills

(SYM) theory. The second CFT is the (2 + 1)-dimensional N = 6 SUSY U(N)k×U(N)−k
Chern-Simons-matter theory of Aharony, Bergman, Jafferis, and Maldacena (ABJM) [35].

In each theory we work in the ’t Hooft large-N limit, with large ’t Hooft coupling, in which

case the holographic dual is SUGRA on a background with an AdS factor.

We choose these two CFTs for two reasons. First, in the dual SUGRA theories,

many solutions are known that describe conformal boundaries and codimension-one de-

fects [31, 36–44]. All of these solutions describe a boundary or defect that is planar. Second,

not only are we confident that the dual DCFTs and BCFTs actually exist, in contrast to

many bottom-up models, but also in many cases explicit Lagrangians are known for the dual

DCFTs and BCFTs [41, 45–52]. We will perform a general calculation, applicable to essen-

tially all of the solutions of refs. [31, 36–44], however, we will present explicit results only for

a representative sample of the SUGRA solutions in refs. [31, 36, 38–41], as we discuss below.

2Despite the title of ref. [25], the solutions there actually describe fixed points, not RG flows.
3The bottom-up models for BCFTs of refs. [28–30] also deviate in an essential way from almost all holo-

graphic BCFTs that arise in string theory: they are locally AdS. More precisely, in the bottom-up models of

refs. [28–30], the dual spacetime ends on a codimension-one brane which may support some localized matter

content. The geometry is locally AdS everywhere away from the “brane” , and the shape of the brane is

determined by the Israel junction condition involving the brane stress-energy tensor. Currently, the one and

only example of such a holographic BCFT in string theory appears in ref. [29], where the dual spacetime ends

on two separated O8− planes, together with two stacks of D8-branes. We do not expect such features to be

generic in string theory. In particular, in all other known examples of holographic BCFTs in string theory,

the dual spacetime caps off smoothly, rather than ending on a “brane,” and the metric only asymptotically

approaches AdS. These examples include the d = 4 BCFT arising from D3-branes ending on D5-branes [31],

the d = 3 BCFT arising from M2-branes ending on M5-branes [32], and the d = 2 BCFTs of refs. [33, 34].
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Figure 1. A cartoon of a (2 + 1)-dimensional DCFT and its holographic dual. The DCFT

“lives” at the boundary of the holographic dual, depicted as the shaded plane. The two horizontal

directions x1 and x2 are the DCFT’s spatial directions, while u is the holographic direction. The

planar defect is extended along x1, as depicted by the solid red line. We compute the EE of a

spherical region centered on the defect. The entangling surface M = S1 is depicted as the solid

black circle. The blue hemisphere is the minimal-area surface in the bulk which ends on M, and

whose area determines the EE via eq. (1.5).

For the entangling surface M, for DCFTs we choose a sphere centered on the defect,

as depicted in figure 1. We do so for two reasons. First, for a special class of DCFTs we

know the spherical EE provides a defect entropy monotonic under a defect RG flow, namely

DCFTs in which the defect is a CFT in its own right, completely decoupled from the ambi-

ent CFT. In these cases, the spherical EE decomposes into a sum of two spherical EE’s, one

for the ambient CFT, SCFT, and one for the defect CFT, Sdefect, that is, S = SCFT +Sdefect.

For a defect of spacetime dimension 2, 3, or 4, and for RG flows triggered by defect-localized

operators built out of defect fields, the c-, F -, and a-theorems, combined with eq. (1.1), tell

us that a certain term in the EE will change monotonically. For instance, if the defect has

spacetime dimension 2, then the defect entropy S − SCFT will include a logarithmic term

whose coefficient always decreases under defect RG flows. Analogous statements apply for

BCFTs, where we choose M to be a hemi-sphere centered on the boundary.

Our second reason for studying (hemi-)spherical M is practical: for any DCFT or

BCFT with a holographic dual, an exact solution is known for the minimal area surface

that approaches the (hemi-)spherical M at the boundary [53]. Using that solution, for

many holographic DCFTs and BCFTs we are able to compute defect and boundary

entropies exactly, without approximation (beyond the SUGRA approximation to string

theory) and without numerics.

To be precise, we define defect and boundary entropies following the d = 2 example:

we regulate the EE in the DCFT or BCFT in the same way as the original CFT, and then

define defect entropy, Sdefect, or boundary entropy, S∂ , via a background subtraction,

Sdefect ≡ S −
S+ + S−

2
, S∂ ≡ S −

SCFT
2

, (1.6)

where S± are the spherical EE’s for the ambient CFTs on either side of a defect, and

SCFT is the spherical EE for the ambient CFT far away from the boundary. We emphasize

that in the holographic calculation, matching the cutoff ε of the DCFT or BCFT to the
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original CFT is non-trivial (and sometimes difficult), because the DCFT or BCFT is dual

to SUGRA in a very different spacetime from that of the original CFT.

1.3 Summary of results

In section 2 and in the appendix we perform a general calculation of Sdefect and S∂ appli-

cable to essentially all of the solutions of refs. [31, 36–44], namely DCFTs and BCFTs in

d = 3, 4 holographically dual to ten- or eleven-dimensional SUGRA. For our holographic

DCFTs, we find that generically Sdefect takes the form

Sdefect =

{
D

(d=3)
log ln

(
2R
ε

)
+ D̃

(d=3)
0 , d = 3,

D
(d=4)
1

R
ε +D

(d=4)
0 , d = 4,

(1.7)

where the various D’s and D̃
(d=3)
0 are constants that are independent of ε and R but that de-

pend on the details of the DCFT. Note that Sdefect takes the same form as the spherical EE

for a CFT, eq. (1.1), of the same spacetime dimension as the defect, d−1. Our holographic

calculation makes clear that D̃
(d=3)
0 and D

(d=4)
1 are non-universal while D

(d=3)
log and D

(d=4)
0

are universal. For our holographic BCFTs, we find that generically S∂ takes the form

S∂ =

{
B

(d=3)
log ln

(
2R
ε

)
+ B̃

(d=3)
0 , d = 3,

B
(d=4)
1

R
ε +B

(d=4)
0 , d = 4,

(1.8)

where the B’s and B̃
(d=3)
0 are constants that are independent of ε and R but that depend

on the details of the BCFT. Our holographic calculation makes clear that B̃
(d=3)
0 and

B
(d=4)
1 are non-universal while B

(d=3)
log and B

(d=4)
0 are universal. Eq. (1.8) is not surprising:

in free d = 4 BCFTs, with hemi-sphericalM centered on the boundary, S∂ takes the same

form [54].

For a CFT in d = 3, the F -theorem, by way of eqs. (1.1) and (1.2), tells us that minus

the constant piece of the spherical EE monotonically decreases under RG flow. By analogy,

for DCFTs and BCFTs in d = 4, we propose that −D(d=4)
0 and −B(d=4)

0 decrease under

RG flows triggered by defect- or boundary-localized operators. On similar grounds, for

DCFTs and BCFTs in d = 3 we propose that the coefficients of the logarithmic terms,

D
(d=3)
log and B

(d=3)
log , also decrease under such RG flows. This latter conjecture was made,

and proven for the bottom-up holographic BCFTs of refs. [28, 29], already in ref. [29].

Our holographic calculation makes clear that D
(d=3)
log , B

(d=3)
log , D

(d=4)
0 , and B

(d=4)
0 de-

pend on the entire geometry of the holographic dual, and not just a region near the defect

or boundary. Moreover, we expect that D
(d=3)
log and B

(d=3)
log are related to Weyl anoma-

lies supported on the defect or boundary. As a result, these coefficients could potentially

decrease even under flows in which the ambient CFT is deformed.

In section 3 we compute D
(d=3)
log , D

(d=4)
0 , and B

(d=4)
0 explicitly in various examples.

(Our examples do not include a holographic BCFT in d = 3, so we present no examples

of B
(d=3)
log .) Our examples involving N = 4 SYM are: the DCFT obtained from the

(2 + 1)-dimensional intersection of D3- and D5-branes [39, 40, 45, 46, 55, 56], the BCFT

obtained from D3-branes ending on D5-branes [31], the DCFT obtained by coupling the
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so-called T [SU(N)] theory (a CFT in d = 3) [52] to N = 4 SYM [57], and certain so-called

Janus deformations of N = 4 SYM [36, 38, 39, 47, 48, 58], in which the YM coupling takes

different values on two halves of space. Our example involving ABJM theory also involves

a Janus-like defect [41, 44, 59].

Although we cannot compute EE holographically along RG flows between DCFTs

or BCFTs, in principle we can compare the (hemi-)spherical EE between fixed points

connected by RG flows. Fortunately, thanks to SUSY we can identify fixed points

connected by RG flows within the class of examples that we study. Our prime example is

the D3/D5 DCFT [39, 40, 45, 46, 55, 56], N = 4 SYM with gauge groups SU(N±3 ) on the

two sides of a codimension-one defect that supports a number N5 of (2 + 1)-dimensional

hypermultiplets preserving eight real supercharges. We can trigger a defect RG flow by

introducing a hypermultiplet mass. A mass deformation preserving eight real supercharges

exists, allowing us to identify the IR fixed point unambiguously: it is the D3/D5 theory

again, but with a reduced value of N5. We can trigger a bulk RG flow by moving onto

the Higgs branch of the SUSY moduli space. In that case, SUSY again allows us to

identify the IR fixed point: it is the D3/D5 theory with reduced values of N±3 . Analogous

statements apply for the D3/D5 BCFT.

Our holographic calculation reveals that −D(d=4)
0 or −B(d=4)

0 always decreases under

the defect or boundary RG flow in which N5 decreases, and may either increase or decrease

under the bulk RG flow in which N±3 decreases. Such behavior is highly reminiscent of the

original g-theorem in d = 2, and provides non-trivial evidence supporting our conjecture

for a g-theorem in d = 4.

Our other examples provide additional circumstantial evidence for our conjectures, and

raise additional questions. For example, for a T [SU(N)] defect in N = 4 SYM, in the limit

where N is much greater than the rank of the N = 4 SYM gauge group, our holographic

calculation reveals that −D(d=4)
0 = −FS3 , where here FS3 is the free energy of the Euclidean

T [SU(N)] theory on S3. In our ABJM Janus example, we find D
(d=3)
log = 0, the meaning of

which remains mysterious to us. (The same thing happened in a bottom-up holographic

model for a d = 3 DCFT in ref. [27].) We leave further details of our examples to section 3.

1.4 Outlook

Our work is just the tip of the iceberg of higher-dimensional defect and boundary entropies.

What follows is our own somewhat idiosyncratic list of promising directions for future

research.

In d = 2, Zamolodchikov’s c-function [10], built from the two-point function of the

stress-energy tensor, decreases monotonically along RG flows and coincides with the central

charge c at the fixed points. Similarly, a g-function exists [18], defined in terms of the one-

point function of the stress-energy tensor, which decreases monotonically along a defect or

boundary RG flow, and coincides with g at the fixed points.

As proven in refs. [12, 60], in d = 2 the “renormalized EE” [61] of an interval, R dS
dR ,

also acts as a c-function, although the relation to Zamolodchikov’s c-function remains

mysterious [12, 60]. The method of proof in refs. [12, 60] relied on Lorentz boost symmetries

that are broken when we introduce a defect or boundary, hence such methods cannot

– 7 –
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immediately provide a g-function. To date, a g-function defined in terms of (renormalized)

EE has not been found.4 Clearly, some important open questions are: in d = 2, can we

obtain a g-function from EE? In d > 2, can we obtain g-functions, using EE or otherwise?

If we wish to address these questions using holography, then we necessarily need gravity

solutions describing RG flows between DCFTs or BCFTs, rather than just fixed points.

Generically, holographic c-theorems invoke the null energy condition in the bulk [63] to

guarantee monotonicity of certain terms in the EE [7, 8]: at fixed points these terms

coincide with either an a-type central charge (for even d) or (−1)(d−1)/2 times the free

energy of the Euclidean theory on Sd (for odd d). Holographic g-functions have been

proposed which invoke a null energy condition for the stress-energy tensor of a brane

on the gravity side, either a probe brane dual to a defect [24] or the “brane” on which

spacetime ends in the bottom-up holographic models of BCFTs of refs. [28–30]. What

physical observables these g-functions are dual to in the field theory is not always clear.

A natural question is whether they are dual to some contribution to an EE. Probe branes

may provide the simplest way to address this question, since several techniques exist to

calculate a probe brane’s contribution to EE [53, 64, 65].

In a d = 4 CFT the coefficient of the ln (2R/ε) term in the EE is determined

completely by M and the central charges a and c. For spherical M, the coefficient is

∝ a, as in eq. (1.1), while for cylindrical M it is ∝ c [9]. The central charge c obeys no

monotonicity theorem: explicit examples show that c can either increase or decrease under

RG flows (see for example refs. [66, 67]). In this paper we focus on (hemi-)spherical M,

but what about other M? Can we characterize the ln (2R/ε) terms in defect/boundary

entropy by M and a finite set of “central charges”? The results of ref. [54] for d = 4

BCFTs, for M that intersects the boundary, suggest that this may be the case. What

about M that do not intersect the defect/boundary? Studying different M could be

useful for identifying and studying candidates for defect/boundary entropies, for example

by eliminating some candidates (like c in d = 4).

There are proposals to use EE to detect topological order in d = 3 [1, 2] and d ≥ 4 [68].

Holography can describe many topologically non-trivial phases, and so can help to test these

proposals. For example, two kinds of holographic models exist for time-reversal invariant

fractional topological insulators in d = 4. The first kind uses probe branes [69, 70], for which

EE could be computed using the methods of refs. [53, 64, 65]. The second kind uses Janus

solutions of SUGRA [71], including some of the examples we study in sections 3.3 and 3.4.

(The two kinds of models may be closely related [71].) A natural questions is: to what ex-

tent do our results in sections 3.3 and 3.4 characterize the topological order of these states?

Lastly, SUSY localization has been used to compute a SUSY version of Rényi entropy

for certain Chern-Simons-matter theories in d = 3 [72]. The EE may be extracted from this

SUSY Rényi entropy [72]. Moreover, SUSY localization has also been used to compute the

partition functions of SUSY theories on manifolds with boundaries [73–75]. Presumably

4The proof of refs. [12, 60] also does not immediately generalize to higher d. In d = 3 the renormalized EE

of a circle, (R d
dR
−1)S, provides an F -function [12], albeit one that may not be stationary at fixed points [62].

Moreover, in d = 4 holography provides evidence that renormalized EE of a sphere, 1
2
R d
dR

(
R d
dR
− 2

)
S,

does not always change monotonically under RG flows, and hence may not provide an a-function [61].
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these two things can be combined: for SUSY theories on manifolds with boundaries, SUSY

localization could be used to compute EE. Such calculations could provide exact results for

boundary entropies, which could be very useful for testing higher-dimensional g-theorems.

This paper is organized as follows. In section 2, we discuss the calculation of

spherical EE for general holographic DCFTs and BCFTs. We pay special attention to

the regularization of the EE, so that we can perform the background subtractions in our

definitions of Sdefect and S∂ in eq. (1.6). Section 3 is a case-by-case study of spherical

EE in our various examples of DCFTs and BCFTs. The appendix contains the technical

details of our general analysis of spherical EE in d = 3,4, including in particular the

derivation of eqs. (1.7) and (1.8).

2 Holographic calculation

2.1 Review: no defect or boundary

We start with the simple case of AdSd+1 and a spherical M. In this case, the first holo-

graphic calculation of EE was in refs. [21, 22]. We will give an alternative derivation of the

same result, highlighting several points that will be useful to us later. In particular, the

duals of DCFTs and BCFTs will have SO(d− 1, 2) isometry, so from the beginning we will

make manifest an SO(d− 1, 2) subgroup of the SO(d, 2) isometry of AdSd+1.

The metric of AdSd+1 with radius L in Poincaré slicing is

g =
L2

z2

(
dz2 − dt2 + d~x2

)
, (2.1)

with ~x = (x1, . . . , xd−1) and with the AdSd+1 boundary at z → 0. To make manifest the

SO(d− 1, 2) subgroup of the SO(d, 2) isometry, we change coordinates as

z =
u

coshx
, xd−1 = u tanhx, (2.2)

which puts the AdSd+1 metric into AdSd slicing,

g = L2
(
dx2 + cosh2(x)gAdSd

)
. (2.3)

with gAdSd the metric of a unit-radius AdSd in Poincaré slicing,

gAdSd =
1

u2
(du2 − dt2 + dr2 + r2gSd−3), (2.4)

where gSd−3 is the metric of a unit-radius (d − 3)-sphere, Sd−3. For d = 3, we use the

r → −r symmetry to choose the convention that r ∈ R+ with vol(S0) = 2. The SO(d−1, 2)

subgroup of the SO(d, 2) isometry acts as the isometry of the AdSd slice. The AdSd slicing

splits AdSd+1 into two regions, x > 0 and x < 0. In particular, from eq. (2.2) we see that

the AdSd+1 boundary z → 0 splits into two pieces at x = ±∞. These two pieces are glued

together at the boundary of the AdSd slice, u→ 0, or equivalently at xd−1 = 0. In the dual

CFT, we can think of xd−1 = 0 as the location of a fictitious codimension-one planar defect.

We now consider a spherical M of radius R centered on the fictitious defect, or more

precisely centered at the origin ~x = ~0. Following Ryu and Takayanagi [21, 22], to compute

– 9 –
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this EE holographically we must compute the area of the minimal surface which lives on

a fixed time-slice and approaches M as z → 0. That minimal area surface wraps the Sd−3

and so is described by a hypersurface in the (x, u, r)-space. If we describe that surface as

r(x, u), then the area functional becomes

A = vol(Sd−3)Ld−1

∫
du dx rd−3 coshd−2(x)

ud−2

√
1 + (∂ur)2 +

cosh2(x)

u2
(∂xr)2 . (2.5)

We will discuss the endpoints of the u and x integrations in eq. (2.5) momentarily. The

Euler-Lagrange equation arising from eq. (2.5) is a complicated partial differential equation

for r(x, u). However, the minimal area surface that we want has a simple description in

Poincaré slicing [21, 22]: z2 + (xd−1)2 + r2 = R2, which at the AdSd+1 boundary z → 0

clearly describes a sphere of radius R centered at the origin. Switching to AdSd slicing via

eq. (2.2), the solution for the minimal area surface becomes

u2 + r2 = R2. (2.6)

A straightforward exercise shows that the solution for r(x, u) given by eq. (2.6) indeed

solves the Euler-Lagrange equation arising from eq. (2.5). Notice that the solution for

r(x, u) given by eq. (2.6) depends on u but not on x.

Let us now compute the value of the minimal area. To do so, we insert the solution in

eq. (2.6) into the area functional eq. (2.5) and then integrate in x ∈ (−∞,∞) and u ∈ [0, R].

The integrand in eq. (2.5) diverges exponentially in the asymptotically AdSd+1 regions at

large |x|, and hence A is divergent. From the CFT perspective, these are the expected

short-distance divergences from highly-entangled modes nearM. Again following Ryu and

Takayanagi [21, 22], we regulate the divergence by introducing a Fefferman-Graham (FG)

cutoff: in the Poincaré-sliced coordinates we introduce a cutoff surface z = ε. In the AdSd
slicing, the FG cutoff becomes a surface in the (x, u)-space. Via eq. (2.2), that surface is

described as the union of two surfaces χ±( εu) given by

χ±

( ε
u

)
≡ ±arccosh

(u
ε

)
= ± ln

(
2u

ε

)
± ln

[
1

2
+

1

2

√
1− ε2

u2

]
, (2.7)

where u ∈ [ε,R]. Note that the cutoff surface is real and continuous for this choice of lower

bound on u. Using these cutoffs and the solution for r(x, u) in eq. (2.6), the integral for

the minimal area becomes

Amin = vol(Sd−3)Ld−1R

∫ R

ε
du

(R2 − u2)
d−4
2

ud−2

∫ χ+( ε
u

)

χ−( ε
u

)
dx coshd−2(x) . (2.8)

We are interested in the cases d = 3, 4, for which

Amin =


2πL2

(
R
ε − 1

)
, d = 3 ,

2π L3
(
R2

ε2
− ln

(
2R
ε

)
− 1

2

)
, d = 4 .

(2.9)
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Following eq. (1.5), we multiply eq. (2.9) by 1/(4GN ) to obtain the EE, which reproduces

the results of refs. [21, 22], as advertised.

In this work, we study DCFTs and BCFTs where the ambient CFT is either the

ABJM theory or N = 4 SYM. The holographic dual of U(N)k × U(N)−k ABJM theory

is eleven-dimensional M-theory on AdS4 × S7/Zk, where the AdS4 has radius L and the

S7/Zk has radius 2L. In the N � k and N � k5 limits, the M-theory is well-approximated

by eleven-dimensional SUGRA. The minimal-area surface wraps the internal space S7/Zk,
so the result for Amin is the d = 3 result in eq. (2.9) times the volume of S7/Zk, π4

3k (2L)7.

In eleven dimensions the gravitational constant is given by 4GN = 26π7l9p and the AdS

radius is related to field theory quantities as L6 = π2

2 Nk l
6
p, where lp is the Planck

length [35]. The spherical EE then follows from eq. (1.5),

S =
π
√

2

3
k

1
2 N

3
2

[
R

ε
− 1

]
. (ABJM theory) (2.10)

The holographic dual of N = 4 SYM theory is type IIB string theory on AdS5 × S5,

where both the AdS5 and S5 have radius L. In the N,λ� 1 limits (with λ ≡ g2
YMN � N),

the string theory is well-approximated by type IIB SUGRA. The minimal-area surface

wraps the internal space S5, so the result for Amin is the d = 4 result in eq. (2.9) times

the volume of the S5, π3L5. In ten dimensions and in Einstein frame, the gravitational

constant is given by 4GN = 25π6(α′)4 and the AdS radius is given in terms of SYM

quantities as L4 = 4πN(α′)2, where α′ is the string length squared. The spherical EE

then follows from eq. (1.5),

S = N2

[
R2

ε2
− ln

(
2R

ε

)
− 1

2

]
. (N = 4 SYM theory) (2.11)

2.2 General defect or boundary

We now turn our attention to the calculation of S for a general DCFT or BCFT in d = 4

or d = 3 holographically dual to type IIB string theory or M-theory. For now we will

discuss DCFTs with holographic duals, saving BCFTs for the end of this subsection. We

consider only codimension-one planar defects, so the (d+ 1)-dimensional DCFT will have

SO(d − 1, 2) conformal symmetry, and the dual ten- or eleven-dimensional geometry will

include an AdSd factor. The (Einstein-frame) metrics that we study all have the form

g =
[
f(x, ya)2gAdSd + ρ(x, ya)2dx2 +Gbc(x, y

a)dybdyc
]
, (2.12)

where we will use the AdSd metric of eq. (2.4),

gAdSd =
1

u2

(
du2 − dt2 + dr2 + r2gSd−3

)
,

and where ya are the coordinates of a compact internal space with metric Gbc(x, y
a).5 The

backgrounds dual to DCFTs possess two asymptotic AdSd+1 regions. We will choose x so

5The most general metric with SO(d−1, 2) isometry is of the form in eq. (2.12) plus mixed dx dya terms.

We can always choose {x, ya} to remove those mixed terms locally, but whether we can always remove such

terms globally in such a way as to preserve the asymptotic AdS regions as |x| → ±∞ is not clear. In all of

the examples we consider in this paper, however, such a global choice always exists, hence we restrict our

analysis to metrics of the form in eq. (2.12).
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that these regions are located at x → ±∞. In the DCFT, the ambient CFTs on the two

sides of the defect need not be the same, so in the holographic dual the AdSd+1 radii of

curvature in the two regions, L±, need not be the same. More generally, the warp factors

f(x, y)2 and ρ(x, y)2 and the metric Gbc(x, y
a) may approach distinct values in the x→ ±∞

limits. In the x→ ±∞ limits, the metric functions admit the following expansions in e±x:

f(x, ya)2 =
L2
±
4

(
e±2x+2c± + f

(−1)
± (ya)e±x + f

(0)
± (ya) + . . .

)
,

ρ(x, ya)2 = L2
±

(
1 + ρ

(1)
± (ya)e∓x + ρ

(2)
± (ya)e∓2x + . . .

)
,

G(x, ya) = G
(0)
± (ya) +G

(1)
± (ya)e∓x +G

(2)
± (ya)e∓2x + . . . ,

(2.13)

where c± are constants and the · · · denote terms sub-leading in e±x compared to those

shown. We use ± subscripts to indicate that the expansion coefficients f
(−1)
± (ya), ρ

(1)
± (ya),

G
(0)
± (ya), etc., may approach different values in the x → ±∞ limits. The leading terms

in the expansions of eq. (2.13) are fixed such that the metric approaches the asymptotic

form of the AdSd+1 ×My metric as x → ±∞, where the AdSd+1 metric is in the AdSd
slicing of eq. (2.3) with radius of curvature L±, and My is a compact internal space with

metric G
(0)
± (ya). The two asymptotically AdSd+1 regions are glued together at the AdSd

boundary in a fashion similar to the AdSd slicing of AdSd+1, though now with a genuine

defect in the field theory located at the plane along which the two pieces are glued.

Given a metric of the form in eq. (2.12), we want to compute holographically the

spherical EE. The minimal-area surface we want is a codimension-two surface sitting at

a constant time and wrapping the Sd−3 inside AdSd, and is thus a hypersurface in the

{r, u, x, ya} space. Parameterizing that hypersurface as u = u(r, x, ya), the area functional

becomes (temporarily ignoring the bounds of integration)

A=vol(Sd−3)

∫
dya dx dr rd−3ρ

(
f

u

)d−2√
detG

√
1+(∂ru)2+

f2

u2
(ρ−2(∂xu)2+Gab∂au∂bu),

(2.14)

where
∫
dya represents integration over all the internal directions ya, ∂au ≡ ∂u/∂ya, and

we have used the fact that Gbc(x, y
a) is positive-definite to define its inverse Gbc(x, ya).

The Euler-Lagrange equation for u(r, x, ya) that arises from eq. (2.14) is a compli-

cated second-order partial differential equation. Remarkably, the solution that describes a

spherical M centered on the defect is simple: it is given by [53]

u2 + r2 = R2. (2.15)

In other words, although u could depend on all of {r, x, ya}, the u that describes the

minimal-area surface depends only on r, and in fact is identical in form to the minimal-area

solution in the AdSd-slicing of pure AdSd+1, eq. (2.6). A proof that eq. (2.15) is the global

minimum of the area functional, for metrics of the form in eq. (2.12) but without the

internal directions ya, appears in appendix A of ref. [53]. We can easily generalize that

proof to include the internal directions ya, as follows. First, in the (u, r) plane we switch

to polar coordinates,

u = ζ sinϕ, r = ζ cosϕ, (2.16)
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where ζ ∈ [0,∞) and ϕ ∈ [0, π/2]. Next, we re-parameterize the hypersurface u(r, x, ya)

as ζ = ζ(ϕ, x, ya), so that the area functional becomes

A=vol(Sd−3)

∫
dya dx dϕρ fd−2 cotd−3 ϕ

sinϕ

√
detG

√
1+

(∂ϕζ)2

ζ2
+
f2

ζ2

ρ−2(∂xζ)2+Gab∂aζ∂bζ

sin2 ϕ
.

(2.17)

The crucial observation is that ζ appears only in the terms under the square root, in a

sum of squares where each term is proportional to a derivative of ζ. As a result, the area

functional attains its global minimum only when ζ is constant in all variables. Eq. (2.16)

then implies u2 + r2 = ζ2 is constant. To describe a spherical M of radius R centered

on the defect, we choose ζ = R. Eq. (2.15) is therefore the global minimum of the area

functional, among surfaces that asymptotically approach the entangling surface we want.

Plugging the minimal area solution eq. (2.6) into the area functional eq. (2.14), chang-

ing integration variables from u(r) to r(u), and multiplying by 1/(4GN ), we find for the EE

S =
Amin

4GN
=

vol(Sd−3)R

4GN

∫
dya dx du

√
detGρfd−2 (R2 − u2)(d−4)/2

ud−2
. (2.18)

The integrand of eq. (2.18) exhibits divergences near the asymptotic boundary, for example

the integrand diverges exponentially in x in each asymptotically AdSd+1 ×My region at

large |x|. From the DCFT perspective, these are the expected short-distance divergences

of highly-entangled modes near the entangling surface. To obtain a finite EE we must

introduce a regulator. As discussed in subsection 1.2, to compute the defect entropy via

the background subtraction in eq. (1.6), we must use the same regulator in the DCFT

as in the parent CFT. In the previous subsection, for the parent CFT dual to AdSd+1 we

chose a FG regulator z = ε, which we must therefore also use here.

Any asymptotically AdSd+1 metric may be written in FG form, at least locally, in

the asymptotically AdSd+1 region. Similar to the change of coordinates in AdSd+1 from

Poincaré to AdSd slicing, eq. (2.2), to switch from the form in eq. (2.12) to FG form we

must replace the coordinates {x, u} with the FG coordinates {z, x⊥}, where x⊥ is the field

theory direction normal to the defect. After that change of coordinates, the FG form of

the metric in eq. (2.12) will be, in an asymptotically AdSd+1 region with radius L,

g =
L2

z2

(
dz2 + g1

(x⊥
z
, ỹa
)(
−dt2 +

d−2∑
i=1

(dxi)2

)
+ g2

(x⊥
z
, ỹa
)
dx2
⊥

)

+ Ga
(x⊥
z
, ỹa
) dx⊥dỹa

z
+ Gab

(x⊥
z
, ỹc
)
dỹadỹb ,

(2.19)

where in general the internal coordinates ỹa will be different from the ya in eq. (2.12). In

eq. (2.19) the dependence on x⊥ and z is fixed by the scale invariance of the DCFT: the

warp factors g1

(
x⊥
z , ỹ

a
)
, g2

(
x⊥
z , ỹ

a
)
, Ga

(
x⊥
z , ỹ

a
)

and Gab
(
x⊥
z , ỹ

c
)

can only depend on the

ratio x⊥/z, rather than on x⊥ and z separately. To guarantee that the metric in the DCFT

is conformal to the Minkowski metric, we require that g1

(
x⊥
z , ỹ

a
)
→ 1 and g2

(
x⊥
z , ỹ

a
)
→ 1

as z → 0. We call any region of spacetime where the map to a FG metric eq. (2.19) exists
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Figure 2. A schematic depiction of the holographic duals of the (d+1)-dimensional DCFTs that we

study, which have metrics of the form in eq. (2.12). We depict the space spanned by the coordinates

u and x. Fefferman-Graham (FG) patches only exist for some range of x near the asymptotically

AdSd+1 regions x→ ±∞. The rest of the geometry is a “middle region” between these FG patches.

a “FG patch.” In a FG patch, we can perform a FG expansion in powers of z about z = 0,

and then introduce the FG cutoff z = ε.

Crucially, however, the map to the FG patch does not necessarily exist everywhere: the

FG expansion may break down [30, 76]. For metrics with the FG form in eq. (2.19), the rea-

son is intuitively obvious: the FG expansion will actually be an expansion in z/x⊥ � 1, so

if we “move too close” to the defect, x⊥ → 0, then z/x⊥ will no longer be� 1, and the ex-

pansion may break down. To see how such a breakdown could occur, consider the simple ex-

ample of a metric of the form in eq. (2.12), but without any internal ya-directions. For such

a metric, we can write the coordinate transformation to FG form eq. (2.19) in closed form:

z = u k±1 (x) , x⊥ = u k±2 (x), (2.20)

where the ± correspond to x→ ±∞, and

k±1 (x) ≡ exp

[
∓
∫
dx′

ρ

f

√
f2

L2
±
− 1

]
, k±2 (x) ≡ exp

∓∫ dx′
ρ

f

1√
f2

L2
±
− 1

 . (2.21)

In general f(x) decreases as we decrease x, moving into the bulk. If f(x)/L± becomes

< 1 at some value of x, then the square roots in eq. (2.21) become imaginary and the

coordinate transformation in eq. (2.20) ceases to exist. For every geometry we will study in

section 3, such a breakdown of the FG expansion indeed occurs. As a result, the geometry

splits into three regions, two covered by FG patches near x → ±∞, which we call the

“right” (x → ∞) and “left” (x → −∞) FG patches, and a “middle region” covering the

remaining values of x. We illustrate these three regions in figure 2.

We have not been able to find a closed-form expression for the coordinate transfor-

mation that puts the general metric in eq. (2.12) into the FG form of eq. (2.19), due to

the presence of the internal coordinates ya. We have been able to compute the coordinate
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transformation asymptotically, however, which will suffice for what follows. In other

words, we computed the coordinate transformation to FG form order-by-order in large

e±x. The result that will be of most use to us is x in terms of a mix of coordinates

from eqs. (2.12) and (2.19): we will need x in terms of z/u and ya. In terms of the

expansion coefficients ρ
(1)
± (ya), ρ

(2)
± (ya), and G

(0)
± (ya) in eq. (2.13), but suppressing their

ya-dependence for the sake of brevity, we find

x±

( z
u
, ya
)

=±

[
ln

(
2u

z

)
− c± +

ec±ρ
(1)
±

4

( z
u

)]
(2.22)

±

[
e2c±ρ

(2)
± − 4

16
− e

2c±

64

(
5(ρ

(1)
± )2+L2

±(Gab± )(0)∂aρ
(1)
± ∂bρ

(1)
±

)]( z
u

)2
+O

( z
u

)3
,

where we have fixed some integration constants by demanding that g1

(
x⊥
z , ỹ

a
)
→ 1 and

g2

(
x⊥
z , ỹ

a
)
→ 1 as z → 0.

We can now specify the cutoffs we use to compute the spherical EE in eq. (2.18). In

each FG patch we introduce the FG cutoff surface z = ε. Between the FG patches we will

demand that the cutoff surface is continuous, and connects the two z = ε surfaces of the

two FG patches, but is otherwise unconstrained. In practice, in eq. (2.18) we integrate in

x only up to cutoffs χ± whose values will depend on ε as well as {u, ya}. Indeed, the scale

invariance of the DCFT constrains χ± to be of the form χ±( εu , y
a). To implement the FG

cutoffs z = ε in the two FG patches, we take χ±( εu , y
a) to be given by eq. (2.22), evaluated

at z = ε. We integrate in u from a cutoff u = εuc(ya) to u = R. Our only constraint on

the ya-dependent cutoff uc(ya) is that it continuously connects the z = ε cutoffs in the

FG patches. We summarize these choices as

χ±

( ε
u
, ya
)

=

{
x±
(
ε
u , y

a
)
,

{
ε
u , y

a
}
∈ FG patches,

arbitrary but continuous,
{
ε
u , y

a
}
∈ middle region,

(2.23)

where in the second line we mean that the cutoff surface in the middle region must

continuously connect the z = ε surfaces in the two FG patches, but is otherwise arbitrary.

We schematically depict our choice of cutoff surface in figure 3.

With our choice of cutoff surface, the integral for the spherical EE in eq. (2.18) becomes

S =
vol(Sd−3)R

4GN

∫
dya

∫ R

εuc(ya)
du

∫ χ+( εu ,y
a)

χ−( εu ,ya)
dx
√

detGρfd−2 (R2 − u2)(d−4)/2

ud−2
, (2.24)

where the order of the integrations is important: we integrate over x first because χ±
(
ε
u , y

a
)

depend on u and ya, we integrate over u second because uc(ya) depends on ya, and we

integrate over ya last. Eq. (2.24), with the integration bounds eq. (2.23), is the first of the

three main results in this section.

Starting from eq. (2.24), in the appendix we show that the defect entropy, as defined

in eq. (1.6), takes the form in eq. (1.7),

Sdefect =

{
D

(d=3)
log ln

(
2R
ε

)
+ D̃

(d=3)
0 , d = 3,

D
(d=4)
1

R
ε +D

(d=4)
0 , d = 4.

(2.25)
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Figure 3. A schematic depiction of the cutoff surface that we use to regulate the divergences in the

spherical EE, eq. (2.18). In each FG patch, our cutoff surface coincides with the FG cutoff surface

z = ε that we used to regulate the spherical EE when the defect is absent (i.e. in pure AdSd+1).

These cutoffs give rise to cutoffs χ± in the x integration in eq. (2.18). In the middle region between

the FG patches, our cutoff surface, parameterized by uc(ya), continuously connects the two z = ε

cutoffs, but is otherwise arbitrary. In the appendix we show that our results for the universal terms

in the defect or boundary entropy are insensitive to the choice of cutoff surface in the middle region.

In the appendix we also show that D
(d=3)
log and D

(d=4)
0 are universal. In particular, we show

that D
(d=3)
log and D

(d=4)
0 are independent of our choice of cutoff surface in the middle region

between the FG patches, including our choice of uc(ya). In the appendix we also show that

D
(d=3)
log and D

(d=4)
0 are insensitive to terms in χ±( εu , y

a) of order (ε/u)3 or higher, which is

why we did not bother to compute any terms of order (z/u)3 or higher in eq. (2.22). The

take-away message is that D
(d=3)
log and D

(d=4)
0 provide physically meaningful information

that characterizes the defect. Eq. (2.25) is the second of the three main results of this

subsection.

Let us now turn to BCFTs whose holographic duals have metrics of the form in

eq. (2.12). The analysis here is very similar to the DCFT case above, so we will be

brief. For the dual of a BCFT, the bulk geometry will have only a single asymptotic

AdSd+1 ×My region. We will choose the x coordinate so that x ∈ (−∞,∞), with the

asymptotic AdSd+1 × My region at x → ∞. The geometry will cap off smoothly as

x → −∞. We can cover the asymptotic AdSd+1 ×My region with a single FG patch,

although at some x the FG expansion will break down. The minimal area surface that

asymptotically approaches a hemi-spherical entangling surface centered is given by eq. (2.6),

u2+r2 = R2, and the integral for the EE is of the form in eq. (2.18). That integral diverges,

and requires a cutoff. We choose a cutoff surface that agrees with the FG cutoff surface

z = ε in the single FG patch, and that extends continuously outside the FG patch. In

practice, we integrate x over
(
−∞, χ+

(
ε
u , y

a
)]

, where we choose χ+

(
ε
u , y

a
)

= x+

(
ε
u , y

a
)

inside the FG patch. We integrate u over [εuc(ya), R]. The integral for the EE is then

identical in form to that in eq. (2.24), but with χ−
(
ε
u , y

a
)
→ −∞, where this x → −∞

endpoint of the x integration does not produce a divergence. Starting from this integral,

in the appendix we compute the boundary entropy S∂ , as defined in eq. (1.6), which takes
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the form in eq. (1.8):

S∂ =

{
B

(d=3)
log ln

(
2R
ε

)
+ B̃

(d=3)
0 , d = 3,

B
(d=4)
1

R
ε +B

(d=4)
0 , d = 4.

(2.26)

In the appendix we show that B
(d=3)
log and B

(d=4)
0 are universal. In particular, B

(d=3)
log and

B
(d=4)
0 are independent of our choice of cutoff surface, including our choice of uc(ya), and

are insensitive to terms in χ+

(
ε
u , y

a
)

of order (ε/u)3 or higher. The take-away message is

that B
(d=3)
log and B

(d=4)
0 provide physically meaningful information that characterizes the

boundary. Eq. (2.26) is the third of the three main results of this subsection.

3 Examples

In this section we compute the defect or boundary entropy, Sdefect or S∂ , for several

examples of DCFTs and BCFTs in d = 3 and d = 4 holographically dual to type IIB string

theory or M-theory. Actually, we will compute only the universal terms in Sdefect or S∂ : in

the Sdefect of eq. (1.7) these are D
(d=3)
log and D

(d=4)
0 , and in the S∂ of eq. (1.8) this is B

(d=4)
0 .

Our examples do not include a BCFT in d = 3, so we present no examples of B
(d=3)
log in

eq. (1.8). In each example we also discuss the physics of our results. In particular, in

one class of examples, the D3/D5 DCFTs [39, 40, 45, 46, 55, 56] and BCFTs [31], we will

show that −D(d=4)
0 or −B(d=4)

0 decreases monotonically under a certain class of defect or

boundary RG flows, and may either increase or decrease under a certain class of RG flows

in the ambient CFT.

In all of our examples, the bulk metric is of the form in eq. (2.12). Our task is to

evaluate the integral for the (hemi-)spherical EE, eq. (2.24), with the cutoffs described in

subsection 2.2, or at least to extract from the integral the universal terms in Sdefect or S∂ .

3.1 D3/D5 DCFT and BCFT

Our first example of a DCFT is N = 4 SYM theory with gauge group SU(N3) coupled to

a number N5 of (2 + 1)-dimensional hypermultiplets in the fundamental representation of

SU(N3) [55]. We take these flavor fields to be restricted to a planar defect, which we take

to be at x3 = 0 without loss of generality. The classical Lagrangian for this theory appears

in refs. [45, 46]. The hypermultiplets preserve eight real supercharges, SO(3, 2) defect

conformal symmetry, and an SO(3)×SO(3) subgroup of the original SO(6) R-symmetry [45,

46]. In other words, the hypermultiplets preserve OSp(4|4,R) superconformal symmetry.

A novel feature of this DCFT is a Higgs branch of vacua including a subset of vacua

in which the rank of the gauge group is different on the two sides of the defect [77]. More

precisely, this subset of Higgs vacua describe N = 4 SYM coupled to defect hypermultiplets

with gauge group SU(N+
3 ) on one side of the defect (x3 > 0) and gauge group SU

(
N−3
)

on the other side (x3 < 0), with N+
3 6= N−3 . Detailed discussions of these vacua appear

in refs. [50, 52]. At large N±3 and large coupling, the holographic duals (discussed below)

indicate that this subset of Higgs vacua preserve defect conformal symmetry, which is per-

haps counter-intuitive, since normally a scalar expectation value breaks scale invariance.
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x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

N±3 D3 X X X X

N5 D5 X X X X X X

Table 1. The (2 + 1)-dimensional D3/D5 intersection that we study in this subsection. An ‘X’

denotes a direction in which the corresponding brane is extended. We introduce N5 D5-branes at

x3 = 0, with N+
3 D3-branes in the x3 > 0 region and N−3 D3-branes in the x3 < 0 region, where

∆N3 ≡ N+
3 −N

−
3 D3-branes end on the D5-branes.

As explained in ref. [78], however, defect conformal symmetry allows a primary scalar op-

erator of dimension ∆ to have a non-zero one-point function ∝ (x3)−∆. To our knowledge,

whether this subset of Higgs vacua preserves defect conformal symmetry for all values of

N±3 and ’t Hooft coupling is an open question.

These DCFTs appear in string theory as the low-energy field theory living at the

(2+1)-dimensional intersection of N±3 D3-branes and N5 D5-branes, with ∆N3 ≡ N+
3 −N

−
3

D3-branes ending on the D5-branes. When N±3 and N5 are small, so that the D3- and

D5-branes are probes in (9 + 1)-dimensional Minkowski space, the intersection is that

of table 1, with the D5-branes at x3 = 0 and with N+
3 or N−3 D3-branes located in

the half-spaces x3 > 0 or x3 < 0, respectively. The brane intersection preserves the

ISO(1, 2) × SO(3) × SO(3) subgroup of SO(9, 1) along with eight real supercharges. At

the IR fixed point the symmetry is enhanced to OSp(4|4,R) superconformal symmetry.

In the decoupling and Maldacena limits, the D3/D5 intersection gives rise to an

Einstein-frame metric of the form in eq. (2.12) [39, 40, 56]

g = f2
4 gAdS4 + ρ2 dvdv̄ + f2

1 gS2 + f2
2 gS̄2 , (3.1)

where gS2 and gS̄2 denote unit-radius metrics of two different S2’s and v = x+iy is a complex

coordinate on an infinite strip, x ∈ (−∞,∞) and y ∈ [0, π/2]. Thanks to SUSY, the warp

factors f2
4 , ρ2, f2

1 , and f2
2 are completely determined by two real functions h1(v, v̄) and

h2(v, v̄) that are harmonic on the two-dimensional space spanned by v and v̄ [39, 56], via

f8
4 = 16

F1F2

w2
, ρ8 =

28 F1F2w
2

h4
1 h

4
2

, (3.2a)

f8
1 = 16h8

1

F2w
2

F 3
1

, f8
2 = 16h8

2

F1w
2

F 3
2

, (3.2b)

Fi ≡ 2h1h2 |∂vhi|2 − h2
i w , (i = 1, 2) w ≡ ∂v∂v̄(h1h2) . (3.2c)

As shown in refs. [39, 56], the type IIB SUGRA solution also includes a non-trivial dilaton

φ and non-trivial Ramond-Ramond (RR) three- and five-forms, which are also completely

determined by h1(v, v̄) and h2(v, v̄). To compute EE we will only need the metric in eq. (3.1)

and, to translate our results to field theory quantities, the dilaton, which is given by

e4φ =
F2

F1
. (3.3)
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Invoking standard arguments, we expect type IIB SUGRA in this background to be

holographically dual to the D3/D5 DCFT. In particular, the SO(3, 2) defect conformal

symmetry is dual to the isometry of the AdS4 slice and the SO(3)×SO(3) global symmetry

is dual to the isometry of the two S2’s.

Actually, the D3/D5 BCFT that we will study later in this subsection and the SUSY

DCFTs that we will study in subsections 3.2 and 3.4 also have SO(3, 2) × SO(3) × SO(3)

symmetry and are dual to type IIB SUGRA, with g and φ of the forms given in

eqs. (3.1), (3.2), and (3.3). What distinguishes the various solutions are the harmonic

functions h1(v, v̄) and h2(v, v̄), as we will see.

For the dual of the D3/D5 DCFT, the harmonic functions are [40]

h1(v, v̄) = α′
[
−i α sinh(v)− N5

4
ln

(
tanh

(
iπ

4
− v − δ

2

))]
+ c.c. ,

h2(v, v̄) = α′α̂ cosh(v) + c.c. ,

(3.4)

where α, α̂, and δ are real parameters whose meaning we discuss below. Crucially, we

must have α ≥ 0 and α̂ ≥ 0. Taking N5 = 0 reproduces AdS5 × S5 supported by N3 =
1
2

(
N+

3 +N−3
)

units of RR five-form flux sourced by the D3-branes, with N+
3 = N−3 . When

N5 6= 0, the geometry has two asymptotically AdS5 × S5 regions at x → ±∞, that is, as

x→ ±∞ the metric approaches the form in eq. (2.13),

f(x, ya)2 =
L2
±
4

[
e±2x+2c± +O

(
e±x
)]
,

ρ(x, ya)2 = L2
±

[
1 + ρ

(1)
± (ya) e∓x + ρ

(2)
± (ya) e∓2x +O

(
e∓3x

)]
,

G(x, ya) = G
(0)
± (ya) +G

(1)
± (ya) e∓x +O

(
e∓2x

)
,

(3.5)

with the specific values

L4
± = 8α̂(e±δN5 + 2α)(α′)2 , e2c± =

2α

e±δN5 + 2α
, (3.6a)

ρ
(1)
± (ya) = 0 , ρ

(2)
± (ya) =

e±2δN5(N5 ∓ 4α sinh δ)

2α(e±δN5 + 2α)
cos(2y) , (3.6b)

G
(0)
± (ya) = L2

±
[
dy2 + sin2(y) gS2 + cos2(y) gS̄2

]
= L2

± gS5 , G
(1)
± (ya) = 0 . (3.6c)

As x→ ±∞, the dilaton approaches

e2φ =
α̂

α
+O

(
e∓x
)
, (3.7)

so in each asymptotically AdS5 × S5 region we identify the string coupling as gs = α̂/α.6

We can determine the bulk parameters {α, α̂, δ} in terms of the field theory parameters

{g2
YM , N

±
3 , N5} as follows. Using gs = α̂/α and g2

YM = 4πgs, we find α̂ = g2
YMα/(4π).

6We follow the conventions of ref. [39], where φ is related to the standard dilaton by a factor of two, so

that the string coupling gs is given by the asymptotic value of e2φ.
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From L4
± in eq. (3.6a), and using L4

± = 4πN±3 (α′)2, N3 = 1
2

(
N+

3 +N−3
)
, and α̂ =

g2
YMα/(4π), we find

4πN3 =
2g2
YMα

π
(N5 cosh(δ) + 2α) , (3.8)

which we can solve for α as a function of {g2
YM , N

±
3 , N5} and δ,

α = −N5

4
cosh(δ) +

√
π2N3

g2
YM

+
N2

5

16
cosh2(δ) , (3.9)

and we chose the positive branch of the square root to guarantee α ≥ 0. Returning to the

L4
± in eq. (3.6a) and using ∆N3 = N+

3 −N
−
3 , we find

π2∆N3 = g2
YMαN5 sinh(δ) , (3.10)

which leads to four branches of solutions for eδ. The physical branch is

eδ =

√√√√2g2
YMN3N2

5 + 4π2∆N2
3 +

√
(2g2

YMN3N2
5 + 4π2∆N2

3 )2 − g4
YMN

4
5 (4N2

3 −∆N2
3 )

g2
YMN

2
5 (2N3 −∆N3)

,

(3.11)

where we have chosen the positive branches of both square roots to guarantee eδ > 0, and

so that eδ ≥ 1 for ∆N3 ≥ 0 while eδ ∈ (0, 1) for ∆N3 < 0, as dictated by eq. (3.10). The

bulk parameters {α, α̂, δ} are thus uniquely determined by the field theory parameters:

given {g2
YM , N

±
3 , N5}, eq. (3.11) gives us δ, which we then insert into eq. (3.9) to determine

α, and from that α̂ = g2
YMα/(4π). The explicit expressions for {α, α̂, δ} in terms of

{g2
YM , N

±
3 , N5} are cumbersome and unilluminating, so we will omit writing them in full

generality. We will only present their explicit forms at leading order in the ∆N3 � 1 or

equivalently δ � 1 limit,

δ =
4π2∆N3

N5

1

ξ − g2
YMN5

+O
(

∆N3

N3
5 ξ

3

)
,

α =
ξ − g2

YMN5

4g2
YM

− 2π3∆N2
3

N5

1

ξ(ξ − g2
YMN5)

+O
(

∆N4
3

N3
5 ξ

4

)
,

α̂ =
g2
YM

4π
α ,

(3.12)

where for notational convenience we have defined

ξ2 ≡ 16π2g2
YMN3 + (g2

YMN5)2 . (3.13)

Our one and only example of a BCFT is the D3/D5 BCFT, obtained in string theory

as the low-energy theory on N3 coincident D3-branes that end on N5 D5-branes. This

BCFT is N = 4 SYM with gauge group SU(N3) on a half space x3 ≥ 0 coupled to N5

hypermultiplets localized at the boundary x3 = 0. The D3/D5 BCFT preserves eight real

supercharges and SO(3, 2)×SO(3)×SO(3) bosonic symmetry, and at large N3 and large ’t
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Hooft coupling is dual to type IIB SUGRA in a background of the form in eqs. (3.1), (3.2),

and (3.3), with harmonic functions [31]

h1(v, v̄) = α′
[
− iα

2
ev − N5

4
ln

(
tanh

(
iπ

4
− v

2

))]
+ c.c. ,

h2(v, v̄) = α′
α̂

2
ev + c.c. ,

(3.14)

with real parameters {α, α̂}.
In the bottom-up holographic models of BCFTs of refs. [28–30], the field theory’s

spatial boundary gives rise in the holographic dual to a “brane” on which the bulk spacetime

ends. In contrast, in the dual of the D3/D5 BCFT the bulk spacetime does not end on a

“brane,” but caps off smoothly [57]: if in eq. (3.14) we change coordinates as

r2 =
2N5e

2(x−δ)

N5 + eδα
, (3.15)

then as x→ −∞ or equivalently r → 0, the metric approaches

ds2 = L2
+

[
gAdS4 + dr2 + r2

(
dy2 + sin2(y) gS2 + cos2(y) gS2

)]
, (3.16)

with L4
+ = 8α̂eδN5(α′)2. Clearly the spacetime caps off smoothly as r → 0.

We can obtain the D3/D5 BCFT from the D3/D5 DCFT by sending the number of

D3-branes on one side of the D5-branes to zero. To be concrete, we will take N−3 → 0

while keeping N+
3 fixed. In that limit the harmonic functions corresponding to the D3/D5

DCFT, eq. (3.4), reduce to those of the D3/D5 BCFT, eq. (3.14), as we will now show.

The radius L− of the asymptotically AdS5×S5 region at x→ −∞ is related to the number

of D3-branes there as L4
− = 4πN−3 (α′)2. The N−3 → 0 limit thus implies L− → 0, which

by eqs. (3.6a) and (3.8) means we must take α→ 0 and α̂→ 0 while keeping fixed

αeδ =
2π2N+

3

g2
YMN5

, and
α̂

α
=
g2
YM

4π
.

In this limit, δ →∞, and upon defining ṽ ≡ v − δ = (x− δ) + iy, the harmonic functions

corresponding to the D3/D5 DCFT, eq. (3.4), become

h1(ṽ, ¯̃v) = α′
[
− i(αe

δ)

2
eṽ − N5

4
ln

(
tanh

(
iπ

4
− ṽ

2

))]
+
i(αeδ)α′

2
e−ṽ−2δ + c.c. ,

h2(ṽ, ¯̃v) = α′
g2
YM (αeδ)

8π
eṽ + α′

g2
YM (αeδ)

8π
e−ṽ−2δ + c.c. .

(3.17)

Dropping the e−ṽ−2δ terms, which are exponentially suppressed as δ →∞, and identifying

αeδ = α,
g2
YMαe

δ

4π
= α̂, ṽ = v , (3.18)

we see that the harmonic functions in eq. (3.17) are precisely those corresponding to the

D3/D5 BCFT, eq. (3.14), as advertised. In what follows we will thus obtain results for the

D3/D5 BCFT by working with the D3/D5 DCFT and then taking the limit above.
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The SUGRA duals of the D3/D5 DCFT and BCFT exhibit characteristic D5-brane

singularities: both exp(2φ) and the Einstein-frame metric go to zero at the D5-branes. As a

result, near the D5-branes stringy corrections remain small but curvature corrections must

become important. Currently the form of these curvature corrections is unknown, so for

now we will simply work within the SUGRA approximation. Because the Einstein-frame

metric vanishes at the D5-branes, the area density of the minimal surface (i.e. the integrand

in eq. (2.18)) is integrable at the D5-branes, so in practice the curvature singularity presents

no obstruction to our holographic calculation of the EE. We hasten to emphasize, however,

that we do not understand what role the curvature singularity plays, if any, when accounting

for higher-derivative corrections in the holographic calculation of the EE.

3.1.1 The defect and boundary entropies

For geometries of the form in eq. (3.1) the integral for the spherical EE, eq. (2.24), is

S =
vol(S1)vol(S2)2R

4GN

∫ π
2

0
dy

∫ R

εuc(y)

du

u2

∫ χ+( εu ,y)

χ−( εu ,y)
dx (f4f1f2ρ)2 , (3.19)

where the ten-dimensional Newton’s constant GN is given by 4GN = 25π6(α′)4. The

integrand of eq. (3.19) takes a simple form when written in terms of the harmonic functions

h1(v, v̄) and h2(v, v̄),

(f4f1f2ρ)2 = −25 h1h2w = −25 h1h2 ∂v∂v̄(h1h2) . (3.20)

For the dual of the D3/D5 DCFT the harmonic functions are those in eq. (3.4), which give

(f4f1f2ρ)2 = F0 +N5F1 +N2
5F2 , (3.21)

F0≡28α2α̂2(α′)4 cosh2(x) cos2(y) sin2(y) ,

F1≡25αα̂2(α′)4cosh(x)cos2(y)sin(y)

[
4 cosh(2x)cosh(2x−δ)sin(y)

cos(2y) + cosh(2(x− δ))
−ln

∣∣∣∣tanh

(
iπ

4
− v − δ

2

)∣∣∣∣2
]
,

F2≡−
24α̂2(α′)4 cosh(x) cosh(2x− δ) cos2(y) sin(y)

cos(2y) + cosh(2(x− δ))
ln

∣∣∣∣tanh

(
iπ

4
− v − δ

2

)∣∣∣∣2 .
As explained in subsection 2.2, we obtain the x-cutoffs χ±

(
ε
u , y

a
)

by inserting c±,

ρ
(1)
± (ya), ρ

(2)
± (ya), and G

(0)
± (ya) from eq. (3.6a) into eq. (2.22) and taking z = ε:

χ±

( ε
u
, ya
)

= ±

[
ln

(
2u

ε

)
− c± +

e2c±ρ
(2)
± (ya)− 4

16

( ε
u

)2
+O

(
ε4

u4

)]

≡ ±
[
ln

(
2u

ε

)
− 1

2
ln

(
2α

e±δN5 + 2α

)
+ C(2)
± (y)

( ε
u

)2
+O

(
ε4

u4

)]
, (3.22)

where for later convenience we have defined

C(2)
± (y) ≡ e±2δN5(N5 ∓ 4α sinh δ)

16(e±δN5 + 2α)2
cos(2y)− 1

4
. (3.23)
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We now proceed to evaluate the integral for S in eq. (3.19). The integral exhibits diver-

gences in the ε→ 0 limit, which from the bulk perspective are infinite volume divergences

from the large-|x|, asymptotically AdS5 × S5 regions, and from the SYM perspective are

the divergences in the EE from highly-entangled modes near the entangling surface. To

isolate the divergences, in the large-|x| regions we split the integrand in eq. (3.21) as

(f4f1f2ρ)2 = A
(−2)
± (y)e±2x+2c± +A

(0)
± (y) +A±(x, y) , (3.24)

where the only information we will need about A±(x, y) is its leading asymptotic behavior

at large |x|, which is exp(∓2x), and

A
(−2)
± (y) =

L8
±
4

cos2(y) sin2(y) ,

A
(0)
± (y) =

1

2
cos2(y) sin2(y)

(
L8
± − 27e±3δN5 α α̂

2(α′)4 cos(2y)
)
,

(3.25)

which will ultimately give rise to R2/ε2 and ln
(
ε

2R

)
divergences in S, respectively. Next we

split the integration over x into three domains: [χ−, x
c
−], [xc−, x

c
+], and [xc+, χ+], where xc±

are arbitrary, and may be set to any convenient values. Obviously the final result for S can-

not depend on the choices of xc±. The integral for S correspondingly splits into three terms,

S = S− + S0 + S+ . (3.26)

For S± we find, using eqs. (3.24) and (3.25),

S± ≡ ±
vol(S1)vol(S2)2R

4GN

∫ π
2

0
dy

∫ R

εuc(y)

du

u2

∫ χ±( εu)

xc±

dx (f4f1f2ρ)2

=
vol(S1)vol(S2)2

4GN

∫ π
2

0
dy

[
A

(−2)
± (y)

2R2

ε2
−A(0)

± (y) ln

(
2R

ε

)
−
(
A

(0)
± (y)+4A

(−2)
± (y)C(2)

± (y)
)]

+O
(
R

ε

)
+ S± +O

( ε
R

)
, (3.27)

where we will not bother to compute the non-universal O
(
R
ε

)
term, and where

S±≡
vol(S1)vol(S2)2

4GN

∫ π
2

0
dy

[
1

2
A

(−2)
± (y) e±2xc±+2c± ±A(0)

± (y)
(
xc± ± c±

)
±A±(xc±, y)

]
,

(3.28)

where A±(x, y) is the indefinite integral of A±(x, y), subject to the condition that A±(x, y)

has leading asymptotic behavior exp(∓2x) at large |x|. The integration over y in eq. (3.28)

is straightforward, but the result is too cumbersome to write explicitly.

For S0 we find, using eqs. (3.24) and (3.25),

S0 ≡
vol(S1)vol(S2)2R

4GN

∫ π
2

0
dy

∫ R

εuc(y)

du

u2

∫ xc+

xc−

dx (f4f1f2ρ)2

= O
(
R

ε

)
+ S0 +O

( ε
R

)
,

(3.29)
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where once again we will not bother to compute the non-universal O
(
R
ε

)
term, and where

S0 comes entirely from the u = R endpoint of the integration over u,

S0 ≡ −
vol(S1)vol(S2)2

4GN

∫ π
2

0
dy

∫ xc+

xc−

dx (f4f1f2ρ)2. (3.30)

The simplest way we have to found to perform the integrations in eq. (3.30) is the following.

For any finite xc±, the integration over x in eq. (3.30) yields a finite result, allowing us to

exchange the order of the x and y integrations. We then expand (f4f1f2ρ)2 as a convergent

power series in exp(δ − x) for x > δ, and in exp(x − δ) for x < δ. We next exchange the

sum of the expansion with the y integral, and then integrate in y term-by-term. Finally,

we re-sum the expansion, obtaining, for x > δ,∫ π
2

0
dy

(f4f1f2ρ)2

2πα̂2(α′)4
=8α2 cosh2(x)+N5α

[
e2x+δ+4eδ+

(
3+

e2δ

3

)
e−2x+δ+e−6x+3δ

]
(3.31)

+ 4N2
5 cosh(x) cosh(2x−δ)

[
e−x+δ − 2arctanh

(
e−2(x−δ)

)
sinh(x−δ)

]
,

where we included the factor 1/(2πα̂2(α′)4) on the left-hand-side for convenience. The

integration over x is then straightforward.7 For x < δ, we find the same result as eq. (3.31),

but with {x, δ} → {−x,−δ}.
Upon summing our results for S± and S0, we find (ignoring terms that vanish as ε→ 0)

S =
vol(S1)vol(S2)2

4GN

∫ π
2

0
dy

[(
A

(−2)
+ (y) +A

(−2)
− (y)

) 2R2

ε2
−
(
A

(0)
+ (y) +A

(0)
− (y)

)
ln

(
2R

ε

)
−
(
A

(0)
+ (y) +A

(0)
− (y) + 4A

(−2)
+ (y)C(2)

+ (y) + 4A
(−2)
− (y)C(2)

− (y)
)]

(3.32)

+D1
R

ε
+ S− + S0 + S+ ,

where the term D1
R
ε is the sum of the O

(
R
ε

)
terms in eqs. (3.27) and (3.29). We did not

bother to compute D1, which is non-universal. Upon performing the integration over y in

the first and second lines of eq. (3.32), we find

S =

(
N+

3

)2
+
(
N−3
)2

2

[
R2

ε2
− ln

(
2R

ε

)
− 1

2

]
+D1

R

ε
+ S− + S0 + S+ . (3.33)

The term in brackets in eq. (3.33) is precisely half the spherical EE for N = 4 SYM theory

with gauge group SU(N+
3 ) plus half of the spherical EE for N = 4 SYM theory with gauge

group SU(N−3 ). Following eqs. (1.6) and (1.7), we thus identify the universal contribution

to the defect entropy,

D0 =S− + S0 + S+

=
π4

4GN

{(
L8

+c+ + L8
−c−

)
+

128

3
N5αα̂

2(α′)4 [cosh(3δ)− 6 cosh(δ) + 12δ sinh(δ)]

7In practice, for the integration over x we found the choice xc± → ±∞ the most convenient. We hasten

to repeat, however, that the result for S is independent of the choice of xc±, as mentioned below eq. (3.25).
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+ 32N2
5 α̂

2(α′)4
[
(4δ sinh(2δ)− 3 cosh(2δ) + 8 ln 2 sinh2(δ))

]}
. (3.34)

Using eq. (3.6a), L4
± = 4πN±3 (α′)2, and α̂ = g2

YMα/(4π), we can write our result for D0

in terms of g2
YM , N±3 , N5, α, and δ,

D0 =
1

4

[(
N+

3

)2
ln

(
g2
YMα

2

π2N+
3

)
+
(
N−3
)2

ln

(
g2
YMα

2

π2N−3

)]
+

1

12π4
g4
YMN5α

3 [cosh(3δ)− 6 cosh(δ) + 12δ sinh(δ)]

+
1

16π4
g4
YMN

2
5α

2
[
4δ sinh(2δ)− 3 cosh(2δ) + 8 ln 2 sinh2(δ)

]
,

(3.35)

which is the main result of this subsection. In eq. (3.35) we can translate α and δ to field

theory quantities easily, using eqs. (3.9) and (3.11), but the result is cumbersome and

unilluminating, so we will not present it in full generality. Instead, we will present the

result in a few simplifying limits. When N5 = 0, which via eq. (3.10) implies ∆N3 = 0, we

find D0 = 0, as expected. When N5 6= 0 and ∆N3 = 0, using eq. (3.12) we find

D0 =
N2

3

2
ln

(
(ξ − g2

YMN5)2

16π2g2
YMN3

)
−
N5(ξ − g2

YMN5)2(5ξ + 4g2
YMN5)

768π4g2
YM

, (3.36)

where we recall ξ2 ≡ 16π2g2
YMN3 + (g2

YMN5)2 from eq. (3.13). If we additionally take the

probe limit N5 � N3, then we find

D0 = − 2

3π

√
λN5N3 +O

(
λN2

5

)
, (3.37)

where λ ≡ g2
YMN3 is the ’t Hooft coupling. The order-

√
λ term in eq. (3.37) agrees

perfectly with that computed in refs. [53, 64] using probe D5-branes in AdS5 × S5.

As explained above, if we take N−3 → 0 with N+
3 fixed, then the D3/D5 DCFT becomes

the D3/D5 BCFT. In that limit the universal part of the defect entropy, D0 in eq. (3.35),

becomes the universal part of the boundary entropy, B0,

lim
N−3 →0

D0 = B0 =
N2

3

8

(
2 ln

(
16π2N3

g2
YMN

2
5

)
− 3

)
+

π2N3
3

3g2
YMN

2
5

. (3.38)

We also obtained the B0 in eq. (3.38) directly, by plugging the harmonic functions corre-

sponding to the D3/D5 BCFT, eq. (3.14), into eq. (3.19) and performing the integrations.

3.1.2 Monotonicity of the defect and boundary entropies

With access only to the gravity dual of the D3/D5 DCFT or BCFT, rather than the dual

of an RG flow between DCFTs or BCFTs, a priori we seem unable to say anything about

any putative higher-dimensional g-theorem. In fact, however, we can provide indirect

evidence that the defect or boundary entropy, D0 in eq. (3.35) or B0 in eq. (3.38), changes

monotonically under a certain class of defect or boundary RG flows, and may either increase

or decrease under a certain class of bulk RG flows.
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In the D3/D5 field theory, we will consider a defect or boundary RG flow triggered by

the maximally-SUSY mass term for the hypermultiplets, and we will consider a bulk RG

flow that arises from moving onto the Higgs branch. Each of these deformations preserves

eight real supercharges, which will be essential for identifying the IR DCFT or BCFT.

In the D3/D5 system, we introduce the maximally-SUSY hypermultiplet mass

deformation for some number ∆N5 ≤ N5 of the hypermultiplets by separating ∆N5 of the

D5-branes from the D3-branes in a mutually transverse direction. Such a mass preserves

eight real supercharges and an SU(2)×U(1) subgroup of the SO(3)× SO(3) R-symmetry.

At the IR fixed point, the SUSY will be enhanced to the sixteen real supercharges of the

superconformal symmetry, and the R-symmetry will be enhanced back to SO(3)× SO(3).

Assuming the ambient CFT remains unchanged during the RG flow, so that gYM and

N±3 remain unchanged, the only DCFT or BCFT with the given symmetries is the D3/D5

theory, now with N5 −∆N5 flavors [45, 46]. Our prediction is thus that, to be consistent

with a putative higher-dimensional g-theorem, D0 or B0 should be monotonic as a function

of N5, with gYM and N±3 fixed.

To test our prediction, we can simply take the partial derivative ∂/∂N5 of our result

D0 in eq. (3.35), with gYM and N±3 fixed. Since D0 in eq. (3.35) is most simply written as a

function of α and δ, rather than gYM and N±3 , we will combine eqs. (3.8) and (3.10) to write

2π2N±3 = g2
YMα(e±δN5 + 2α) ,

and then use the chain rule,

∂

∂N5

∣∣∣∣
gYM ,N

±
3

=
∂

∂N5

∣∣∣∣
gYM ,N

±
3 ,α,δ

− α

N5 + 4α cosh δ

∂

∂α

∣∣∣∣
gYM ,N

±
3 ,N5,δ

− 4α sinh δ

N5(N5 + 4α cosh δ)

∂

∂δ

∣∣∣∣
gYM ,N

±
3 ,N5,α

. (3.39)

For the D0 in eq. (3.35), we then find

∂D0

∂N5

∣∣∣∣
gYM ,N

±
3

= −
3π4

(
(N+

3 )2+(N−3 )2
)
+2g4

YMα
3(4α cosh(2δ)+2N5 cosh(3δ)+α cosh(4δ))

6π4(N5 + 4α cosh δ)
,

(3.40)

so that, after recalling that α ≥ 0, we find ∂D0/∂N5 ≤ 0. The N−3 → 0 limit then immedi-

ately implies ∂B0/∂N5 ≤ 0. (Bear in mind, however, that in the D3/D5 BCFT we cannot

reduce N5 to zero, since then the D3-branes would have no D5-branes on which to end.) We

have thus shown that −D0 or −B0 always monotonically decreases as we decrease N5, when

gYM and N±3 are fixed, consistent with our expectation for a higher-dimensional g-theorem.

In the D3/D5 intersection, to move onto the Higgs branch we allow some D3-branes

to move away from the rest of the D3-brane stack in a direction along the D5-branes

(the (x4, x5, x6) directions in table 1). Like the maximally-SUSY flavor mass, these Higgs

branch states preserve eight real supercharges and an SU(2) subgroup of the R-symmetry.

Unlike the maximally-SUSY flavor mass, however, moving onto the Higgs branch is not a

relevant deformation. Nevertheless, these states will exhibit an RG flow from one ambient

CFT to another. At the IR fixed point, the SUSY will be enhanced to the sixteen real
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supercharges of the superconformal symmetry, and the R-symmetry will be enhanced

back to SO(3)× SO(3). Once again the IR DCFT or BCFT must therefore be the D3/D5

theory, now with a gauge group of smaller rank. Indeed, the D3/D5 intersection makes

clear that if we separate ∆N±3 D3-branes on one side or the other of the D5-branes, then

the IR DCFT will involve N = 4 SYM with gauge groups SU
(
N±3 −∆N±3

)
on one side

or the other of the defect, with gYM and N5 unchanged. Under such a bulk RG flow,

presumably a higher-dimensional g-theorem places no constraint on the monotonicity of

D0 or B0. Our prediction is thus that D0 or B0 may either increase or decrease as a

function of either of N±3 , with gYM and N5 fixed.

The simplest way we have found to test this prediction is for the D3/D5 BCFT: taking

∂/∂N3 of eq. (3.38), we find

∂B0

∂N3

∣∣∣∣
gYM ,N5

=
N3

2

(
ln

(
16π2N3

g2
YMN5

)
− 1

)
+

π2N2
3

g2
YMN

2
5

, (3.41)

which is positive when (g2
YMN5)/

√
λ� 1 and negative when (g2

YMN5)/
√
λ� 1. We have

thus shown that B0 can either increase or decrease as we decrease N3 with gYM and N5

fixed, consistent with our expectation for a higher-dimensional g-theorem.

To summarize, eq. (3.40) shows that the universal part of the defect or boundary

entropy changes monotonically under RG flows triggered by a maximally-SUSY hyper-

multiplet mass. In particular, as N5 decreases under the RG flow, we found that −D0 or

−B0 monotonically decreases, and hence could potentially act as a measure of defect or

boundary degrees of freedom. Eq. (3.41) shows that the universal part of the boundary

entropy, B0 in eq. (3.38), can either increase or decrease under RG flows on a subspace of

the Higgs branch of the ambient CFT. These results are consistent with our expectations

for a higher-dimensional g-theorem, namely that the universal part of the defect or

boundary entropy should change monotonically under a defect or boundary RG flow, but

may either increase or decrease under a bulk RG flow.

3.2 T [SU(N)] defect

Our next example of a DCFT is (3 + 1)-dimensional N = 4 SYM with gauge group

SU(N3) coupled to a (2 + 1)-dimensional CFT, the so-called T [SU(N)] CFT of ref. [52]

(the simplest of the CFTs introduced in ref. [52]). We will first compute the spherical EE

in the T [SU(N)] CFT itself, and then in the DCFT obtained by coupling the T [SU(N)]

CFT to (3+1)-dimensional N = 4 SYM as a defect.

The T [SU(N)] theory is specified by a choice of integer N ≥ 0, and arises as the low-

energy theory of the (2 + 1)-dimensional N = 4 SYM theory with field content given by

the quiver diagram in figure 4. In type IIB string theory the T [SU(N)] CFT arises as the

low-energy theory living on the intersection of D3-, D5-, and NS5-branes shown in figure 5.

A T [SU(N)] theory has OSp(4|4,R) superconformal symmetry, just like the D3/D5

DCFT and BCFT. As a result, the holographic dual is type IIB SUGRA in the background

with metric and dilaton given by eqs. (3.1), (3.2), and (3.3), with a particular set of har-

monic functions h1(v, v̄) and h2(v, v̄) [57]. To obtain the harmonic functions for the dual of
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Figure 4. A T [SU(N)] CFT arises as the low-energy limit of the (2 + 1)-dimensional N = 4 SYM

theory with the quiver above. The i-th node represents an N = 4 SYM theory with gauge group

SU(Ni). The line connecting the i-th node to the i+ 1-th node represents an N = 4 hypermultiplet

in the bi-fundamental representation of SU(Ni)× SU(Ni+1). The box represents a collection of N

hypermultiplets in the fundamental representation of SU(N − 1).

Figure 5. The (2 + 1)-dimensional T [SU(N)] CFT arises in type IIB string theory as the low-

energy theory of the above D3/D5/NS5-brane intersection. The solid blue vertical lines represent

NS5-branes, the solid black horizontal lines represent D3-branes, and the dashed red slanted lines

represent D5-branes.

T [SU(N)], we begin with a more general solution of ref. [57] given by the harmonic functions

h1(v, v̄) = α′
[
−ND5

4
ln

(
tanh

(
iπ

4
− v − δ

2

))]
+ c.c.,

h2(v, v̄) = α′

[
−NNS5

4
ln

(
tanh

(
v − δ̂

2

))]
+ c.c, (3.42)

where v = x + iy with x ∈ (−∞,∞) and y ∈ [0, π/2], and where δ and δ̂ are real-valued.

These harmonic functions produce an AdS4 nM6 spacetime, where M6 is a compact

six-dimensional manifold describing specific D5- and NS5-brane sources [57], namely ND5

D5-branes at v = δ + iπ/2 and NNS5 NS5-branes at v = δ̂, with ND3 D3-branes ending on

the D5-brane stack and N̂D3 = −ND3 D3-branes ending on the NS5-brane stack, where

ND3 = −ND5NNS5
2

π
arctan(eδ̂−δ). (3.43)

To obtain the dual of T [SU(N)], in eq. (3.42) we set ND5 = N , NNS5 = N , and

ND3 = −N̂D3 = N [57].

The integral for the spherical EE is eq. (3.19), where in this case we do not need

the cutoffs χ±( εu , y) because M6 is compact and hence has finite volume vol(M6) =
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(4π)2
∫
dx dy(f4f1f2ρ)2. Using 4GN = 25π6(α′)4 we find for the spherical EE

S =
vol(M6)

24π5(α′)4

[
R

ε
− 1

]
= C1

R

ε
+ C

(d=3)
0 , (3.44a)

C
(d=3)
0 = −1

2
N2 lnN +O(N2), (3.44b)

where we did not bother to compute the non-universal constant C
(d=3)
1 , and where we used

the result of ref. [79] for vol(M6) to extract the leading large-N behavior.

For the T [SU(N)] CFT, the free energy on Euclidean S3, FS3 , was computed using SUSY

localization in ref. [80]. In the large-N limit, FS3= 1
2N

2 lnN+O(N2), where the leading

term agrees with the holographic calculation of FS3 using the SUGRA solution above [79].

The leading large-N contribution to the universal constant in the spherical EE, C
(d=3)
0 in

eq. (3.44b), is precisely the leading large-N contribution to −FS3 , as expected [7–9].

Now let us consider the DCFT obtained by introducing the T [SU(N)] CFT as a defect

in (3 + 1)-dimensional N = 4 SYM. That DCFT has OSp(4|4,R) superconformal sym-

metry and is dual to type IIB SUGRA in a background with metric and dilaton given by

eqs. (3.1), (3.2), and (3.3). To obtain the harmonic functions for the dual of this DCFT, we

once again begin with a more general solution of ref. [57], given by the harmonic functions

h1(v, v̄) = α′
[
−i α sinh(v)− ND5

4
ln

(
tanh

(
iπ

4
− v − δ

2

))]
+ c.c.,

h2(v, v̄) = α′

[
α̂ cosh(v)− NNS5

4
ln

(
tanh

(
v − δ̂

2

))]
+ c.c., (3.45)

where v = x + iy with x ∈ (−∞,∞) and y ∈ [0, π/2], and where α, α̂, δ, and δ̂ are real-

valued. The only difference between the harmonic functions in eqs. (3.42) and (3.45) are

the sinh(v) and cosh(v) terms in the latter, which lead to two asymptotically AdS5 × S5

regions as x → ±∞. Following eq. (3.5), we extract the asymptotic AdS5 × S5 radii of

curvature L± from the behavior of ρ(x, ya)2 as x→ ±∞, and we extract the string coupling

gs from the behavior of e2φ as x→ ±∞,

L4
±

(α′)2
= 16αα̂+ 8 α̂e±δND5 + 8αe±δ̂NNS5, gs =

∣∣∣∣ α̂α
∣∣∣∣ , (3.46)

where again we identify g2
YM = 4πgs. The number of D3-branes ending on the D5-brane

stack, ND3, and the number of D3-branes ending on the NS5-brane stack, N̂D3, are now

ND3 = ND5

(
4α̂

π
sinh(δ)−NNS5

2

π
arctan(eδ̂−δ)

)
,

N̂D3 = NNS5

(
4α

π
sinh(δ̂) +ND5

2

π
arctan(eδ̂−δ)

)
.

(3.47)

To obtain the (3 + 1)-dimensional N = 4 SYM with gauge group SU(N3) coupled to a

T [SU(N)] defect, we take L4
+ = L4

− = L4 = 4πN3(α′)2, which via eq. (3.46) leads to the

constraint

α̂ sinh(δ)ND5 + α sinh(δ̂)NNS5 = 0. (3.48)
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As a consequence of eq. (3.48), we can identify N = N̂D3 = −ND3. To obtain a T [SU(N)]

defect, we take ND5 = N , N̂NS5 = N , and N̂D3 = −ND3 = N . The constraint in eq. (3.48)

is then trivially satisfied. We use these values of ND5, NNS5, ND3, and N̂D3 throughout

the rest of this subsection.

We can determine the four bulk parameters {α, α̂, δ, δ̂}, subject to the constraint in

eq. (3.48), in terms of the three field theory parameters {g2
YM , N3, N} as follows. First we

solve eq. (3.47) for α and α̂ in terms of N , δ and δ̂. We then insert those values of α and α̂

into the expression for gs in eq. (3.46) to find δ̂ = −arcsinh (gs sinh(δ)). We then insert α,

α̂, and δ̂, all in terms of gs, N , and δ, into the expression for L± in eq. (3.46), which gives

us an equation for δ. Solving that equation in full generality is difficult, so we will restrict

to the limit δ � 1, which implies δ̂ � −1. In that case, we can expand eq. (3.46) as

4πN3 = −4πN +
16π

g2
YM

[
2N2 + π2 −Nπ

(
g2
YM

4π
+

4π

g2
YM

)]
e−2δ +O

(
e−4δ

)
, (3.49)

where we used g2
YM = 4πgs. We will further take N � 1 such that we can neglect all of the

terms in the square brackets in eq. (3.49) except 2N2. Of course we also take the usual Mal-

dacena limits, g2
YM → 0 and N3 � 1 with g2

YMN3 � 1. In that case g−2
YM � 1, so to guar-

antee that N2 dominates all other terms in the square brackets in eq. (3.49), we must take

N2 � N/g2
YM or equivalently g2

YMN � 1. Taking these limits, and dropping the O
(
e−4δ

)
terms, we solve eq. (3.49) for e−2δ, which then also gives us δ̂, α, and α̂ as explained above:

e2δ =
8

g2
YM

N2

N +N3
, e−2δ̂ =

g2
YM

2π2

N2

N +N3
,

α =
π2

√
2

N3

√
N3 +N

gYMN2
, α̂ =

π

25/2

gYMN3

√
N3 +N

N2
. (3.50)

The expression for e2δ in eq. (3.50) shows that the δ � 1 limit is only consistent if

N2 � N +N3, which because N � 1 implies N2 � N3. We still have freedom to specify

how N � 1 compares to N3 � 1, however.

In this case the integral for the spherical EE is again eq. (3.19), where now we need

the x cutoffs χ±
(
ε
u , y
)
. Using eqs. (2.13) and (2.22) with z = ε, we find

χ±

( ε
u
, y
)

= ± ln

(
2u

ε

)
± 1

2
ln

(
2αα̂+ α̂e±δN + αe±δ̂N

2αα̂

)
(3.51)

±

(
−1

4
+N

α̂2e±2δ[N ∓ 4α sinh(δ)]− α2e±2δ̂[N ∓ 4α̂ sinh(δ̂)]

16(αe±δ̂N + α̂e±δN + 2αα̂)2
cos(2y)

)( ε
u

)2
+O

(
ε4

u4

)
.

As mentioned in the previous subsection, the integrand of eq. (3.19) takes a simple form

when written in terms of the harmonic functions h1(v, v̄) and h2(v, v̄), namely the form in

eq. (3.20), which we repeat here for convenience:

(f4f1f2ρ)2 = −25 h1h2 ∂v∂̄v(h1h2). (3.52)

The x integration in eq. (3.19) is difficult to do exactly. In the limit δ � 1 and δ̂ � −1, the

tanh functions appearing in the harmonic functions in eq. (3.45) can be well-approximated
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by a step function, in which case

h1(v, v̄)

α′
=

{
α sin(y)e+x+(α+Neδ) sin(y)e−x−N

3 sin(3y)e−3(x−δ)+O
(
e−5(x−δ)) x>δ,

α sin(y)e−x+(α+Ne−δ) sin(y)e+x−N
3 sin(3y)e−3(δ−x)+O

(
e−5(δ−x)

)
x<δ,

h2(v, v̄)

α′
=

α̂ cos(y)e+x+(α̂+Neδ̂) cos(y)e−x+N
3 cos(3y)e3(δ̂−x)+O

(
e5(δ̂−x)

)
x>δ̂,

α̂ cos(y)e−x+(α̂+Ne−δ̂) cos(y)e+x+N
3 cos(3y)e3(x−δ̂)+O

(
e−5(x−δ̂)

)
x<δ̂.

(3.53)

We can argue that the terms of O(e±5(x−δ)) and O(e±5(x−δ̂)) and higher (henceforth the

“neglected terms”) do not contribute to the divergent or constant terms in the spherical

EE, as follows. In the appendix we show explicitly that the R2/ε2 and ln(2R/ε) terms in

the spherical EE receive contributions only from terms in eq. (3.52) that are non-vanishing

in the |x| → ∞ limit. The neglected terms vanish in that limit and hence do not contribute

to the R2/ε2 and ln(2R/ε) terms in the spherical EE. The constant term in the spherical

EE receives contributions of order N2 and N2
3 from the neglected terms, however these are

not the leading contributions to the constant term: the biggest contribution comes from a

term proportional to N2 lnN or N2
3 ln

(
N2/N3

)
, as we will see below. These logarithmic

contributions come from terms in eq. (3.52) that are independent of x. The neglected terms

cannot contribute to a term independent of x, simply because eq. (3.52) involves a product

of four harmonic functions, and so a term of order O(e±5(x−δ)) or O(e±5(x−δ̂)) would

multiply a term of at most O(e±3x), coming from a product of the O(e±x) terms of three

harmonic functions. In short, to obtain the leading divergent and constant contributions

to the spherical EE, we only need the leading terms shown explicitly in eq. (3.53).

Using eq. (3.53) in eq. (3.52) and then performing the integrations in eq. (3.19), we

find that the universal part of the defect entropy, D0, in the N � 1 limit depends on how

we scale N3 as we take N � 1:

S = N2
3

[
R2

ε2
− ln

(
2R

ε

)
− 1

2

]
+D1

R

ε
+D0, (3.54a)

D0 =


−1

2N
2 lnN +O(N2) N � N3 � 1,

−1
2N

2
(

1 + 2N3
N + 2

N3
2

N2

)
lnN +O(N2) N ∝ N3 � 1 ,

−N2
3 ln

(
N2

N3

)
+O(N2

3 ) N2 � N3 � N � 1 ,

(3.54b)

where once again we did not bother to compute the non-universal constant D1.

Our result for D0 in eq. (3.54) offers a big hint for a higher-dimensional g-theorem:

in the limit N � N3 � 1 the leading contribution to D0 is clearly minus the leading

large-N contribution to the free energy of the T [SU(N)] CFT on S3, −FS3 = −1
2N

2 lnN +

O(N2) [80], precisely the quantity that obeys the F-theorem. Can the proof of the F-

theorem in ref. [12], based primarily on the strong sub-additivity of EE, be adapted to prove

a higher-dimensional g-theorem? We will leave this important question for future research.
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3.3 Non-SUSY Janus

The non-SUSY Janus solution of type IIB SUGRA is a one-parameter deformation of the

AdS5×S5 solution in which only the metric, dilaton, and RR five-form are non-trivial, and

all SUSY is broken [36, 38]. The solution is most easily written in terms of elliptic functions.

In particular, we will need the Weierstrass elliptic function ℘(ξ), defined by the equation

(∂ξ℘)2 = 4℘3 − g2℘− g3 , (3.55)

where g2 and g3 are determined by the ratio of periods. We will also need the Weierstrass

ζ-function and σ-function, which are related to ℘(ξ) via

℘(ξ) = −ζ ′(ξ) , ζ(ξ) =
σ′(ξ)

σ(ξ)
. (3.56)

The Einstein-frame metric of the non-SUSY Janus solution is

g = L2
(
γ−1h(ξ)2dξ2 + h(ξ) gAdS4

)
+ L2gS5 , (3.57)

where L4 = 4πNα′2, with N the number of D3-branes, γ is a real parameter obeying

3/4 ≤ γ ≤ 1, and the warp factor h(ξ) is

h(ξ) = γ

(
1 +

4γ − 3

℘(ξ) + 1− 2γ

)
, g2 = 16γ(1− γ) , g3 = 4(γ − 1) . (3.58)

The dilaton of the non-SUSY Janus solution, φ(ξ), is

φ(ξ) = φ0 +
√

6(1− γ)

(
ξ +

4γ − 3

℘′(ξ1)

(
ln
σ(ξ + ξ1)

σ(ξ − ξ1)
− 2ζ(ξ1)ξ

))
, (3.59)

where φ0 is a real constant and ξ1 is defined by ℘(ξ1) = 2(1−γ). When γ = 1, the solution

reduces to AdS5×S5 with constant dilaton φ(ξ) = φ0, while γ = 3/4 leads to a linear dilaton

solution. Let ξ0 denote the positive solution of ℘(ξ) = 2γ−1. Clearly h(ξ) in eq. (3.58) has

poles at ξ = ±ξ0. As ξ → ±ξ0, the non-SUSY Janus solution asymptotes to AdS5×S5 with

constant dilaton φ± = φ(±ξ0), where φ+ 6= φ− unless γ = 1. In other words, for generic

γ the non-SUSY Janus solution has two asymptotically AdS5 × S5 regions in which the

dilaton takes two different values. Notice that to put the non-SUSY Janus metric into the

form of eq. (2.12) in each asymptotically AdS5 × S5 region, we must take ξ = ξ0 tanh(x).

We can obtain new solutions from the non-SUSY Janus solution using the SL(2,R)

duality of type IIB supergravity. Combining the dilaton and axion (RR zero-form) C(0)

into the single complex field τ ≡ C(0) + ie−2φ, an SL(2,R) transformation acts as

τ → aτ + b

cτ + d
, (3.60)

where a, b, c, d ∈ R and ad− bc = 1, while the metric and RR five-form are unchanged. In

general, one of (a, b, c, d) can be absorbed into the choice of φ0, so an SL(2,R) transfor-

mation introduces only two additional parameters. These determine the two asymptotic
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values of the axion, C±(0) ≡ C(0)(±ξ0). A solution obtained via an SL(2,R) transformation

of non-SUSY Janus is thus completely determined by five real parameters: N , φ±, and C±(0).

The field theory dual to non-SUSY Janus is a deformation of N = 4 SYM in which

gYM takes two different values on the two sides of a (2 + 1)-dimensional interface, i.e.

“jumps” across an interface. An SL(2,R) transformation can then generate a jumping θ-

angle. A jumping gYM is analogous to a dielectric interface in ordinary electromagnetism,

while N = 4 SYM with a constant (non-jumping) gYM but a jumping θ-angle describes a

fractional topological insulator [71]. The gAdS4 and gS5 factors in eq. (3.57) indicate that in

the field theory a jumping gYM and/or θ preserves (2+1)-dimensional conformal symmetry

and the SO(6) global symmetry. The non-SUSY Janus solution breaks all SUSY [36], so

the SO(6) global symmetry is no longer an R-symmetry. For more details about the field

theories dual to non-SUSY Janus and its SL(2,R) cousins, see refs. [47, 48, 58]. We will

choose normalizations in theN = 4 SYM action such that the SL(2,R)-covariant coupling is

τ ≡ θ

2π
+

4πi

g2
YM

. (3.61)

By matching to the dual SL(2,R)-covariant bulk field τ , we identify

C±(0) =
θ±

2π
, eφ± =

g±YM√
4π

. (3.62)

For non-SUSY Janus, γ completely determines, via eqs. (3.59) and (3.62),

δφ ≡ φ+ − φ− = ln(g+
YM/g

−
YM ). In what follows we will also consider an especially

simple SL(2,R) transform of non-SUSY Janus where θ jumps but gYM does not, with

δθ ≡ θ+ − θ− = 16π2

g2YM
sinh(δφ) determined completely by the original δφ, and hence by γ.

The integral for the EE is simplest when written as in eq. (2.24), but with ξ instead of x,

S =
vol(S1)vol(S5)R

4GN
L8

∫ R

ε

du

u2

∫ ξ+( ε
u

)

ξ−( ε
u

)
dξ
h(ξ)2

√
γ
. (3.63)

To compute the cutoffs ξ±(ε/u), in each asymptotically AdS5 × S5 region we take

ξ = ξ0 tanh(x) and then use eqs. (2.13) and (2.22) with z = ε to find

χ±

( ε
u

)
= ± ln

(
2u

ε

)
∓ 1

4
ln

(
γ

ξ2
0

)
∓
ξ0 +

√
γ

8ξ0

( ε
u

)2
+O

(
ε3

u3

)
, (3.64)

so that again using ξ = ξ0 tanh(x) we find

ξ±

( ε
u

)
= ±ξ0 ∓

√
γ

2

( ε
u

)2
∓
√
γ

8

( ε
u

)4
+O

(
ε6

u6

)
. (3.65)

To perform the integration over ξ in eq. (3.63), we use∫
dξ

℘(ξ)− ℘(ξ0)
=

1

℘′(ξ0)

[
ln

(
σ(ξ0 − ξ)
σ(ξ0 + ξ)

)
+ 2ζ(ξ0) ξ

]
, (3.66)
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Figure 6. Left: we plot −D0/N
2, minus the universal constant contribution to the defect EE

divided by N2, as a function of ln(g+YM/g
−
YM ) with θ+ = θ− for non-SUSY Janus, eq. (3.67b) (solid

blue curve), and for SUSY Janus, eq. (3.72b) (dashed purple curve). Right: we plot −D0/N
2 as a

function of ln(1 + g2YMδθ/(4π)4) with δθ ≡ θ+ − θ− and g+YM = g−YM = gYM for non-SUSY Janus

(solid blue curve) and SUSY Janus (dashed red curve).

as well as ∂
∂ξ0

of eq. (3.66), with the result∫ ξ+( ε
u

)

ξ−( ε
u

)
dξ
h(ξ)2

√
γ

=

[
−1

2
(ζ(ξ0)−√γ) ξ− 1

4
ln

(
σ(ξ0−ξ)
σ(ξ0+ξ)

)
+

√
γ

4
(ζ(ξ0−ξ)−ζ(ξ0+ξ))

]ξ+( ε
u

)

ξ−( ε
u

)

=
u2

ε2
+ ln

(
2u

ε

)
− 1

4
− (ζ(ξ0)−√γ) ξ0 +

1

2
ln

(
σ(2ξ0)

2
√
γ

)
−
√
γ

2
ζ(2ξ0) +O

(
ε2

u2

)
.

The integration over u in eq. (3.63) is then straightforward, with the result

S = N2

[
R2

ε2
− ln

(
2R

ε

)
− 1

2

]
+D1

R

ε
+D0, (3.67a)

D0 = N2

[
−1

4
+ (ζ(ξ0)−√γ) ξ0 −

1

2
ln

(
σ(2ξ0)

2
√
γ

)
+

√
γ

2
ζ(2ξ0)

]
, (3.67b)

where once again we did not bother to compute the non-universal constant D1.

Presumably a higher-dimensional g-theorem would require that D0 change monoton-

ically under a defect RG flow, and may either increase or decrease under a bulk RG flow.

At the moment, we can say little about the behavior of the D0 in eq. (3.67b) under defect

RG flows. The non-SUSY Janus metric, eq. (3.57), depends only on N and γ, hence the

D0 in eq. (3.67b) depends only on N and γ, or equivalently on N and the size of the jump

in the complex coupling τ . A defect RG flow cannot change N or the size of the jump in

τ : correlators at points arbitrarily far from the defect depend on the values of N and τ , so

only a bulk RG flow can change N or the size of the jump. In the next subsection we will

provide some speculation about how D0 might change under a certain class of possible

defect RG flows in this DCFT.

Under a bulk RG flow in which the only change is the size of the jump in τ (if such

a bulk RG flow exists), the D0 in eq. (3.67b) would in fact change monotonically. For

example, in figure 6 we plot −D0/N
2 first with jumping gYM and non-jumping θ, as a

function of ln
(
g+
YM/g

−
YM

)
, and then with non-jumping gYM and jumping θ, as a function

of ln(1 + g2
YMδθ

2/(4π)4). In each case we find that −D0/N
2 increases monotonically as

the size of the jump in gYM or θ increases. Presumably, such behavior would be consistent

with, but not required by, a higher-dimensional g-theorem.
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As argued in ref. [71], N = 4 SYM with g+
YM = g−YM and θ+ = θ− + nπ with n an

odd integer may be interpreted as the low-energy effective description of a certain (3 + 1)-

dimensional time-reversal-invariant fractional topological insulator, which in the Maldacena

limits will additionally be strongly-coupled. As proposed in ref. [68], the universal constant

contribution to EE may provide one way to detect topological order in (3 + 1) dimensions.

For the case where g+
YM = g−YM and θ+ = θ−+nπ, our result for D0 in eq. (3.67b) may be,

or at least may contain a contribution from, such topological EE. To what extent our result

in eq. (3.67b) “knows” about topological order is a question we leave for future research.

3.4 SUSY Janus

In the field theory dual to non-SUSY Janus, the jumping gYM breaks all the SUSY of

N = 4 SYM. Various amounts of SUSY can be restored by adding to the Lagrangian

appropriate defect-localized operators [48]. Here we will only consider the maximally SUSY

case, preserving eight real supercharges, where the R-symmetry is broken from SO(6) to

SO(4). In this case, explicit forms for the defect-localized operators appear in refs. [48, 58].

The holographic dual is the maximally-SUSY Janus solution of type IIB SUGRA [39],

which like non-SUSY Janus has two asymptotically AdS5 × S5 regions, each of radius L,

in which the dilaton can take two distinct values, φ±. The metric of maximally-SUSY

Janus is of the form in eq. (3.1) with the warp factors in eq. (3.2) and with the particular

harmonic functions [39]

h1(v, v̄) = −iα1 sinh

(
v − δφ

2

)
+ c.c. , h2(v, v̄) = α2 cosh

(
v +

δφ

2

)
+ c.c. , (3.68)

where v = x+ iy with x ∈ (−∞,∞) and y ∈ [0, π/2], and where the real constants α1, α2,

and δφ are related to the radius of curvature L and the Yang-Mills coupling g±YM as

L4 = 16 |α1α2| cosh(δφ) ,
(g±YM )2

4π
= e2φ± =

∣∣∣∣α2

α1

∣∣∣∣ e±δφ . (3.69)

The SO(4) R-symmetry is dual to the SO(3)×SO(3) ' SO(4) isometry of the two S2’s in the

metric of eq. (3.1). We can obtain new solutions from the maximally-SUSY Janus solution

using the SL(2,R) duality of type IIB supergravity. As with non-SUSY Janus, a generic

SL(2,R) transformation will generate a non-trivial axion C(0), and so add two additional

parameters to the solution, the asymptotic values C±(0). Generically, the dual field theory

will have jumping gYM and θ, where we again identify g±YM and θ± as in eq. (3.62).

In this case the integral for the EE, eq. (2.24) or equivalently eq. (3.19), is

S=
vol(S1)vol(S2)2RL8

4GN

∫ π
2

0
dy sin2(y) cos2(y)

∫ R

εuc(y)

du

2u2

∫ χ+( εu ,y)

χ−( εu ,y)
dx

(
1+

cosh(2x)

cosh(δφ)

)
. (3.70)

Using eqs. (2.13) and (2.22) with z = ε, we find for the x-cutoffs

χ±

( ε
u
, y
)

=± ln

(
2u

ε

)
± 1

2
ln cosh(δφ)∓ 4−cos(2y) tanh(δφ)

16

( ε
u

)2
+O

(
ε3

u3

)
. (3.71)
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The x, u, and y integrations in eq. (3.70) are then straightforward to perform, with the

result

S = N2

[
R2

ε2
− ln

(
2R

ε

)
− 1

2

]
+D1

R

ε
+D0, (3.72a)

D0 = −1

2
N2 ln (cosh(δφ)) , (3.72b)

where we used 4GN = πvol(S1)vol(S2)vol(S2)L8/(16N2), and once again we did not

bother to compute the non-universal constant D1. Using δφ = ln(g+
YM/g

−
YM ), and also

considering an SL(2,R) transformation to the case with jumping θ and non-jumping gYM ,

with g2
YMδθ = 16π2 sinh(δφ) as explained below eq. (3.62), we find

D0 =

−
N2

2 ln

(
1 +

(g+YM−g
−
YM)

2

2 g+YM g−YM

)
, θ+ = θ−,

−N2

4 ln
(

1 +
δθ2g4YM
256π4

)
, g+

YM = g−YM .
(3.73)

Clearly −D0/N
2 increases monotonically with the size of the jump in gYM or θ, as we

also show in figure 6.

When we compare the DCFTs dual to non-SUSY and SUSY Janus, the only differences

are certain defect-localized operators [48, 58]. For the sake of argument, imagine that

some defect RG flows between these DCFTs exist, triggered by these defect operators.

Furthermore, imagine that a higher-dimensional g-theorem exists. Our results for D0

from non-SUSY and SUSY Janus, eqs. (3.67b) and (3.72b), respectively, would place

constraints on the allowed defect RG flows. For example, consider the case where gYM
jumps while θ+ = θ−. The left plot in figure 6 shows that the only defect RG flow allowed

under these circumstances is from the SUSY DCFT to the non-SUSY DCFT. The right

plot in figure 6 shows the same for the case where θ jumps while g+
YM = g−YM . Whether

these speculations are in fact realized is a question we leave for future research.

As argued in ref. [71], N = 4 SYM with g+
YM = g−YM and θ+ = θ− + nπ with n

an odd integer may be interpreted as the low-energy effective description of a certain

(3 + 1)-dimensional time-reversal-invariant fractional topological insulator, which with

appropriate defect-localized terms will additionally be SUSY. Our statements about

topological EE at the end of the previous subsection therefore apply here as well, and in

particular, for the case where g+
YM = g−YM and θ+ = θ− + nπ with n an odd integer, our

result for D0 in eq. (3.72b) may “know about” topological order.

3.5 M-theory Janus

The original M-theory Janus solution [41] is a one-parameter deformation of the AdS4 ×
S7 solution of eleven-dimensional SUGRA that preserves half the SUSY: the AdS4 × S7

vacuum of M-theory preserves OSp(8|4,R) SUSY, of which M-theory Janus preserves an

OSp(4|2,R) × OSp(4|2,R) subgroup. In particular, the bosonic subgroup (the isometry)

breaks from SO(3, 2)× SO(8) down to SO(2, 2)× SO(4)× SO(4). M-theory Janus has two

asymptotically AdS4 × S7 regions separated by a localized source for the four-form. The
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dual field theory is ABJM theory with Chern-Simons level k = 1 deformed by an interface-

localized conformal primary operator of dimension two in the 15 of SU(4) ⊂ SO(8) [41].

Notice that in contrast to the Janus solutions of subsections 3.3 and 3.4, in this case the

coupling does not jump across the interface.

Here we will consider a two-parameter, SUSY-preserving deformation of the original

M-theory Janus solution. First, we introduce the deformation of refs. [44, 59], involving

one new parameter,8 γ ∈ [0,∞), which generically deforms OSp(4|2,R) × OSp(4|2,R) to

D(2, 1; γ, 0) × D(2, 1; γ, 0). Only when γ = 1, where D(2, 1; γ, 0) = OSp(4|2,R), is the

super-isometry a subgroup of OSp(8|4,R). When γ 6= 1 the dual field theory is thus

not merely ABJM theory deformed by a defect-localized operator, although exactly what

deformation γ represents is currently unknown. We will additionally orbifold, produc-

ing solutions with two asymptotically AdS4 × S7/Zk regions, where k ∈ Z is our second

deformation parameter. When γ = 1, the dual field theory is then ABJM theory with

Chern-Simons level k ≥ 1 deformed by a defect-localized operator.

The metric for this two-parameter deformation of M-theory Janus is [41, 44, 59]

g = f2
1 gAdS3 + ρ2 dwdw̄ + f2

2 gS3 + f2
3 gS̄3 , (3.74)

where gS3 and gS̄3 are metrics on two unit-radius S3’s, w = x/2+iy is a complex coordinate

defined on a strip, x ∈ (−∞,∞) and y ∈ [0, π/2], and the warp factors f2
1 , ρ2, f2

2 , and f2
3 de-

pend only on w and w̄. For the solution with super-isometry D(2, 1; γ, 0)×D(2, 1; γ, 0), the

warp factors are specified by a harmonic function h(w, w̄) and a complex function H(w, w̄):

f6
1 =

h2W+W−
C6

1 (HH̄ − 1)2
, ρ6 =

|∂wh|6

C3
2C

3
3 h

4
(HH̄ − 1)W+W− ,

f6
2 =

h2(HH̄ − 1)W−
C3

2C
3
3 W

2
+

, f6
3 =

h2(HH̄ − 1)W+

C3
2C

3
3 W

2
−

,

W± ≡ |H ± i|2 + γ±1(HH̄)− 1 ,

h = −2iα[sinh(2w)− sinh(2w̄)] , H = i
cosh(w + w̄) + λ sinh(w − w̄)

cosh(2w̄)
,

where 2∂wH = (H + H̄)∂w lnh. The real constants {C1, C2, C3} obey C1 + C2 + C3 = 0,

with γ = C2/C3. Specifying γ thus uniquely determines {C1, C2, C3} up to an overall

scale, which we can absorb into the normalization of h. The solution is also invariant under

γ → 1/γ. The parameter λ ∈ (−∞,∞) is that of the original M-theory Janus solution [41].

The real constant α, along with γ and λ, determines the radius of the asymptotically

AdS4 × S7 regions as L6 = α2(1 + λ2)/|C3|6γ3. To recover exactly AdS4 × S7, we simply

take λ = 0 and γ = 1.

To orbifold, we first embed the S7 into R8 with complex coordinates Zi with i =

1, 2, 3, 4, with S7 the set of points obeying |Z1|2 + |Z2|2 + |Z3|2 + |Z4|2 = 1. Writing

Zi = eiψzi gives us the Hopf fibration of S7, with ψ the coordinate of the U(1) fiber over

CP3. The ABJM orbifold [35] consists of shifting ψ’s periodicity from 2π to 2π/k. For

M-theory Janus we describe S7 as S3 × S3 fibered over a line segment y ∈ [0, π/2]. To

8The γ here should not be confused with the γ of subsection 3.3.
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implement the ABJM orbifold we use the Hopf fibration of each S3, with U(1) Hopf fiber

coordinates θ1 and θ2, define θ2 ≡ ψ and θ1 ≡ ψ + φ, and then shift ψ’s periodicity from

2π to 2π/k while keeping the periodicity of φ = θ1− θ2 fixed at 2π. The result is a smooth

geometry with two asymptotically AdS4 × S7/Zk regions.

For these solutions, the integral for the EE, eq. (2.24), is

S=
R vol(S3)2

4GNk

28L9√γ
(1+γ)

√
1+λ2

∫ π
2

0
dy sin3(y) cos3(y)

∫ R

εuc(y)

du

u
√
R2−u2

∫ χ+( εu ,y)

χ−( εu ,y)
dx cosh(x),

(3.75)

where we used vol(S0) = 2, as mentioned below eq. (2.8). Using eqs. (2.13) and (2.22) with

z = ε, we find for the x-cutoffs

χ±

( ε
u
, y
)

= ± ln

(
2u

ε

)
± ln

(
(1 + γ)

√
1 + λ2

2
√
γ

)
+

2
√
γλ cos(2y)

3(1 + γ)
√

1 + λ2

ε

u
+O

(
ε2

u2

)
. (3.76)

The x, u, and y integrations are then straightforward to perform. As we show in the

appendix, generically for a holographic DCFT in d = 3, S will take the form in eq. (1.7),

including a contribution Dlog ln
(

2R
ε

)
with universal coefficient Dlog. In the current case

we find Dlog = 0. To see why, we simply perform the x integration: if a term constant in u

appears, then multiplying by 1
u
√
R2−u2 and integrating in u will produce a logarithm. The

x-integration does not produce a term constant in u, however:∫ χ+( εu ,y)

χ−( εu ,y)
dx cosh(x) =

(1 + γ)
√

1 + λ2

√
γ

u

ε
+O

( ε
u

)
, (3.77)

so no logarithm will appear in S. Indeed, using 4GN = 26π7l9p and L6 = π
2kNl

6
P we find

S =
π
√

2

3
k1/2N3/2R

ε
+ D̃0, (3.78)

where we did not bother to compute the non-universal constant D̃0.9 We thus find Dlog = 0,

as advertised. The bottom-up models of holographic d = 3 DCFTs in ref. [27] also had

Dlog = 0. For an example where Dlog 6= 0, see section 3.2.3 of ref. [53].

We may be tempted to think of Dlog as a “central charge” counting degrees of freedom

localized to the defect. As discussed in refs. [27, 53], however, we must be careful what

we mean by “central charge.” For a CFT on a curved manifold in d = 2, we can extract

the central charge from the coefficient of the Ricci scalar in the Weyl anomaly. For a CFT

on a curved manifold in d = 3 with a codimension-one defect along some curve, the Weyl

anomaly will be a delta function at the curve times a linear combination of various terms

involving not only the Ricci scalar but also the second fundamental form of the embedding.

The coefficients of these terms provide a set of central charges that characterize the DCFT.

Wess-Zumino consistency fixes some of these central charges in terms of others. Presumably

9The absence of the ln
(
2R
ε

)
contribution to S suggests that perhaps D̃0 is universal. In the appendix

we show that this is not the case. D̃0 is sensitive to the contributions to χ±
(
ε
u
, y
)

of higher order in ε/u

and moreover depends on the choice of u-cutoff uc(ya).
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Dlog is some linear combination of these central charges. Our result Dlog = 0 indicates

that, for the DCFTs above, obtained as deformations of large-N , strongly-coupled ABJM

theory, that particular linear combination vanishes. Whether Dlog counts defect degrees of

freedom and changes monotonically along a defect RG flow remain open questions.
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A Cutoff prescription

In this appendix, we study in detail the integral for the EE of a sphere centered on the

defect in a holographic DCFT, eq. (2.24),

S =
vol(Sd−3)R

4GN

∫
dya

∫ R

εuc(ya)
du

∫ χ+( εu ,y
a)

χ−( εu ,ya)
dx
√

detGρfd−2 (R2 − u2)(d−4)/2

ud−2
. (A.1)

We leave the u-cutoff, uc(ya), an arbitrary function of the internal coordinates ya. We

choose the x-cutoffs χ±
(
ε
u , y

a
)

to reproduce the FG cutoff z = ε in the two FG patches by

taking χ±
(
ε
u , y

a
)

= x±
(
ε
u , y

a
)

using the x±
(
z
u , y

a
)

in eq. (2.22). Although we will only

explicitly discuss DCFTs in this appendix, our results are straightforward to generalize

to BCFTs by taking χ−
(
ε
u , y

a
)
→ −∞, as mentioned at the end of subsection 2.2. With

these choices, we will prove four things about the integral in eq. (A.1). First, we show

that the integral takes the form

S =

{
C1

R
ε + C

(d=3)
log ln

(
2R
ε

)
+ C

(d=3)
0 , d = 3,

C2
R2

ε2
+ C1

R
ε + C

(d=4)
log ln

(
2R
ε

)
+ C

(d=4)
0 , d = 4,

(A.2)

where the various C’s are R- and ε-independent constants, and we have neglected terms

that vanish as ε → 0. Second, we show that C
(d=3)
0 and C1 both depend on the choice

of uc(ya), whereas C
(d=3)
log , C

(d=4)
log and C

(d=4)
0 are all independent of the choice of uc(ya).

Third, we show that C
(d=3)
log only depends on terms up to and including order ε

u in

χ±
(
ε
u , y

a
)
, while C

(d=4)
log and C

(d=4)
0 only depend on terms up to and including order ( εu)2.

In other words, we may deform the cutoffs χ±
(
ε
u , y

a
)

in any way that we like at higher

orders in ε
u without changing C

(d=3)
log , C

(d=4)
log , or C

(d=4)
0 . Fourth, we show that C

(d=3)
log ,

C
(d=4)
log and C

(d=4)
0 all depend on the entire bulk geometry, not just the asymptotic regions

or the part near the defect.
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As discussed in subsection 2.2, the FG patches do not cover the entire space (recall

figure 2), so we begin by splitting the x-integration into three regions,

S =
vol(Sd−3)R

4GN

∫
dya

∫ R

εuc(ya)
du

(R2 − u2)
d−4
2

ud−2
(A.3)

×

[∫ xc−

χ−( εu ,ya)
dx
√

detGρfd−2+

∫ xc+

xc−

dx
√

detGρfd−2+

∫ χ+( εu ,y
a)

xc+

dx
√

detGρfd−2

]
.

where xc± are arbitrary parameters. Since the integrand
√

detGρfd−2 is smooth, the final

value of S is independent of the choice of xc±. Next we expand the integrand in e±x in the

asymptotic regions x→ ±∞, using the expansions of the metric functions in eq. (2.13),

√
detGρfd−2 =

∞∑
n=2−d

A
(n)
± e∓nx , (A.4)

where the coefficients A
(n)
± depend on u and the ya, and are straightforward to determine

from eq. (2.13). A similar expansion is possible in the middle region between the two FG

patches, but is not necessary to evaluate the integral. Integrating in x, we find

S =
vol(Sd−3)R

4GN

∫
dya

∫ R

εuc(ya)
du

(R2 − u2)
d−4
2

ud−2

[
A

(0)
+ χ+ −A(0)

− χ− + C (A.5)

−
∞∑
n6=0
n=2−d

A
(n)
+ e−nχ+ +A

(n)
− enχ−

n

 ,
where C is the leftover contribution from the middle region after canceling the xc±-dependent

terms from the left and right regions. Next we need the x-cutoffs,

χ±

( ε
u
, ya
)

= ±

[
ln

(
2u

ε

)
− c± +

∞∑
m=1

X
(m)
±

( ε
u

)m]
, (A.6)

where the coefficients X
(m)
± are functions of the ya only. The first few X

(m)
± appear explicitly

in eq. (2.22). Plugging these χ±
(
ε
u , y

a
)

into eq. (A.5), we find

S=
vol(Sd−3)R

4GN

∫
dya
∫ R

εuc(ya)
du

(R2 − u2)
d−4
2

ud−2

[(
A

(0)
+ +A

(0)
−

)
ln

(
2u

ε

)
+
∞∑

l=2−d
Yl

( ε
2u

)l]
, (A.7)

where the coefficients Yl depend only on the ya,

∞∑
l=2−d

Yl

( ε
2u

)l
= −

∞∑
n6=0
n=2−d

A
(n)
+ enc+−n(

∑∞
m=1X

(m)
+ ( εu)

m
) +A

(n)
− enc−−n(

∑∞
m=1X

(m)
− ( εu)

m
)

n

( ε
2u

)n

+ C −A(0)
+ c+ −A(0)

− c− +
∞∑
m=1

(
A

(0)
+ X

(m)
+ +A

(0)
− X

(m)
−

)( ε
u

)m
. (A.8)
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Explicitly, for d = 4 and d = 3 the first few Yl are

d = 4 : Y−2 =
A

(−2)
+ e−2c+ +A

(−2)
− e−2c−

2
,

Y−1 = A
(−1)
+ e−c+ +A

(−1)
− e−c− + 2

(
A

(−2)
+ e−2c+X

(1)
+ +A

(−2)
− e−2c−X

(1)
−

)
,

Y0 = C −A(+)
0 c+ −A(−)

0 c− + 4
(
A

(−2)
+ e−2c+X

(2)
+ +A

(−2)
− e−2c−X

(2)
−

)
+2
[
A

(−1)
+ e−c+X

(1)
+ +A

(−1)
− e−c−X

(1)
− (A.9)

+2

(
A

(−2)
+ e−2c+

(
X

(1)
+

)2
+A

(−2)
− e−2c−

(
X

(1)
−

)2
)]

,

d = 3 : Y−1 = A
(−1)
+ e−c+ +A

(−1)
− e−c− ,

Y0 = C −A(+)
0 c+ −A(−)

0 c− + 2
(
A

(−1)
+ e−c+X

(1)
+ +A

(−1)
− e−c−X

(1)
−

)
. (A.10)

Now we perform the u integration. For d = 4 we find

S =
vol(S1)R

4GN

∫
dya

∫ R

εuc(ya)
du

[(
A

(0)
+ +A

(0)
−

)
u−2 ln

(
2u

ε

)
+

∞∑
l=−2

Yl

(ε
2

)l
u−l−2

]

=
vol(S1)

4GN

∫
dya

[
4Y−2

(
R

ε

)2

+ 2Y−1

(
R

ε

)
log

(
R

εuc(ya)

)

+

 ∞∑
l 6=−1
l=−2

Yl
(l + 1)(uc(ya))l+12l

+
A

(0)
+ +A

(0)
−

uc(ya)
(1 + ln (2uc(ya)))

(Rε
)

−
(
A

(0)
+ +A

(0)
−

)
ln

(
2R

ε

)
−
(
A

(0)
+ +A

(0)
− + Y0

)]
+O(ε).

We will not perform the integration over ya, since that will not change the ε-dependence

of the terms. We thus find the expected leading divergent term, ∝ Y−2

(
R
ε

)2
. A straight-

forward exercise using eq. (A.8) shows that because the metric asymptotically approaches

AdS5, the value of Y−2 is exactly the same as in AdS5. The first sub-leading term,

∝ Y−1
R
ε log

(
R

εuc(ya)

)
, is unexpected. Fortunately, we can show that in general Y−1 = 0:

if we integrate over the ya, then we find an asymptotically AdS5 spacetime coupled to

scalars that are massless due to the defect conformal symmetry, and Einstein’s equations

then force Y−1 = 0. The next sub-leading term, ∝ R
ε , depends on the Yl for all l, and

explicitly depends on the choice of uc(ya). In other words, C1 in eq. (A.2) depends on

uc(ya), as advertised. The ln
(

2R
ε

)
term and constant term depend on c±, A

(0)
± , A

(1)
± , A

(2)
± ,

X
(1)
± and X

(2)
± , which ultimately depend only on the expansion coefficients in eq. (2.13),

and on C, whose value depends on the entire geometry, not just the asymptotic regions or

the part near the defect. We have thus shown that the coefficients C
(d=4)
log and C

(d=4)
0 in

eq. (A.2) are independent of the choice of uc(ya), and depend on the entire geometry, but

depend on the x-cutoffs χ±
(
ε
u , y

a
)

only up to order
(
ε
u

)2
, as advertised.
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Next we consider d = 3. Plugging d = 3 into eq. (A.7), and using our convention that

vol(S0) = 2, we find

S =
R

2GN

∫
dya

∫ R

εuc(ya)

du

u
√
R2 − u2

[(
A

(0)
+ +A

(0)
−

)
ln

(
2u

ε

)
+

∞∑
l=−1

Yl

( ε
2u

)l]
. (A.11)

The integral over u of the ln
(

2u
ε

)
term leads to a term ∝

(
A

(0)
+ +A

(0)
−

)
(ln (2R/ε))2, which

is unexpected. Fortunately, we can show that in general A
(0)
+ +A

(0)
− = 0: if we integrate over

the ya, then we find an asymptotically AdS4 spacetime coupled to scalars that are massless

due to the defect conformal symmetry, and Einstein’s equations then force A
(0)
+ +A

(0)
− = 0.

To advance further, we must compute the integral

Il = R

∫ R

εuc(ya)

du

u
√
R2 − u2

( ε
2u

)l
, (A.12)

for integer l, at least in the small-ε limit. This integral is straightforward for all l ≥ −1.

For l = −1, 0, we simply change variables as u = R sin(θ). For l > 0, we use a recursion

relation for
∫
dθ sinn(θ). We thus find, in the small-ε limit,

I−1 =
πR

ε
− 2uc(ya) +O(ε), I0 = − ln

(
εuc(ya)

2R

)
+O(ε),

Il =
1

l(2uc(ya))l
+O(ε) (l > 0).

Using these integrals in eq. (A.11), we find

S=
1

2GN

∫
dya

πY−1
R

ε
+Y0 ln

(
2R

ε

)
−Y0 ln

(
uc(ya)

2

)
+
∞∑
l 6=0
l=−1

Yl
l(2uc(ya))l

+O (ε) . (A.13)

Here again we will not perform the integration over the ya, since that will not change the

ε-dependence of the terms. We thus find the expected leading divergent term, ∝ Y−1
R
ε .

A straightforward exercise using eq. (A.8) shows that because the metric asymptotically

approaches AdS4, the value of Y−1 is exactly the same as in AdS4. The first sub-leading

term, ∝ Y0 ln
(

2R
ε

)
, depends on c± , A

(1)
± , and X

(1)
± via eq. (A.10), which ultimately

depend only on the expansion coefficients in eq. (2.13), and on C, whose value depends on

the entire geometry, not just the asymptotic regions or the part near the defect. We have

thus shown that the coefficient C
(d=3)
log in eq. (A.2) is independent of the choice of uc(ya),

and depends on the entire geometry, but depends on the x-cutoffs χ±
(
ε
u , y

a
)

only up to

order
(
ε
u

)
, as advertised. On the other hand, the constant term in eq. (A.13) depends on

the Yl for all l, and explicitly depends on the choice of uc(ya). In other words, C
(d=3)
0 in

eq. (A.2) depends on uc(ya), as advertised.
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