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## 1 Introduction

The $(2,0)$ superconformal field theories in six dimensions, in particular the theory of $N$ parallel M5-branes, are among the most important quantum systems, and yet they remain poorly understood. Their importance stems not only from the fact that they represent the highest possible dimension in which superconformal field theories can exist [1], but also from the observation that their compactifications to lower dimensions yield a rich class of quantum field theories whose dynamics are encoded by geometry. For example, fourdimensional $\mathcal{N}=2$ theories arise upon compactification on a Riemann surface [2-5], and provide a geometric explanation for Seiberg-Witten theory $[6,7]$.

It is natural to expect that more general compactifications will provide more information about these mysterious six-dimensional theories. One way to do this is to increase the dimension of the compactification geometry. Thus, the next cases of interest would be compactifications with dimensions $d \geq 3$ resulting at low-energies in effective quantum field theories in dimensions $6-d$. The aim of this paper is to focus on the situation where $d=3$ with $\mathcal{N}=2$ supersymmetry. Examples of this type have been recently considered in [8-10] for the situation where 2 M 5 -branes wrap some ultraviolet geometry. In such constructions, as advocated in [10], the infrared dynamics of the system is described by a single recombined brane, similar to the situation studied in [11], that can be viewed as a double cover of the original compactifiaction manifold. This infrared geometry is captured by describing the branching strands for the cover which in general are knotted. When the branching strands collide the cover becomes singular and on that locus an M2-brane of vanishing size can end on the M5-branes leading to massless charged matter fields. The goal of this paper is to clarify and extend the rules discussed in [10] and find the correspondence between the knotted branch locus encoding the geometry of the double cover, and the underlying $\mathcal{N}=2$ quantum field theory.

With this background we can phrase more precisely what we wish to do: we would like to uncover the relationship between three-dimensional $\mathcal{N}=2$ supersymmetric conformal field theories and a class of mathematical objects called singular tangles. In words, a tangle is a generalization of a knot to allow for open ends, and a singular tangle is the situation where the pieces of string are permitted to merge and loose their individual identity. Examples are illustrated in figure 1.

The class of three-manifolds $M$ where the infrared M5-brane resides are defined as double covers of $\mathbb{R}^{3}$ branched along a singular tangle. The reduction of the theory of a single M5-brane along $M$ will result in the three-dimensional quantum field theories under investigation. The simplest class of examples are associated to non-singular tangles. In this situation $M$ is a smooth manifold and a single M5-brane on $M$ constructs a free Abelian $\mathcal{N}=2$ Chern-Simons theory in the macroscopic dimensions. Light matter, appearing in chiral multiplets in three dimensions, arises in the theory from M2-brane discs which end along


Figure 1. Examples of tangles and their singularities. In (a) a tangle in the $\mathbb{R}^{3}$. In (b) a singular tangle where the strands have merged at various points. The singularities are modeled in quantum field theory by charged massless matter.
$M$. When such matter becomes massless, the associated cycle shrinks and $M$ develops a singularity. The collapsing of this cycle can be described by the geometry of a singular tangle.

A conceptual slogan for the program described above is that we are investigating a three-dimensional analog of Seiberg-Witten theory. In the ultraviolet, one may envision an unknown non-Abelian three-dimensional field theory arising from the interacting theory of two M5-branes on $\mathbb{R}^{3}$ with suitable boundary conditions at infinity. Moving onto the moduli space of this theory is accomplished geometrically by allowing the pair of M5-branes to fuse together into a single three-manifold $M$. The long-distance Abelian physics can then be directly extracted from the geometry of $M$. The situation we have described should be compared with the case of four-dimensional $\mathcal{N}=2$ theories whose infrared moduli space physics can be extracted from a Seiberg-Witten curve. In that case, charged matter fields are described by BPS states and can be constructed in M-theory from M2-branes. The case of an interacting conformal field theory can arise when the M2-brane particles become massless and the Seiberg-Witten curve develops a singularity, directly analogous to the three-dimensional setup outlined above.

An important feature of the constructions carried out in this paper, familiar from many constructions of field theories by branes, is that non-trivial quantum properties of field theories are mapped to simpler geometric properties of the compactification manifold. In the case of $\mathcal{N}=2$ Abelian Chern-Simons matter theories the quantum features which are apparent in geometry are the following.

- $\operatorname{Sp}(2 F, \mathbb{Z})$ Theory Multiplets: the set of three dimensional theories with $\mathcal{N}=2$ supersymmetry and $\mathrm{U}(1)^{F}$ flavor symmetry is naturally acted on by the group $\operatorname{Sp}(2 F, \mathbb{Z})[12,13]$. This group does not act by dualities. It provides us with a simple procedure for building complicated theories out of simpler ones by a sequence of shifts in Chern-Simons levels and gauging operations.
- Anomalies: in three dimensions, charged chiral multiplets have non-trivial parity anomalies. This means that upon integrating out a massive chiral field the effective Chern-Simons levels are shifted by half-integral amounts [14].
- Dualities: three dimensional $\mathcal{N}=2$ conformal field theories enjoy mirror symmetry dualities. Thus, distinct $\mathcal{N}=2$ Abelian Chern-Simons matter theories may flow in
the infrared to the same conformal field theory. In the case of three-dimensional Abelain Chern-Simons matter theories there are essentially three building block mirror symmetries which we may compose to engineer more complicated dualities.
- Equivalences amongst pure CS theories. These theories are free and characterized by a matrix of integral levels $K$. It may happen that two distinct classical theories given by matrices $K_{1}$ and $K_{2}$ nevertheless give rise to equivalent correlation functions and hence are quantum mechanically equivalent.
- Gauged $\mathrm{U}(1)$ at level $1 / 2$ with a charge one chiral multiplet is mirror to the theory of a free chiral multiplet [13].
- Super-QED with one flavor of electron is mirror to a theory of three chiral multiplets, no gauge symmetry, and a cubic superpotential $[15,16]$.

One way non-trivial dualities appear stems from the fact that the M5-brane theory reduced on $M$ does not have a preferred classical Lagrangian. To obtain a Lagrangian description of the dynamics requires additional choices. In our context such a choice is a Seifert surface, which is a Riemann surface with boundary the given tangle. For any given tangle there exist infinitely many distinct choices of Seifert surfaces each of which corresponds to a distinct equivalent Lagrangian description of the physics. This fact is closely analogous to the choice of triangulation appearing in the approach of [8] for studying the same theories, as well as the choice of pants decomposition required to provide a Lagrangian description of M5-branes on Riemann surfaces [5].

Throughout the paper, our discussion of duality will be guided by a particular invariant of the infrared conformal field theory, the squashed three-sphere partition function

$$
\begin{equation*}
\mathcal{Z}_{b}\left(x_{1}, \cdots, x_{F}\right) \tag{1.1}
\end{equation*}
$$

This is a complex-valued function of a squashing parameter $b$ (which we frequently suppress in notation) as well as $F$ chemical potentials $x_{i}$. It is an invariant of a field theory with prescribed couplings to $\mathrm{U}(1)^{F}$ background flavor fields. This partition function gives us a strong test for two theories to be mirror and as such it is useful to build into the formalism techniques for computing $\mathcal{Z}$.

One method of explicit computation is provided by supersymmetric localization formulas. At the classical level, an Abelian Chern-Simons matter theory coupled to background flavor fields is determined by the following data:

- Integers $G$ and $F$ specifying that the theory in question has a $\mathrm{U}(1)^{G}$ gauge group and a $\mathrm{U}(1)^{F}$ flavor group,
- An $(G+F) \times(G+F)$ matrix of Chern-Simons levels,
- A set of chiral multiplets $\Phi_{\mathfrak{a}}$, with $(G+F)$ dimensional charge vectors $q_{\mathfrak{a}}$,
- A superpotential $W\left(\Phi_{\mathfrak{a}}\right)$; a holomorphic function of chiral fields.

Given such data, the three-sphere partition function for the infrared conformal field theory can be presented as a finite dimensional integral ${ }^{1}[17,18]$

$$
\mathcal{Z}\left(x_{i}\right)=\int d^{G} y \exp \left(\begin{array}{ll}
\left.-\pi i\left(\begin{array}{ll}
y & x
\end{array}\right) K\binom{y}{x}\right) \prod_{\mathfrak{a}} E\left(q_{\mathfrak{a}} \cdot\left(\begin{array}{ll}
y & x
\end{array}\right)\right) . . . . ~ \tag{1.2}
\end{array}\right.
$$

In the above, $E(x)$ denotes a certain transcendental function, the so-called non-compact quantum dilogarithm, which will be discussed in detail in section 3 . The superpotential $W$ enters the discussion only in so far as it restricts the flavor symmetries of the theory. The real integration variables $y$ appearing in the formula can be interpreted as parameterizing fluctuations of the real scalars in the $\mathcal{N}=2$ vector multiplets.

We will be interested in computation of $\mathcal{Z}$ up to multiplication by an overall phase independent of all flavor variables. Physically this means in particular that throughout this work we will ignore all framing anomalies of Chern-Simons terms. We will see that the partition function in (1.2) can be usefully viewed as a wavefunction in a certain finite dimensional quantum mechanics and develop this interpretation throughout. This connection of three-dimensional partition functions to quantum mechanics has been previously studied in [8, 19-21].

One important test of the ideas that we develop can be found in their application to a class of three-manifolds $M$ of the form $\Sigma_{t} \times \mathbb{R}_{t}$, where the Reimann surface $\Sigma$ varies in complex structure along the line parameterized by $t$. These examples are closely connected to four-dimensional quantum field theories. At a fixed value of $t$, the situation is that of an M5-brane on $\Sigma$ which can be interpreted as a Seiberg-Witten curve for a four-dimensional $\mathcal{N}=2$ field theory. As $t$ varies this field theory moves in its parameter space and hence describes a kind of domain wall in four dimensions. When equipped with suitable boundary conditions, this geometry can engineer a three-dimensional $\mathcal{N}=2$ theory.

Moreover, in such a construction the physical significance of of the finite dimensional quantum mechanics governing the partition function becomes more manifest. It is the quantum mechanics whose operator algebra coincides with the algebra of line defects of the parent four-dimensional theory $[8,9,22]$.

In the context of such examples, one may utilize the machinery of BPS state counting to determine the resulting three-dimensional physics. When the variation of $\Sigma$ takes a particularly natural form, known as $R$-flow, the spectrum of three-dimensional chiral multiplets is in one-to-one correspondence with the BPS states of the underlying fourdimensional model in a particular chamber. As the moduli of the four-dimensional theory are varied, one may cross walls of marginal stability and hence find distinct spectra of chiral multiplets in three-dimensions. Remarkably, the resulting three-dimensional theories are mirror symmetric. In this way, the geometry provides a striking confluence between two fundamental quantum phenomena: wall crossing of BPS states, and mirror symmetry.

The organization of this paper is as follows. In section 2 we explain how free Abelian Chern-Simons theories arise from tangles, and how their partition functions are encoded

[^0]in a simple quantum mechanical setup. In section 3 we show how the data of massless chiral fields is encoded in terms of singular tangles where branch loci collide. Each such singularity can be geometrically resolved in one of three ways, matching the expected deformations of the field theory. Upon fixing a Seifert surface, a surface with boundary on the tangle, we are able to extract a Lagrangian description of the theory associated to the singular tangle including superpotential couplings. In section 4 we generalize to arbitrary singular tangles, and explore physical redundancy in the geometry. As a consequence of mirror symmetries, distinct singular tangles can give rise to the same superconformal theory. These equivalences on field theories can be described geometrically by introducing a set of generalized Reidemeister moves acting on singular tangles. On deforming away from the critical point by activating relevant deformations of the field theory, we find that the generalized Reidemeister moves resolve to the ordinary Reidemeister moves familiar from elementary knot theory. The appearance of Reidemeister moves clarifies the relationship between quantum dilogarithm functions and braids first observed by [23]. In section 5 we describe how three-dimensional mirror symmetries can be understood from the perspective of four-dimensional $\mathcal{N}=2$ parent theories via R-flow. Finally, in section 6 we describe three-dimensional U(1) SQED with arbitrary $N_{f}$.

## 2 Abelian Chern-Simons theory and tangles

In this section we explore the simplest class of examples: Abelian $\mathcal{N}=2$ Chern-Simons theories without matter fields. Such theories are free and topologically invariant. Thus, in particular, they are (rather trivial) conformal field theories. We find that such models are usefully constructed via reduction of the M5-brane on a non-singular manifold which is conveniently viewed as a double cover of $\mathbb{R}^{3}$ branched over a tangle, and describe the necessary geometric technology for elucidating their structure. In addition we describe a finite dimensional quantum mechanical framework for evaluating their partition functions. Throughout we will study the theories with $\mathrm{U}(1)^{F}$ flavor symmetries and couple them to $F$ non-dynamical vector multiplets. The set of such theories is acted upon by $\operatorname{Sp}(2 F, \mathbb{Z})$ and we describe this action from various points of view.

### 2.1 Chern-Simons actions, $\operatorname{Sp}(2 F, \mathbb{Z})$, and quantum mechanics

Consider a classical $\mathcal{N}=2$ Abelian Chern-Simons theory. Let $G$ denote the number of $\mathrm{U}(1)$ gauge groups, and $F$ the number of $\mathrm{U}(1)$ flavor groups. ${ }^{2}$ The Lagrangian of the theory coupled to $F$ background vector multiplets is specified by a $(G+F) \times(G+F)$, symmetric matrix of levels

$$
K=\left(\begin{array}{cc}
k_{G} & k_{M}  \tag{2.1}\\
k_{M}^{T} & k_{F}
\end{array}\right), \quad k_{G}=k_{G}^{T}, k_{F}=k_{F}^{T} .
$$

Here, $k_{G}$ denotes the ordinary Chern-Simons levels of the $\mathrm{U}(1)^{G}$ gauge group, $k_{M}$ indicates the $G \times F$ matrix of mixed gauge-flavor levels, and $k_{F}$ the $F \times F$ matrix of flavor levels.

[^1]The action for the theory is

$$
\begin{equation*}
\sum_{\alpha \beta} \frac{K_{\alpha \beta}}{4 \pi} \int d^{3} x A_{\alpha} \wedge d A_{\beta}+\cdots, \quad \alpha, \beta=1,2, \cdots G+F \tag{2.2}
\end{equation*}
$$

Where in the above the terms "..." indicate the supersymetrization of the Chern-Simons Lagrangian. $K_{\alpha \beta}$ is integrally quantized with minimal unit one. The first $G$ vector multiplets are dynamical variables in the path integral while the last $F$ are non-dynamical background fields. ${ }^{3}$

It is worthwhile to note that one might naively think that the matrix $K$ does not completely specify an $\mathcal{N}=2$ Chern-Simons theory. Indeed, since such theories are conformal they contain a distinguished flavor symmetry, $\mathrm{U}(1)_{R}$, whose associated conserved current appears in the same supersymmetry multiplet as the energy-momentum tensor. One might therefore contemplate Chern-Simons couplings involving background $\mathrm{U}(1)_{R}$ gauge fields. However such terms, violate superconformal invariance [25]. Thus, as our interest here is superconformal field theories, we are justified in ignoring these couplings. ${ }^{4}$

Already in this simple context of Abelian Chern-Simons theory, we can see the action of $\operatorname{Sp}(2 F, \mathbb{Z})$ specified as operations on the level matrix $K$ defined in equation (2.1). For later convenience, it is useful to use a slightly unconventional form of the symplectic matrix $J$

$$
J=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & \cdots & 0 & 0  \tag{2.3}\\
-1 & 0 & 1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & 0 & \cdots & -1 & 0
\end{array}\right)
$$

In this basis, the integral symplectic group is conveniently generated by $2 F$ generators $\sigma_{n}$ with $n=1,2, \cdots, 2 F$ whose matrix elements are given as

$$
\begin{equation*}
\left(\sigma_{n}\right)_{i, j}=\delta_{i, j}+\delta_{i, n} \delta_{n+1, j}-\delta_{i, n} \delta_{n-1, j}, \quad i, j=1,2, \cdots, 2 F \tag{2.4}
\end{equation*}
$$

To define an action of the symplectic group $\operatorname{Sp}(2 F, \mathbb{Z})$ on this class of theories, it therefore suffices to specify the action of the generators $\sigma_{n}$.

The action of the generators with odd labels $\sigma_{2 n-1}$ preserves the number of gauge groups and shifts the levels of the $n$-th background field

$$
\begin{equation*}
\sigma_{2 n-1}: \quad\left(k_{G}\right)_{i, j} \rightarrow\left(k_{G}\right)_{i, j}, \quad\left(k_{M}\right)_{i, j} \rightarrow\left(k_{M}\right)_{i, j}, \quad\left(k_{F}\right)_{i, j} \rightarrow\left(k_{F}\right)_{i, j}+\delta_{i, n} \delta_{n, j} \tag{2.5}
\end{equation*}
$$

The action of the even generators, $\sigma_{2 n}$, is more complicated and performs a change of basis in the flavor symmetries while at the same time increasing the number of gauge groups by

[^2]one. Explicitly, $\sigma_{2 n}$ can be factored as $\sigma_{2 n}=g_{n} \circ c_{U}$ where $c_{U}$ is a change of basis operation
\[

$$
\begin{equation*}
c_{U}: \quad k_{G} \rightarrow k_{G}, \quad k_{M} \rightarrow k_{M} U, \quad k_{F} \rightarrow U^{T} k_{F} U \tag{2.6}
\end{equation*}
$$

\]

where in the above, the $F \times F$ matrix $U$ is given by

$$
\begin{equation*}
(U)_{i, j}=\delta_{i, j}-\delta_{i-1, j} . \tag{2.7}
\end{equation*}
$$

And the gauging operation $g_{n}$ is given by

$$
\begin{align*}
& k_{G} \rightarrow\left(\begin{array}{c|c}
k_{G} & \left(k_{M}\right)_{i, n} \\
\hline\left(k_{M}^{T}\right)_{n, i} & \left(k_{F}\right)_{n, n}-1
\end{array}\right),  \tag{2.8}\\
& k_{M} \rightarrow\left(\begin{array}{ccccccc}
\left(k_{M}\right)_{i, 1} & \left(k_{M}\right)_{i, 2} \cdots & \left(k_{M}\right)_{i, n-1} & 0 & \left(k_{M}\right)_{i, n+1} \cdots & \left(k_{M}\right)_{i, F} \\
\left(k_{F}\right)_{n, 1} & \left(k_{F}\right)_{n, 2} \cdots & \left(k_{F}\right)_{n, n-1} & 1 & \left(k_{F}\right)_{n, n+1} \cdots & \left(k_{F}\right)_{n, F}
\end{array}\right), \\
& k_{F} \rightarrow\left(\begin{array}{cccccccc}
\left(k_{F}\right)_{1,1} & \left(k_{F}\right)_{1,2} & \cdots & \left(k_{F}\right)_{1, n-1} & 0 & \left(k_{F}\right)_{1, n+1} & \cdots & \left(k_{F}\right)_{1, F} \\
\left(k_{F}\right)_{2,1} & \left(k_{F}\right)_{2,2} & \cdots & \left(k_{F}\right)_{2, n-1} & 0 & \left(k_{F}\right)_{2, n+1} & \cdots & \left(k_{F}\right)_{2, F} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\left(k_{F}\right)_{n-1,1} & \left(k_{F}\right)_{n-1,2} & \cdots & \left(k_{F}\right)_{n-1, n-1} & 0 & \left(k_{F}\right)_{n-1, n+1} & \cdots & \left(k_{F}\right)_{n-1, F} \\
0 & 0 & \cdots & 0 & -1 & 0 & \cdots & 0 \\
\left(k_{F}\right)_{n+1,1} & \left(k_{F}\right)_{n+1,2} & \cdots & \left(k_{F}\right)_{n+1, n-1} & 0 & \left(k_{F}\right)_{n+1, n+1} & \cdots & \left(k_{F}\right)_{n+1, F} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\left(k_{F}\right)_{F, 1} & \left(k_{F}\right)_{F, 2} & \cdots & \left(k_{F}\right)_{F, n-1} & 0 & \left(k_{F}\right)_{F, n+1} & \cdots & \left(k_{F}\right)_{F, F}
\end{array}\right) .
\end{align*}
$$

Straightforward calculation using Gaussian path integrals may be used to verify that these operations satisfy the defining relations of $\operatorname{Sp}(2 F, \mathbb{Z})$. Notice that, while these relations are simple to prove, they nevertheless involve quantum field theory in an essential way. If $w$ is any word in the generators $\sigma_{i}$ which is equal to the identity element by a relation in the symplectic group, then the action of $w$ on a given matrix of levels $K$ produces a new matrix $w(K)$ which in general is not equal, as a matrix, to $K$. Nevertheless, the path integral performed with the matrices $K$ and $w(K)$ produce identical correlation functions. Thus, the relations in $\operatorname{Sp}(2 F, \mathbb{Z})$ provide us with elementary, provable examples of duality in three-dimensional conformal field theory.

Let us now turn our attention to the partition function $\mathcal{Z}$ for this class of models. Since Abelian Chern-Simons theory is free, an application of the localization formula (1.2) reduces the computation to a simple Gaussian integral which is a function of an $F$-dimensional vector $x$ of chemical potentials for the $\mathrm{U}(1)^{F}$ flavor symmetry

$$
\mathcal{Z}(x)=\int d^{G} y \exp \left[-\pi i\left(\begin{array}{ll}
y & x \tag{2.9}
\end{array}\right) K\binom{y}{x}\right] .
$$

The integral is trivially done to obtain ${ }^{5}$

$$
\begin{equation*}
\mathcal{Z}(x)=\frac{1}{\sqrt{\left|\operatorname{det}\left(k_{G}\right)\right|}} \exp \left[-\pi i x^{T} \tau x\right], \quad \tau \equiv k_{F}-k_{M}^{T} k_{G}^{-1} k_{M} \tag{2.10}
\end{equation*}
$$

From the resulting formula we see that the partition function is labeled by two invariants

$$
\begin{equation*}
\left|\operatorname{det}\left(k_{G}\right)\right| \in \mathbb{N}, \quad \tau \in \mathfrak{g l}(F, \mathbb{Q} \cup\{\infty\}), \quad \tau^{T}=\tau \tag{2.11}
\end{equation*}
$$

The possibility that the matrix $\tau$ may have infinite entries is included to allow for noninvertible $k_{G}$. In that case, the associated vector in the kernel of $k_{G}$ describes a massless $\mathrm{U}(1)$ vector multiplet and the flavor variable coupling to this multiplet is interpreted as a Fayet-Illiopoulos parameter. At the origin of this flavor variable the vector multiplet in question has a non-compact cylindrical Coulomb branch. This flat direction is not lifted when computing the path integral on $S^{3}$ because the $R$-charge assignments do not induce conformal mass terms. This implies that the partition function $\mathcal{Z}$ has a diveregence. Meanwhile, away from from the origin the non-zero FI parameter breaks supersymmetry and $\mathcal{Z}$ vanishes. In total then, the partition function is proportional to a delta function in the flavor variable, and the narrow width limit of the Gaussian, when entries of $\tau$ are infinite, with infinite coefficient, $\operatorname{det}\left(k_{G}\right) \rightarrow 0$, should be interpreted as such a delta function.

The partition function formula (2.10) provides another context to illustrate the symplectic group $\operatorname{Sp}(2 F, \mathbb{Z})$ on conformal field theories, in this case, via its action on the invariants (2.11). A general symplectic matrix can be usefully written in terms of $F \times F$ blocks as

$$
R\left(\begin{array}{ll}
A & B  \tag{2.12}\\
C & D
\end{array}\right) R^{T}
$$

Where $R$ is certain invertible matrix which transforms the standard symplectic form to our choice (2.3) whose precise form is not important. Then, the action of symplectic transformations on $\tau$ is simply the standard action of the sympletic group on the Siegel half-space

$$
\begin{equation*}
\tau \rightarrow(A \tau+B)(C \tau+D)^{-1} \tag{2.13}
\end{equation*}
$$

Meanwhile, $\operatorname{det}\left(k_{G}\right)$ transforms as a modular form

$$
\begin{equation*}
\operatorname{det}\left(k_{G}\right) \rightarrow \operatorname{det}(C \tau+D) \operatorname{det}\left(k_{G}\right) \tag{2.14}
\end{equation*}
$$

Thus the symplectic action on field theories reduces, at the level of partition functions, to the more familiar symplectic action on Gaussian integrals.

Before moving on to additional methods for studying these theories, let us revisit the issue of Chern-Simons couplings involving a background $\mathrm{U}(1)_{R}$ gauge field. As remarked above such couplings are forbidden by superconformal invariance. Nevertheless, to elucidate the physical content of $\mathcal{Z}(x)$ as well as the partition functions on interacting field

[^3]theories appearing later in this paper it is useful to examine exactly how such spurious terms would enter the result.

The squashed three-sphere partition functions under examination are Euclidean path integrals on the manifold

$$
\begin{equation*}
b\left|z_{1}\right|^{2}+\frac{1}{b}\left|z_{2}\right|^{2}=0, \quad\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}, \quad b \in \mathbb{R}_{+} \tag{2.15}
\end{equation*}
$$

This geometry is labelled by a parameter $b$, a positive real number, however the symmetry under $b \rightarrow 1 / b$ allows us to restrict our attention to the parameter

$$
\begin{equation*}
c_{b} \equiv \frac{i}{2}\left(b+\frac{1}{b}\right) . \tag{2.16}
\end{equation*}
$$

In this geometry preservation of supersymmetry requires one to turn on background values for scalars in the supergravity multiplet. While these fields are normally real, like the real mass variables $x_{i}$ coupling to the ordinary flavors, in this background they are imaginary and proportional to $c_{b}$. As a result $R-R$ Chern-Simons levels, and $R$-flavor Chern-Simons levels appear as Gaussian prefactors in the partition function of the form

$$
\begin{equation*}
\exp \left(i \pi k_{R R}\left(c_{b}\right)^{2}+2 \pi i k_{R F}\left(c_{b}\right) x\right) \tag{2.17}
\end{equation*}
$$

From the above, we note that the $R-R$ Chern-Simons levels appear as multiplicative constants independent of the flavor variables $x$. Since we are interested in computation of partition functions up to overall multiplication by phases such terms are not relevant for this work. On the other hand, the $R-F$ Chern-Simons terms appear as linear terms in $x$ in the exponent. One can easily see why such terms violate superconformal invariance. The round three-sphere partition function for the conformal field theory in the absence of background fields is given by evaluating $\mathcal{Z}(x)$ at vanishing $x$ and $c_{b}=i$. The first derivative with respect to $x$ evaluated at the round three-sphere and vanishing $x$ therefore computes the one-point function of the associated current

$$
\begin{equation*}
\left.\partial_{x} \mathcal{Z}(x)\right|_{x=0, c_{b}=i} \sim k_{R F} \sim\left\langle j_{F}\right\rangle . \tag{2.18}
\end{equation*}
$$

As the three-sphere is conformal to flat space, conformal invariance means that this one point function vanishes implying that $k_{R F}$ must also vanish.

Quite generally throughout this paper we encounter examples of partition functions of interacting CFTs where the naive value of $k_{R F}$, as extracted from the first derivative of $\mathcal{Z}(x)$ evaluated at the conformal point, does not vanish. Superconformal invariance can always be restored in such examples by explicitly including ultraviolet counterterm values for $k_{R F}$ to cancel the spurious contributions [25]. Thus, from now on we write expressions for partition functions with non-vanishing first derivatives, always keeping in mind that the true physical partition function of the conformal theory is only obtained by including suitable counterterms.

### 2.1.1 Quantum mechanics and partition functions

The partition function calculations described in the previous section can be phrased in useful way in elementary quantum mechanics. In this context, the associated action of $\operatorname{Sp}(2 F, \mathbb{Z})$ is known as the Weil representation [26]. We consider the Hilbert space of complex valued functions of $F$ real variables and aim to interpret $\mathcal{Z}(x)$ as a wavefunction. ${ }^{6}$

First, introduce position and momentum operators acting on wavefunctions and consistent with the symplectic matrix $J$ introduced in (2.3)

$$
\begin{equation*}
\hat{x}_{i} \rightarrow x_{i}, \quad \hat{p}_{j} \rightarrow-\frac{i}{2 \pi} \frac{\partial}{\partial x_{j}}+\frac{i}{2 \pi} \frac{\partial}{\partial x_{j-1}}, \quad\left[\hat{x}_{i}, \hat{p}_{j}\right]=\frac{i}{2 \pi}\left(\delta_{i, j}-\delta_{i, j+1}\right) . \tag{2.19}
\end{equation*}
$$

We use Dirac bra-ket notation for states, and let $|y\rangle$ denote a normalized simultaneous eigenstate of the position operators

$$
\begin{equation*}
\hat{x}_{i}|y\rangle=y_{i}|y\rangle, \quad\langle x \mid y\rangle=\delta(x-y), \quad \mathbf{1}=\int d y|y\rangle\langle y| \tag{2.20}
\end{equation*}
$$

For convenience we also note that the wavefunction of a momentum eigenstate takes the form

$$
\begin{equation*}
\langle y \mid p\rangle=\exp \left[2 \pi i\left(y_{1} p_{1}+y_{2}\left(p_{1}+p_{2}\right)+\cdots+y_{F}\left(p_{1}+p_{2}+\cdots+p_{F}\right)\right)\right] \tag{2.21}
\end{equation*}
$$

On this Hilbert space there is a natural unitary representation of $\operatorname{Sp}(2 F, \mathbb{Z})$. This representation is defined using the generators (2.4) as follows ${ }^{7}$

$$
\begin{equation*}
\sigma_{2 j-1} \mapsto \exp \left(-i \pi \hat{x}_{j}^{2}\right), \quad \sigma_{2 j} \mapsto \exp \left(-i \pi \hat{p}_{j}^{2}\right) \tag{2.22}
\end{equation*}
$$

One important feature of this representation is that its action by conjugation on position and momentum operators produces quantized canonical transformations. Explicitly, if $M$ is any symplectic transformation we have

$$
\begin{equation*}
M\left(\sum_{j=1}^{F} a_{2 j-1} \hat{x}_{j}+a_{2 j} \hat{p}_{j}\right) M^{-1}=\sum_{j=1}^{F} \sum_{k=1}^{2 F}\left(M_{2 j-1, k} a_{k}\right) \hat{x}_{j}+\left(M_{2 j, k} a_{k}\right) \hat{p}_{j} . \tag{2.23}
\end{equation*}
$$

This fact underlies the significance of this representation in all that follows.
We now wish to show that we may interpret the partition function of a theory $\Psi$ as a wavefunction of an associated state $|\Psi\rangle$

$$
\begin{equation*}
\mathcal{Z}_{\Psi}(x)=\langle x \mid \Psi\rangle . \tag{2.24}
\end{equation*}
$$

Of course both wavefunctions and partition functions are complex-valued functions of a $F$ real variables $x_{i}$ so we are free to make the identification appearing in (2.24). The nontrivial aspect of this identification is that the $\operatorname{Sp}(2 F, \mathbb{Z})$ action on quantum field theories,

[^4]defined by the operations appearing in (2.5)-(2.6) can be achieved at the level of the partition function by the action of the operators of the same name defined by the representation given in (2.22). To see that these quantum mechanics operators behave correctly, note that given any arbitrary state $|\Psi\rangle$ we have
\[

$$
\begin{equation*}
\langle x| \sigma_{2 j-1}|\Psi\rangle=\exp \left(-i \pi x_{j}^{2}\right)\langle x \mid \Psi\rangle \tag{2.25}
\end{equation*}
$$

\]

Thus, if the state $|\Psi\rangle$ corresponds to a quantum field theory with partition function $\langle x \mid \Psi\rangle$, then the integral definition of the partition function given in equation (2.9) implies that $\sigma_{2 j-1}$ shifts the background Chern-Simons level for the $j$-th flavor by one unit as expected. We can similarly see that the quantum mechanical $\sigma_{2 j}$ operator acts as required. We have

$$
\begin{equation*}
\langle x| \sigma_{2 j}|\Psi\rangle=\int d y \prod_{k \neq j} \delta\left(x_{k}-y_{k}\right) e^{i \pi\left(y_{j}-x_{j}\right)^{2}} \Psi(U y) \tag{2.26}
\end{equation*}
$$

This is exactly the action expected for the $S$ operation at the level of partition functions. It performs a change of basis on the flavors, given by the $U$ matrix, and introduces a single new gauge group with specified Chern-Simons levels.
$\mathbf{S L}(\mathbf{2}, \mathbb{Z})$ examples. As a sample application of the above ideas, we present here a simple set of calculations based on $\operatorname{SL}(2, \mathbb{Z})$, relevant for the case of a single flavor symmetry. Our symplectic transformations acting on quantum field theories are generated by the familiar operators $S$ and $T$ subject to the relations ${ }^{8}$

$$
\begin{equation*}
S^{2}=(S T)^{3}=1 \tag{2.27}
\end{equation*}
$$

$T$ acts on theories by increasing the Chern-Simons level of the flavor

$$
\begin{equation*}
T: k_{G} \rightarrow k_{G}, \quad k_{M} \rightarrow k_{M}, \quad k_{F} \rightarrow k_{F}+1, \tag{2.28}
\end{equation*}
$$

while the $S$ generator acts to gauge the flavor symmetry and introduces a new flavor which is dual to the original symmetry

$$
S: k_{G} \rightarrow\left(\begin{array}{cc}
k_{G} & k_{M}  \tag{2.29}\\
k_{M}^{T} & k_{F}
\end{array}\right), \quad \quad k_{M}^{T} \rightarrow\left(\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1
\end{array}\right), \quad \quad k_{F} \rightarrow 0
$$

The relevant quantum mechanics is now single variable for the single $U(1)$ flavor symmetry with standard commutation relations

$$
\begin{equation*}
[\hat{x}, \hat{p}]=\frac{i}{2 \pi} \tag{2.30}
\end{equation*}
$$

And the representation of symplectic transformations is given by

$$
\begin{equation*}
T \rightarrow \exp \left(-i \pi \hat{x}^{2}\right), \quad S T S^{-1} \rightarrow \exp \left(-i \pi \hat{p}^{2}\right) \tag{2.31}
\end{equation*}
$$

[^5]A simple class of theories is defined starting from the trivial theory $\Omega$. This theory has no gauge groups and vanishing flavor Chern-Simons levels. Its partition function is unity

$$
\begin{equation*}
\mathcal{Z}_{\Omega}(x)=\langle x \mid \Omega\rangle=1 . \tag{2.32}
\end{equation*}
$$

More interesting theories can be generated by starting with the trivial theory $\Omega$ and acting with $S$ and $T$. For a general $\operatorname{SL}(2, \mathbb{Z})$ element $\mathcal{O}$ we have the following result for the partition function ${ }^{9}$

$$
\mathcal{O}=\left(\begin{array}{cc}
r & t  \tag{2.33}\\
s & u
\end{array}\right) \in \mathrm{SL}(2, \mathbb{Z}) \Longrightarrow \mathcal{Z}_{\mathcal{O}}(x)=\langle x| \mathcal{O}|\Omega\rangle=\frac{1}{\sqrt{|u|}} \exp \left(-i \pi x^{2} t / u\right) .
$$

The answer thus takes the general form (2.10) with associated invariants

$$
\begin{equation*}
\left|\operatorname{det}\left(k_{G}\right)\right|=u, \quad \tau=t / u \tag{2.34}
\end{equation*}
$$

Notice that, consistent with our general discussion, a particular element $\mathcal{O}$ defines a particular quantum Abelian Chern-Simons theory, not a classical Lagrangian presentation of such a theory. To obtain such a Lagrangian presentation, one must pick a word in the generators $S$ and $T$ which is equal to the given element $M$. Different words in the generators which are equal to the same fixed $\mathcal{O}$ provide examples of dual theories.

Doubled flavor variables, operator multiplication, and gauging. The $\operatorname{SL}(2, \mathbb{Z})$ examples described above can be readily extended to the case of more flavor symmetry. For any $F$ we consider the $F$-variable quantum mechanics described in section 2.1.1 and introduce a trivial theory $\Omega$ with unit partition function. Then, if $\mathcal{O}$ is any element of $\operatorname{Sp}(2 F, \mathbb{Z})$ we can consider a quantum theory generated by acting with $\mathcal{O}$ on the trivial theory. The resulting partition function can be expressed as the wavefunction obtained by acting on the vacuum state $|\Omega\rangle$, a normalized momentum eigenstate with eigenvalue zero

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{O}}\left(x_{1}, \cdots, x_{F}\right)=\left\langle x_{1}, \cdots, x_{F}\right| \mathcal{O}|\Omega\rangle . \tag{2.35}
\end{equation*}
$$

As in the case of a single flavor symmetry discussed above, the resulting quantum field theory and partition function depends only on the element $\mathcal{O}$ in $\operatorname{Sp}(2 F, \mathbb{Z})$, while a particular Lagrangian realization of the theory requires a choice of word in the generators $\sigma_{n}$ which represents $\mathcal{O}$.

This quantum mechanical setup naturally suggests additional quantities to compute. Rather than considering the wavefunction of $\mathcal{O}$ acting on the trivial state $|\Omega\rangle$, we may instead double the flavor variables and compute the complete matrix element of $\mathcal{O}$

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{O}}^{\mathrm{Op}}\left(x_{1}, \cdots, x_{F}, y_{1}, \cdots, y_{F}\right) \equiv\left\langle x_{1}, \cdots, x_{F}\right| \mathcal{O}\left|y_{1}, \cdots y_{F}\right\rangle \tag{2.36}
\end{equation*}
$$

Where in the above the superscript 'Op' for operator, is used to distinguish from the partition functions introduced in (2.35). For $\mathcal{O} \in \operatorname{Sp}(2 F, Z)$ a symplectic operator, the

[^6]matrix element $\mathcal{Z}_{\mathcal{O}}^{\mathrm{Op}}$, is the partition function of an Abelian Chern-Simons theory now coupled to $2 F$ background flavor fields.

The construction of (2.36) is not limited to the case of symplectic operators. Indeed, in section 5 we will see that an interesting class of non-symplectic operators $\mathcal{O}$ have matrix elements which are identified with partition functions of interacting three-dimensional conformal field theories coupled to $2 F$ flavor fields. In general, such matrix element partition functions have the following features.

- If $\mathcal{Z}_{\mathcal{O}}^{O p}(x, y)$ is known then the partition function $\mathcal{Z}_{\mathcal{O}}(x)$ is determined,

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{O}}(x)=\int d y \mathcal{Z}_{\mathcal{O}}^{O_{p}^{p}}(x, y) . \tag{2.37}
\end{equation*}
$$

In the physical interpretation we have developed, the integration over the $y$ variables is the gauging of the associated flavor variables at vanishing values of the associated FI parameters.

- More generally, the quantum-mechanical operation of operator multiplication can be interpreted in field theory. A product of operators can always be decomposed into a convolution by an insertion of a complete set of states

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{O}_{1} \mathcal{O}_{2}}^{O p}(x, y)=\int d z \mathcal{Z}_{\mathcal{O}_{1}}^{O p}(x, z) \mathcal{Z}_{\mathcal{O}_{2}}^{O p}(z, y) . \tag{2.38}
\end{equation*}
$$

Again, the integration is physically interpreted as gauging. We consider the two theories, whose partition functions are given by the matrix elements of $\mathcal{O}_{i}$, we identify flavors as indicated in (2.38) and gauge with no FI-term.

- $\mathcal{Z}_{\mathcal{O}}^{O p}(x, y)$ is a partition function of a theory coupled to $2 F$ background flavor fields. A general theory of this type is acted on by the symplectic group $\operatorname{Sp}(4 F, \mathbb{Z})$, however a matrix element is acted on only by the subgroup

$$
\begin{equation*}
\operatorname{Sp}(2 F, \mathbb{Z}) \times \operatorname{Sp}(2 F, \mathbb{Z}) \subset \operatorname{Sp}(4 F, \mathbb{Z}) \tag{2.39}
\end{equation*}
$$

which does not mix the $x$ and $y$ variables. The geometrical and physical interpretation of this splitting will be explained in section 5 .

### 2.2 Tangles

Our goal in this section is to give a geometric counterpart to the field theory and partition function formalism developed in the previous analysis. A natural way to develop such an interpretation is to engineer the Abelian Chern-Simons theory by compactification of the M5-brane on a three-manifold $M$. In six dimensions, the worldvolume of the M5-brane supports a two-form field $B$ with self-dual three-form field strength [27]. When reduced on a three-manifold, the modes of $B$ may engineer an Abelian Chern-Simons theory. We review aspects of this reduction and explain the three-dimensional geometry required to understand the $\operatorname{Sp}(2 F, \mathbb{Z})$ action.

### 2.2.1 Reduction of the chiral two-form

Consider the free Abelian M5-brane theory reduced on a three-manifold $M$. To formulate the theory of a chiral two-form, $M$ must be endowed with an orientation which we freely use throughout our analysis. The effective theory in the three macroscopic dimensions is controlled by the integral homology group $H_{1}(M, \mathbb{Z})$. The simplest way to understand this fact is to note that a massive probe particle in the theory arises from an M2-brane which ends on a one-cycle $\gamma$ in $M$. In particular the homology class of $\gamma \in H_{1}(M, \mathbb{Z})$ labels the charge of the particle.

In the effective theory in three dimensions, massive charged probes are described by Wilson lines. Let $C$ denote a one-cycle in the non-compact Minkowski space. A general Wilson line can be written as

$$
\begin{equation*}
\exp \left(i q_{\alpha} \oint_{C} A_{\alpha}\right) . \tag{2.40}
\end{equation*}
$$

If the theory in question has $G$ gauge fields and $F$ flavor fields, then the charge vector $q_{\alpha}$ has $G+F$ components and integral entries. However, in the presence of non-vanishing Chern-Simons levels, the charge vector $q$ is in general torsion valued. Thus, distinct values of the integral charge vector $q$ may be physically equivalent. The allowed distinct values of the charge vector are readily determined by examining the two-point function of Wilson loops in Abelian Chern-Simons theory coupled to background vectors.

The results are summarized as follows. Let $\mathbb{Z}^{G} \subset \mathbb{Z}^{G+F}$ be the subset of charges uncharged under the flavor group $\mathrm{U}(1)^{F}$. By restricting to this subset we may view the level matrix as specifying a map

$$
\begin{equation*}
K: \mathbb{Z}^{G} \longrightarrow \mathbb{Z}^{G+F} \tag{2.41}
\end{equation*}
$$

and those charge vectors in the image of this map are physically equivalent to no charge at all.

Since we have determined that possible Wilson lines encode the homology of $M$ it follows that

$$
\begin{equation*}
H_{1}(M, \mathbb{Z}) \cong \mathbb{Z}^{G+F} / \Im(K) \tag{2.42}
\end{equation*}
$$

Equation (2.42) encodes the appropriate generalization of Kaluza-Klein reduction to the case of torsion valued charges. The fact that we study Chern-Simons theories up to possible framing anomalies (equivalently, overall phases in the partition function) means that the entire theory is characterized by the group (2.42). However, the homology of $M$, and hence the underlying physics has no preferred description via a classical Lagrangian. Indeed as we will illustrate in the remainder of this section, distinct classical theories, with the same group of Wilson line charges, can in fact arise from compactification on the same underlying manifold $M$. Thus, already in this elementary discussion of reduction of the two-form we see the important fact that compactification of the M5-brane theory produces a specific quantum field theory not, as one might naively expect, a specific Lagrangian presentation of a classical theory which we subsequently quantize. It is for this reason that our geometric constructions of field theories are powerful, dualities are manifest.

Finally, before moving on to discuss explicit examples we remark on the geometry associated to flavor symmetries. These arise when the manifold $M$ is allowed to become
non-compact. Suppose that $M$ develops cylindrical regions near infinity which take the form of $\mathbb{R} \times \mathbb{R}_{+} \times S^{1}$. Then on the asymptotic $S^{1}$ cycle we may reduce the two-form field to obtain another gauge field

$$
\begin{equation*}
A=\int_{S^{1}} B \tag{2.43}
\end{equation*}
$$

However, unlike the compact cycles in the interior of $M$, the cycle $S^{1}$ has no compact Poincaré dual and hence $A$ is a non-dynamical background field; it provides the effective theory in three dimensions with a $\mathrm{U}(1)$ flavor symmetry. Moreover, since the boundary behavior of $A$ must be specified to obtain a well-defined theory in three dimensions, the resulting theory is of the type we have considered in the introduction: a theory with flavor symmetries and a specified coupling to background gauge fields. As a result the partition function $\mathcal{Z}(x)$ is a well-defined observable of the theory. The number of flavor variables on which the result depends is the number of homologically independent cylindrical ends of $M$. In the context of the examples constructed in section 2.2.2, for $F$ flavors we will require $F+1$ cylindrical ends.

### 2.2.2 Double covers from tangles

The specific class of geometries that we will study are conveniently presented as double covers over the non-compact space $\mathbb{R}^{3}$, branched over a one-dimensional locus $L$


Topologically $L$ is simply the union of $F+1$ lines, however its embedding in $\mathbb{R}^{3}$ is constrained. On the asymptotic two-sphere at the boundary of three-space, we mark $2 F+2$ distinct points $p_{1}, \cdots p_{2 F+2}$. The $2 F+2$ ends of $L$ at infinity are the points $p_{i}$. Meanwhile, in the interior of $\mathbb{R}^{3}$ the components of $L$ may be knotted. Such an object is known as an $(F+1)$-tangle. An example in the case of $F=1$ is illustrated in figure 2. Given two distinct tangles $L_{1}$ and $L_{2}$, they are considered to be equal topologically when one can be deformed to the other by isotopy in the interior of $\mathbb{R}^{3}$ which keeps the ends at infinity fixed.

In the following we will also need to be more precise about the behavior near the asymptotes $p_{i}$. Let $\bar{B}_{r} \subset \mathbb{R}^{3}$ denote the exterior of a closed ball of radius $r$ centered at the origin. We view $\bar{B}_{r}$ topologically as $S^{2} \times I$ where $I$ is an open interval. For large $r$ the portion of the tangle $L \cap \bar{B}_{r}$ contained in $\bar{B}_{r}$ consists of $2 F+2$ arcs. We constrain the behavior of these arcs by requiring that the pair ( $\bar{B}_{r}, L \cap \bar{B}_{r}$ ) is homeomorphic to the trivial pair $\left(S^{2} \times I,\left\{p_{1}, p_{2}, \cdots, p_{2 F+2}\right\} \times I\right)$ where the $p_{i}$ are points in $S^{2}$. This constraint implies that the knotting behavior of the tangle eventually stops as we approach infinity. In practice it means that any planar projection of the tangle $L$ appears at sufficiently large distances as $2 F+2$ disjoint semi-infinite line segment which undergo no crossings.

For most of the remainder of this section, we will argue that the class of three-manifolds obtained as double covers branched over tangles have exactly the correct properties to engineer the Abelian Chern-Simons theories coupled to a background flavor gauge field which we


Figure 2. A tangle. The four endpoints of $L$ extend forever towards the points at infinity.
have discussed in the previous section. As a first step, observe that such geometries do indeed support $F$ flavor symmetries. Group the asymptote points into $F+1$ pairs $\left\{p_{2 i-1}, p_{2 i}\right\}$. The double cover of $\mathbb{R}^{3}$ branched over the two straight arcs emanating from $\left\{p_{2 i-1}, p_{2 i}\right\}$ yields the anticipated cylindrical ends of $M$ required to support flavor symmetry.

To see this more explicitly, note that the the boundary of the base may be viewed as a two-sphere. The boundary of the double cover is a double cover of the two-sphere branched over $2 F+2$ points and is therefore a Riemann surface of genus $F$. The flavor cycles are the homology classes in this boundary Riemann surface which remain non-contractible in the three-manifold. It is easy to convince oneself that there are exactly $F$ such flavor cycles. For instance the simplest class of such three-manifolds consists of handlebodies defined by choosing $F$ non-intersecting cycles on the boundary and filling them.

In section 2.3 we explain how to extract a Lagrangian for an Abelian Chern-Simons theory from the geometric data of a tangle. As we have previously described, the M5brane on $M$ does not provide a preferred Lagrangian. Consistent with this fact, we find that a Lagrangian description of the field theory associated to a particular tangle requires additional geometric choices. In this case the choice is a Seifert surface, a surface whose boundary is the given tangle. For any fixed $L$ there are infinitely many such surfaces each giving rise to a distinct Lagrangian presentation of the same underlying physics.

Finally we argue that tangles, and hence the class of three-manifolds described as double covers branched over tangles, enjoy a natural action by $\operatorname{Sp}(2 F, \mathbb{Z})$. To illustrate this action, we draw a generic tangle with $F+1$ strands as in figure 3 . Then, the action of the symplectic group is defined by the generators $\sigma_{j}$ where $j=1, \cdots 2 F$, which act on the tangles by braid moves in a neighborhood of the asymptotes $p_{i}$. Several examples are illustrated in figure 4.

Again we can understand this three-dimensional geometry by examining the boundary at infinity of $M$. As we described above, this is a Riemann surface of genus $F$. The action defined in figure 4 is a surgery on $M$ which in general changes its topology. This surgery is induced by mapping class group transformations in a neighborhood of the boundary of $M$.


Figure 3. A generic tangle $L$ in $\mathbb{R}^{3}$. The ellipsis indicate that the strands continue to infinity with no additional crossings. In the interior of the box, the strands are in general knotted in an arbitrary way.


Figure 4. The symplectic action on the tangles. In (a) a typical odd generator $\sigma_{2 n+1}$. In (b) an even generator $\sigma_{2 n}$.

In particular, as is clear from the illustrations, what we have defined is not, a priori, an action of the symplectic group, but rather an action of the braid group, $B_{2 F+1}$ on $2 F+1$ strands [28]. ${ }^{10}$ The braid group and the symplectic group are related by a well-known exact sequence

$$
\begin{equation*}
1 \rightarrow \mathcal{T}_{2 F+1} \rightarrow B_{2 F+1} \rightarrow \mathrm{Sp}(2 F, \mathbb{Z}) \rightarrow 1 \tag{2.45}
\end{equation*}
$$

Where $\mathcal{T}_{2 F+1}$ is the Torrelli group, and the last map in the above arises because the the braid group $B_{2 F+1}$ acts on the boundary Reimann surface preserving its intersection form.

To make contact with our discussion of field theories, we wish to illustrate that the action of the braid group defined by figure 4 reduces to an action of the symplectic group on the associated field theories. This implies that any two elements of $B_{2 F+1}$ that differ by multiplication by a Torelli element must give rise equivalent actions on the field theories extracted from an arbitrary tangle. More bluntly, the Torelli group generates dualities. One of the outcomes of this section is a proof of this fact.

### 2.3 Seifert surfaces

To understand the physics encoded by a tangle we need control over the homology of the cover manifold $M$. The appropriate tool for this task is a Seifert surface. In general given any knot, ${ }^{11}$ a Seifert surface $\Sigma$ for the knot is a connected Riemann surface with boundary

[^7]

Figure 5. A sample Seifert surface. In (a) a pretzel knot in the three-sphere. In (b) as Seifert surface for the knot.
the given knot. An example is illustrated in figure 5. In the mathematics literature it is common to impose the additional requirement that $\Sigma$ be oriented. In our context there is no natural orientation for $\Sigma$ and hence we proceed generally allowing possibly non-orientable Seifert surfaces.

For any knot, there exist infinitely many distinct Seifert surfaces and given a knot diagram a number of simple algorithms exists to construct a $\Sigma$ [29]. We describe one useful algorithm in section 2.3.1. The reason that Seifert surfaces are relevant for our discussion is that if one wishes to construct a double cover branched over a knot then a choice of $\Sigma$ is equivalent to a choice of branch sheet. As such, features of the homology of the branched cover $M$ can be extracted from a knowledge of a Seifert surface. However, the resulting three-manifold $M$ depends only on the branch locus $L$ and hence the homology and ultimately the associated physical theory are independent of the choice of $\Sigma$. In the following we explain how any fixed choice of Seifert surface allows us to extract a set of gauge and flavor groups and a matrix of Chern-Simons levels from the geometry.

To begin for simplicity, we assume that we are dealing with a knot in $S^{3}$, as opposed the non-compact tangles in $\mathbb{R}^{3}$ needed to support flavor symmetry. The generalizations to the present non-compact situation will then be straightforward. The detailed statements that we require are as follows. Any cycle in $H_{1}(M, \mathbb{Z})$ can be thought of as a cycle on the base $S^{3}$ which encircles $\Sigma$. This can be viewed as a direct parallel with the theory of branched covers of the two-sphere. ${ }^{12}$ Thus, we deduce that there is a surjective map

$$
\begin{equation*}
H_{1}\left(S^{3}-\Sigma, \mathbb{Z}\right) \rightarrow H_{1}(M, \mathbb{Z}) \rightarrow 0 \tag{2.46}
\end{equation*}
$$

Meanwhile, there is a linking number pairing between cycles in $H_{1}\left(S^{3}-\Sigma, \mathbb{Z}\right)$ and cycles in $H_{1}(\Sigma, \mathbb{Z})$. This linking number pairing is perfect and hence we may extend (2.46) to

$$
\begin{equation*}
H_{1}(\Sigma, \mathbb{Z}) \cong H_{1}\left(S^{3}-\Sigma, \mathbb{Z}\right) \rightarrow H_{1}(M, \mathbb{Z}) \rightarrow 0 \tag{2.47}
\end{equation*}
$$

Our task is thus reduced to determining which cycles on the Seifert surface correspond to trivial cycles in the homology of $M$.

[^8]To this end, we define a symmetric bilinear form, the so-called Trotter form

$$
\begin{equation*}
K: H_{1}(\Sigma, \mathbb{Z}) \times H_{1}(\Sigma, \mathbb{Z}) \rightarrow \mathbb{Z} \tag{2.48}
\end{equation*}
$$

Our choice of notation is intentional: we will see that the Trotter form defines the ChernSimons levels. To extract $K$ we let $\alpha \in H_{1}(\Sigma, \mathbb{Z})$, and set $\widetilde{\alpha}$ to be the cycle in $S^{3}$ obtained from locally pushing $\alpha$ off of $\Sigma$ in both directions. The cycle $\widetilde{\alpha}$ is a two-to-one cover of $\alpha$. If $\Sigma$ is orientable then $\widetilde{\alpha}$ consists of two disconnected cycles each on a given side of $\Sigma$ (as determined by the orientation), however in general $\widetilde{\alpha}$ is connected. The definition of the Trotter form is

$$
\begin{equation*}
K(\alpha, \beta)=l k_{\#}(\widetilde{\alpha}, \beta), \tag{2.49}
\end{equation*}
$$

Where $l k_{\#}$ denotes the linking number pairing of cycles in $S^{3}$. A simple calculation illustrates that $K$ is symmetric. A slightly less trivial argument shows that the image of $K$ is exactly the set of cycles on $\Sigma$ which are trivial in $M$. Thus, the completion of the sequence (2.47) is

$$
\begin{equation*}
0 \rightarrow \operatorname{Im}(K) \rightarrow H_{1}(\Sigma, \mathbb{Z}) \cong H_{1}\left(S^{3}-\Sigma, \mathbb{Z}\right) \rightarrow H_{1}(M, \mathbb{Z}) \rightarrow 0 \tag{2.50}
\end{equation*}
$$

In particular we conclude that $H_{1}(M, \mathbb{Z}) \cong H_{1}(\Sigma, \mathbb{Z}) / \operatorname{Im}(K)$.
Double covers of $S^{3}$ branched over knots are exactly the geometries we expect to engineer Abelian Chern-Simons theories without flavor symmetries and we may relate theorem (2.50) to physics as follows:

- A choice of Seifert surface $\Sigma$ and a set of generators of homology $\alpha_{1}, \cdots, \alpha_{G}$ determines a set of $G$ Abelian gauge fields.
- The Trotter form pairing on cycles in $H_{1}(\Sigma, \mathbb{Z})$ is equal to the Chern-Simons levels matrix on the associated gauge fields.

Distinct choices of Seifert surfaces are physically related by duality transformations. This fact is easy to verify directly. For example, distinct choices of $\Sigma$ which differ by gluing in handles or Mobius bands add new gauge cycles and compensating levels to keep the underlying physics unmodified.

Finally, we generalize our discussion of Seifert surfaces and homology to the case of non-compact geometries required to discuss flavor symmetries. Let $L$ denote a tangle in $\mathbb{R}^{3}$. We introduce non-compact Seifert surfaces $\Sigma$ again defined by the condition that they are connected surfaces with boundary $L$. However, now to compute flavor data we must fix a compactification of both $L$ and $\Sigma$. We achieve this by identifying the points $p_{i}$ in pairs and glueing in arcs near infinity as illustrated in figure 6.

Let $\delta$ indicate the union of the arcs at infinity, and $\Sigma_{c}$ the compactified Seifert surface including $\delta$. The surface $\Sigma_{c}$ should be viewed as embedded inside $S^{3}$, the one-point compactification of $\mathbb{R}^{3}$ and calculations of linking numbers etc. take place inside $S^{3}$. For simplicity in future diagrams we often leave the compactification data of the Seifert surface implicit by setting the convention that whenever a non-compact Seifert surface consists of


Figure 6. The asymptotic geometry of a Seifert surface for a generic tangle. The shaded blue region indicates the interior of $\Sigma$. The arcs at infinity indicate the compactification of $L$ and $\Sigma$. The non-compact cycles on $\Sigma$ give rise to flavor symmetries.
strips extending to infinity in $\mathbb{R}^{3}$ the intended compactification is the one where the strips are capped off with arcs as in figure 6 .

With these preliminaries about compactifications fixed, we may now state the required generalization of the sequence (2.50)

$$
\begin{equation*}
0 \rightarrow \operatorname{Im}(K) \rightarrow H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right) \cong H_{1}\left(\mathbb{R}^{3}-\Sigma, \mathbb{Z}\right) \rightarrow H_{1}(M, \mathbb{Z}) \rightarrow 0 \tag{2.51}
\end{equation*}
$$

Note that in addition to the boundaryless cycles in $\Sigma_{c}$ which give rise to gauge groups, $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$ also contains $F$ cycles with boundary in $\delta$. In the uncompactified Seifert surface these cycles are non-compact and illustrated in figure 6 . They correspond physically to the $\mathrm{U}(1)^{F}$ flavor symmetry. To complete the construction it thus remains to extend the definition of the Trotter form. For boundaryless cycles in $\Sigma_{c}$ the definition is as before. Meanwhile to evaluate the Trotter form on cycles with boundary we again push them out locally in both directions from $\Sigma_{c}$ and compute the local linking number from the interior of $\Sigma$. Alternatively, one may simply think of the pair of points in the boundary of a flavor cycle in $\Sigma_{c}$ as formally identified. In this way we obtain a closed cycle in $S^{3}$ and we compute its Trotter pairings as before. In this way we obtain a bilinear form $K$ defined on $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$, and the image of this form restricted to the boundaryless cycles in $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$ defines the term $\operatorname{Im}(K)$ appearing in (2.51).

To summarize, given any tangle $L$ in $\mathbb{R}^{3}$, we extract a Lagrangian description of the effective Abelian Chern-Simons theory as follows:

- a choice of Seifert surface $\Sigma$ and a set of generators of the relative homology $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right), \alpha_{1}, \cdots, \alpha_{G+F}$, determines a set of Abelian vector fields. Generators corresponding to boundaryless one-cycles correspond to gauged $\mathrm{U}(1)$ 's while those corresponding to one-cycles with boundary in $\delta$ are background flavor fields.
- The Trotter form pairing on cycles in $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$ is equal to the Chern-Simons levels pairing on the associated vector fields. We denote by $\operatorname{Im}(K)$ the image of this pairing restricted to the subset of boundaryless cycles in $\Sigma_{c}$, and we have

$$
\begin{equation*}
\{\text { Wilson Line Charges }\}=H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right) / \operatorname{Im}(\mathrm{K})=H_{1}(M, \mathbb{Z}) . \tag{2.52}
\end{equation*}
$$

### 2.3.1 Checkerboards

The previous discussion of Seifert surfaces is complete but abstract. For computations with explicit examples it is useful to have a fast algorithm for computing the relevant linking


Figure 7. Checkerboard colorings and their associated signs. In (a), a positive crossing. In (b), a negative crossing.
numbers and hence extracting a set of Chern-Simons levels from geometry. One such method, described in this section, is provided by so-called checkerboard Seifert surfaces.

To begin, fix a planar projection of the tangle $L \subset \mathbb{R}^{3}$. In such a planar diagram the information about the knotting behavior of $L$ is contained in the crossings in the diagram. Each crossing locally divides the plane into four quadrants. We construct a Seifert surface for $L$ by coloring the two of the four quadrants at each crossing in checkerboard fashion and extending consistently to all crossings. The colored region then defines $\Sigma$. Note that each crossing $c$ in the diagram is endowed with a sign $\zeta(c)= \pm 1$ depending on whether the cross-product of the over-strand with the under-strand through $\Sigma$ at $c$ is in or out of the plane as shown in figure 7 .

To compute the Trotter form, we first assume that $\Sigma_{c}$ appears compactly in the plane. ${ }^{13}$ Then, there is a natural basis of boundaryless cycles in $\Sigma_{c}$ associated to the compact uncolored regions of the plane. We orient these cycles counterclockwise. Similarly, in the diagram of $\Sigma$, non-compact white regions may be associated to flavor cycles. These cycles are again canonically oriented "counterclockwise," i.e. the cross-product of the tangent vector to the cycle with the outward normal pointing into the associated non-compact uncolored region must be out of the plane. ${ }^{14}$ The Trotter pairing on these cycles is determined by the summing over crossings involving a given pair of cycles weighted by the sign of the crossing. Explicitly, for $\alpha$ and $\beta$ a pair of generators as defined above we have

$$
K(\alpha, \beta)= \begin{cases}+\sum_{\alpha, \beta \in c} \zeta(c) & \text { if } \alpha \neq \beta  \tag{2.53}\\ -\sum_{\alpha \in c} \zeta(c) & \text { if } \alpha=\beta\end{cases}
$$

Equation (2.53) provides a convenient way to read off Chern-Simons levels for a given tangle and will be utilized heavily (although often implicitly) throughout the remainder of this work.

[^9]

Figure 8. The action of braid moves on linking numbers. In (a), all linking number are unmodified except for those of the flavor cycle $\alpha_{1}$ which runs from $\delta_{F+1}$ to $\delta_{1}$, is illustrated in red, whose self-linking number is increased by one. In (b), we first change basis of flavor cycles to $\beta_{j}$ which runs from $\delta_{j}$ to $\delta_{j+1}$. Then we gauge $\beta_{1}$, shown in green, and introduce a new flavor cycle, shown in red, linked with the gauged cycle.

### 2.4 The Torelli group of dualities

We are now equipped to investigate the symplectic action on tangles. In particular, we wish to prove that the action of the braid group $B_{2 F+1}$ on tangles, reduces to an action of the symplectic group $\operatorname{Sp}(2 F, \mathbb{Z})$ when considered as an action on the corresponding physical theories.

To prove this statement, we proceed in the most direct way possible. We compute the action of the braid group generators $\sigma_{n}$, illustrated in figure 4, on the Chern-Simons levels extracted from any Seifert surface associated to the tangle. We show that this action matches exactly the previously defined action (2.5)-(2.6). Since the later action is symplectic this implies that the former is as well. In particular, this suffices to prove that the Torelli group acts trivially on the underlying quantum field theory.

To begin, we fix a Seifert surface with definite compactification data $\delta$. As we have previously described, $\delta$ is a union of $F+1 \operatorname{arcs} \delta_{i}$ with $i=1, \cdots, F+1$. We draw diagrams such that the arcs are ordered down the page, with $\delta_{1}$ appearing at the top, $\delta_{2}$ next and so on. A basis of flavor cycles in $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$ is given by $F$ cycles $\alpha_{i}$ each of which begins at $\delta_{F+1}$ and terminates at $\delta_{i}$. This geometry is shown in figure 6 . With these conventions, the braid moves act as in figure 8 .

Consider first the odd braid moves $\sigma_{2 j-1}$ illustrated in figure 8a. According to formula 2.53 , the effect of such a move is to modify the Trotter form by increasing $K\left(\alpha_{j}, \alpha_{j}\right)$ by one while leaving all other entries invariant. This is exactly the expected action given by (2.5) on Chern-Simons levels for this transformation.

Similarly we may consider the braid moves with even index $\sigma_{2 j}$ illustrated in figure 8 b . To understand this transformation we first change basis on flavor cycles to $\beta_{i}$ which run from $\delta_{i}$ to $\delta_{i+1}$. The transformation from the basis $\alpha_{i}$ to the basis $\beta_{i}$ is facilitated by the $U$ matrix of equations (2.6)-(2.7). Then, the braid move $\sigma_{2 j}$ gauges $\beta_{j}$ and introduces a new flavor cycle $\widetilde{\beta}_{j}$. Finally, we update the Trotter form to account for the new linking numbers apparent in figure 8 b

$$
\begin{equation*}
\delta K\left(\beta_{j}, \beta_{j}\right)=-1, \quad \delta K\left(\widetilde{\beta}_{j}, \widetilde{\beta}_{j}\right)=-1, \quad \delta K\left(\beta_{j}, \widetilde{\beta}_{j}\right)=1 \tag{2.54}
\end{equation*}
$$

This is exactly the gauging operation of equation (2.8). Thus we have competed the verification of the symplectic action.

As a result of this analysis we conclude that the Torrelli group $\mathcal{T}_{2 F+1}$ acts via dualities on Abelian Chern-Simons theories. Given any tangle one may act on it with a Torrelli element to obtain a new geometry. Fixing Seifert surfaces, the two geometries in general will have distinct classical Lagrangian descriptions yet their underlying quantum physics is identical.

Moreover, as we see in section 3 and beyond, the technology of this section generalizes immediately to the more complicated geometries required for constructing interacting field theories. In particular, the symplectic action we have described arises from braid moves near infinity and hence is enjoyed by any geometry with the same asymptotics.

### 2.5 Geometric origin of quantum mechanics

To conclude our discussion of Abelian Chern-Simons theories we briefly comment on the origin of the quantum mechanical framework for partition function calculations discussed in section 2.1.1. We fix an Abelian Chern-Simons theory $\mathcal{T}(M)$ engineered by reduction of the M5-brane on a three-manifold $M$. In this section we are only interested in the modes of this theory which descend from the six-dimensional chiral two-form, and throughout we ignore scalars and fermions. The three-sphere partition function of such a theory then has an underlying six-dimensional origin as the M5-brane partition function on the product manifold $M \times S^{3}$,

$$
\begin{equation*}
\mathcal{Z}_{S^{3}}^{\mathcal{T}(M)}=\mathcal{Z}_{M \times S^{3}}^{\mathrm{M} 5} . \tag{2.55}
\end{equation*}
$$

Thus far, we have viewed $M$ as small and interpreted the long-distance physics as an Abelian Chern-Simons theory coupled to flavors which we subsequently compactify on $S^{3}$. However, an alternative point of view is to consider $S^{3}$ to be small, and obtain another effective three-dimensional description which is subsequently compactified on $M$. As $S^{3}$ has vanishing first homology, the resulting three-dimensional description is one with no Wilson line observables and hence from the point of view of this paper which studies partition functions on compact manifolds up to multiplication by overall factors we cannot distinguish the result from the trivial theory.

However, a standing conjecture is that in fact the reduction on $S^{3}$ gives rise to a $\mathrm{U}(1)$ Chern-Simons theory at level one. Assuming the veracity of this statement, we then arrive at a beautiful physical interpretation of the quantum mechanical calculations in section 2.1.1.

Recall that $M$ is not a compact manifold, but rather has non-compact cylindrical ends required to support flavor symmetry. One may equivalently view $M$ as a manifold with boundary at infinity and with specified boundary conditions supplied by the background flavor gauge fields. On general grounds, the path-integral of $\mathrm{U}(1)$ level one Chern-Simons theory on $M$ produces a state in the boundary Hilbert space determined by the quantization of Chern-Simons theory on $\partial M$. In this case, as a consequence of the conjecture, one is quantizing a space of $\mathrm{U}(1)$ flat connections on a Riemann surface with $2 F$ independent cycles. The Hilbert space thus consists of wavefunctions of $F$ real variables $x_{1}, \cdots x_{F}$,
which are interpreted as the holonomies of a flat connection around a maximal collection of $F$ non-intersecting homology classes in $\partial M$. The symplectic action is then the standard action in this Hilbert space induced by the action on the homology of the genus $F$ Riemann surface $\partial M$.

Thus, the quantum mechanical framework which emerged abstractly from supersymmetric localization formulas in section 2.1.1, takes on a natural physical interpretation when the associated field theories are geometrically engineered. In particular, the viewpoint of the partition function $\mathcal{Z}_{S^{3}}^{\mathcal{T}(M)}(x)$ as a wavefunction in a Hilbert space is a simple consequence of the six-dimensional origin of the computation and leads to a correspondence of partition functions

$$
\begin{equation*}
\mathcal{Z}_{S^{3}}^{\mathcal{T}(M)}(x)=\mathcal{Z}_{M}^{\mathrm{U}(1)_{1}}(x) . \tag{2.56}
\end{equation*}
$$

This identification is reminiscent to the one studied in [30] and was obtained in the case of three-manifolds from different perspectives by [31, 32].

## 3 Particles, singularities, and superpotentials

In this section we exit the realm of free Abelian Chern-Simons theories and enter the world of interacting quantum systems. We study conformal field theories described as the terminal point of renormalization group flows from Abelian Chern-Simons matter theories. Thus, in addition to the vector multiplets describing gauge fields, our field theories will now have charged chiral multiplets. We will find that, in close analogy with the study of $\mathcal{N}=2$ theories in four-dimensions, such theories can be geometrically encoded by studying the M5-brane on a singular manifold. In the context of three-manifolds branched over tangles the natural class of singularities are those where strands of the tangle collide and lose their individual identity. We refer to such objects as singular tangles. Our main aim in this section is to give a precise description of these objects and explain how they encode non-trivial conformal field theories. In the process we will also describe how the geometry encodes superpotentials. A summary of results in the form of a concise set of rules for converting singular tangles to physics appears in section 3.4.

### 3.1 Singularities and special Lagrangians

We begin with a discussion of the geometric meaning of chiral multiplets and their associated wavefunctions in the three-sphere partition function. In our M-theory setting the three-manifold $M$ is embedded in an ambient Calabi-Yau $Q$, and massive particles arise from M2-branes which end along $M$ on a one-cycle. In the simplest case of a spinless BPS chiral multiplet, supersymmetry implies that $M$ is a special-Lagrangian and the M2-brane is a holomorphic disc as illustrated in figure 9[33, 34]. The mass of the BPS particle is proportional to the area of the disc, and hence in the massless limit the cycle on which the M2-brane ends collapses.

Thus, when a particle becomes massless the three-manifold $M$ develops a singularity. A local model for this geometry is a special Lagrangian cone on $T^{2}$ in $\mathbb{C}^{3}$. Such a cone is defined to be the subset $L_{0}$ in $\mathbb{C}^{3}$ obeying [35]

$$
\begin{equation*}
L_{0}=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3}:\left|z_{1}\right|^{2}=\left|z_{2}\right|^{2}=\left|z_{3}\right|^{2}, \quad \operatorname{Im}\left(z_{1} z_{2} z_{2}\right)=0, \quad \operatorname{Re}\left(z_{1} z_{2} z_{3}\right) \geq 0\right\} . \tag{3.1}
\end{equation*}
$$



Figure 9. A particle represented by an M2-brane disc ending $M$. The M2-brane is the red disc located in the ambient space $Q$, while the dark blue circle represents the cycle of the three-manifold on which it ends.

When the mass of the M2-brane is restored, the singularity is resolved. This can be done in three distinct ways [35]. Let $m>0$, then the resolutions are

$$
\begin{align*}
& L_{m}^{1}=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3}:\left|z_{1}\right|^{2}-m=\left|z_{2}\right|^{2}=\left|z_{3}\right|^{2}, \quad \operatorname{Im}\left(z_{1} z_{2} z_{2}\right)=0, \quad \operatorname{Re}\left(z_{1} z_{2} z_{3}\right) \geq 0\right\}, \\
& L_{m}^{2}=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3}:\left|z_{1}\right|^{2}=\left|z_{2}\right|^{2}-m=\left|z_{3}\right|^{2}, \quad \operatorname{Im}\left(z_{1} z_{2} z_{2}\right)=0, \quad \operatorname{Re}\left(z_{1} z_{2} z_{3}\right) \geq 0\right\}, \\
& L_{m}^{3}=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3}:\left|z_{1}\right|^{2}=\left|z_{2}\right|^{2}=\left|z_{3}\right|^{2}-m, \quad \operatorname{Im}\left(z_{1} z_{2} z_{2}\right)=0, \quad \operatorname{Re}\left(z_{1} z_{2} z_{3}\right) \geq 0\right\} . \tag{3.2}
\end{align*}
$$

The resulting spaces are special Lagrangain three-manifolds in $\mathbb{C}^{3}$ [34] diffeomorphic to $S^{1} \times \mathbb{R}^{2}$. They differ by the orientation of a closed holomorphic disc in $\mathbb{C}^{3}$ with area $\pi m$ which represents the M2-brane. In the case of $L_{m}^{1}$ this disc is given by

$$
\begin{equation*}
D_{m}^{1}=\left\{\left(z_{1}, 0,0\right): z_{1} \in \mathbb{C}, \quad\left|z_{1}\right|^{2} \leq m\right\} . \tag{3.3}
\end{equation*}
$$

The other cases, $D_{m}^{2}$ and $D_{m}^{3}$, are analogous. We see that the boundary of the disc is an oriented $S^{1}$ in $L_{m}^{1}$ whose homology class generates $H_{1}\left(L_{m}^{1}, \mathbb{Z}\right) \cong \mathbb{Z}$. In the other cases the boundary is given by an oriented circle around the origin of $z_{2}$ and $z_{3}$ respectively. One can thus see that the difference between the three ways the disc appears is determined by the orientation of its central axis in $\mathbb{C}^{3}$.

To make contact with our discussion of tangles we view this local model for the singularity as a double cover over $\mathbb{R}^{3}$. The special Lagrangians $L_{m}^{a}$ are acted on by the involution

$$
\begin{equation*}
z_{i} \mapsto \bar{z}_{i} \tag{3.4}
\end{equation*}
$$

The quotient space is parametrized by the triple $\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$ where $x_{i}=\operatorname{Re}\left(z_{i}\right)$. Locally the $x_{i}$ provide coordinates on $L_{m}^{a}$, but the global structure of the special Lagrangian is a double cover. The branch locus is the fixed points of (3.4) and is composed of two strands explicitly given by

$$
\begin{align*}
& L_{m}^{1}: x_{1}=\sqrt{t^{2}+m}, x_{2}=t, x_{3}=t, \text { and } x_{1}=-\sqrt{t^{2}+m}, x_{2}=t, x_{3}=-t, \\
& L_{m}^{2}: x_{1}=t, x_{2}=\sqrt{t^{2}+m}, x_{3}=t, \text { and } x_{1}=t, x_{2}=-\sqrt{t^{2}+m}, x_{3}=-t,  \tag{3.5}\\
& L_{m}^{3}: x_{1}=t, x_{2}=t, x_{3}=\sqrt{t^{2}+m}, \text { and } x_{1}=t, x_{2}=-t, x_{3}=-\sqrt{t^{2}+m} .
\end{align*}
$$

Where $t \in \mathbb{R}$ provides a coordinate along the strands.


Figure 10. The three different resolutions together with the M2-brane disc represented by a dashed line. The pictures are drawn in the projection to the $\left(x_{1}, x_{2}\right)$-plane. In (a) we see the branch locus giving rise to the special Lagrangian $L_{m}^{1}$. In (b), the branch locus underlying $L_{m}^{2}$. In (c) the branch locus underlying $L_{m}^{3}$.

One way to see that the branched cover is an equivalent description of the original topology is to slice $\mathbb{R}^{3}$ into planes labelled by a time direction. The coordinate $t$ on the branch lines in (3.5) provides such a foliation and increasing time defines a notion of flow. Each slice is a Riemann surface which is a double-cover of the plane branched over two points and is thus a cylinder. Therefore, including time, we see that topologically the cover is $\mathbb{R}^{2} \times S^{1}$. We pursue this perspective on local flows in $M$ and connect them to four-dimensional physics in section 5 .

Returning to our analysis of the special Lagrangian cone, we note that when viewed as a double cover it is easy to see how the three different resolutions $L_{m}^{a}$ are realized in terms of the configurations of the branch lines (3.5). We fix a planar projection of the geometry by declaring $\hat{x}_{3}$ to be the oriented perpendicular direction. Then, we can depict the geometry as in figure 10. Note that figure 10c only shows the overcross. The other choice, where the strand from upper left to lower right goes under the second strand, called the undercross, does not occur. This is an artifact of the planar projection which we use to visualize the configuration. Indeed, exchanging the oriented normal $\hat{x}_{3}$ to $-\hat{x}_{3}$ exchanges the overcross for the undercross. By contrast, changing the normal direction from $\hat{x}_{3}$ to $\hat{x}_{1}$ or $\hat{x}_{2}$ permutes the resolutions appearing in 10 but leaves the triple, as a set, invariant.

In the limit $m \rightarrow 0$ the branch lines collide and we recover the singularity (3.1). In $\mathbb{R}^{3}$, this appears as four branch half-lines all emanating from the origin. These half-lines approach infinity in four distinct octants and hence specify the faces of a tetrahedron. In this way, we see the tetrahedral geometry of [8] emerge from the structure of special Lagrangian singularities. In particular, any triangulation of the three-ball into tetrahedra gives rises to one of the tangles described here.

Having thoroughly analyzed the local model, we may now introduce a precise definition of the concept of a singular tangle. It is simply a tangle where we permit pairs of strands to touch at a finite number of points. The local structure of the cover manifold $M$ at each such point is that of the singular special Lagrangian cone discussed above, and the global

(a)

(b)

Figure 11. Two different singularities. In (a) we see how an overcross singularity resolves after applying figure 10c. In (b) the corresponding resolution is shown for the undercross singularity. In both cases the two other resolutions of figure 10 are also present but not depicted.
identification of strands in the tangle indicates how these local models are glued together. In specifying the gluing we must keep track of additional pieces of discrete data.

- We draw singular tangles in planar projections of $\mathbb{R}^{3}$. Hence each singularity is equipped with an oriented normal vector $\pm \hat{x}_{3}$. Varying the sign of the normal vector changes whether the overcross or undercross appears upon resolution.
- Fix a sheet labeling 1 , and 2 , at each singularity. Then in the gluing we must specify whether the identified sheets are the same or distinct. Varying between these two choices alters the relative signs of the charges of the particles as determined by the orientation of the M2-branes.

Both of the data described above have only a relative meaning: for a single singularirty they are convention dependent while for multiple singularities they may be compared. All told then, if we draw singular tangles in a plane, each singularity is one of four possible types. We encode the four possibilities graphically with a thickened arrow on one of the strands passing through the singularity as in figure 11. The thickened strand always resolves out of the page while the direction of the arrow encodes the charge of the massless M2-brane residing at the origin of the singularity.

In general we expect that double covers branched over singular tangles may be realized as singular special Lagrangians embedded inside noncompact Calabi-Yau three-folds. However aside from the specific case of the geometry defined in (3.1) by [35], no examples are known. We view this as an interesting problem for future work.

### 3.2 Wavefunctions and Lagrangians

Our next task is to explain in general how to extract a Lagrangian description of the physics defined by a singular tangle. As in the case of the free Abelian Chern-Simons theories studied in section 2, there is no unique Lagrangian but rather for each choice of Seifert surface we obtain a distinct dual presentation. In the case of singular tangles, we will see that these changes in Seifert surfaces are related by non-trivial mirror symmetries.

To begin, let us recall the data associated to a chiral multiplet in an Abelian ChernSimons matter theory.

- A charge vector $q_{\alpha} \in \mathbb{Z}^{G+F}$ indicating its transformation properties under $\mathrm{U}(1)^{G} \times$ $\mathrm{U}(1)^{F}$ gauge and flavor rotations. In all of our examples the vector $q_{\alpha}$ will be primitive meaning that the greatest common divisor of the integers $q_{\alpha}$ is one.
- A parity anomaly contribution. If a chiral multiplet is given a mass $m$, it may be integrated out leaving a residual contribution to the Chern-Simons levels of fields. The shift in the levels in given by

$$
\begin{equation*}
\delta k_{\alpha \beta}=\frac{1}{2} \operatorname{sign}(m) q_{\alpha} q_{\beta} \tag{3.6}
\end{equation*}
$$

For primitive charge vectors the above shift has at least one non-integral entry. This implies that the ultraviolet levels are subject to a shifted half-integral quantization law. We take the associated shift to be part of the definition of the chiral multiplet.

- An $R$ charge indicating the scaling dimension of the associated chiral operator in the conformal field theory. This data is fixed by a maximization principle once a superpotential is specified, and hence is not an additional data in the geometry [17]. This will be addressed in section 3.3.

To encode the partition function of such chiral multiplets we must introduce a new class of wavefunctions depending on these data. Each is given by a non-compact quantum dilogarithm of the form

$$
\begin{align*}
& E_{+}\left(z-c_{b}(1-R)\right) \equiv e^{-i \frac{\pi}{2} z^{2}} s_{b}\left(-z+c_{b}(1-R)\right)  \tag{3.7}\\
& E_{-}\left(z-c_{b}(1-R)\right) \equiv e^{i \frac{\pi}{2} z^{2}} s_{b}\left(z+c_{b}(1-R)\right)
\end{align*}
$$

where $c_{b}$ is the imaginary constant given in (2.16), and the function $s_{b}(x)$, defined as

$$
\begin{equation*}
s_{b}(x)=e^{-i \frac{\pi}{2} x^{2}} \frac{\prod_{n=0}^{\infty}\left(1+e^{(2 n+1) \pi i b^{2}+2 \pi b x}\right)}{\prod_{n=0}^{\infty}\left(1+e^{-(2 n+1) \pi i b^{-2}+2 \pi b^{-1} x}\right)} \tag{3.8}
\end{equation*}
$$

was obtained through a localization computation on the squashed three-sphere in [36] where the numerator and denominator come from vortex partition functions on the two half-spheres [37]. The physical interpretation of this function is read from the variables as follows.

- The subscript of $E_{ \pm}$encodes the fractional ultraviolet Chern-Simons level $\pm \frac{1}{2}$ assigned to the particle.
- The variable $z$ indicates the linear combination of gauge and flavor fields under which the chiral multiplet is charged. For $E_{ \pm}$the charge is $z= \pm q \cdot(y x)$.
- The variable $R$ denotes the $R$-charge.

(a) $E_{+}\left(x_{\alpha}\right)$.

(c) $E_{-}\left(x_{\alpha}\right)$.

(b) $E_{+}\left(-x_{\alpha}\right)$.

(d) $E_{-}\left(-x_{\alpha}\right)$.

Figure 12. The dilogarithm assignments for singularities. The particles are charged under the $\mathrm{U}(1)$ super-field associated to the cycle $\alpha$ indicated in red, and $x_{\alpha}$ is the associated scalar. The overcross vs. undercross resolution encodes the distinction between $E_{ \pm}$and specifies the fractional part of Chern-Simons levels. The orientation of the arrow on the thickened strand relative to $\alpha$ determines the sign of the particle's charge.

Thus, we see that the physical data of a chiral multiplet is completely encoded by the wavefunctions (3.7). It follows that to assign a definite matter content to a singular tangle, as well as extract the associated contributions to the partition function $\mathcal{Z}$, it suffices to assign a quantum dilogarithm to each singularity. To proceed, we introduce a singular Seifert surface $\Sigma$ for a singular tangle $L$. As explained in section 2.3, from the homology of $\Sigma$ we extract a basis of gauge and flavor cycles under which particles may be charged. Let $\alpha$ be such a cycle. Utilizing the sequence (2.51), we may view $\alpha$ equivalently as a cycle in the cover $M$. An M2-brane disc $D$ ending on $M$ has a charge determined by its linking numbers

$$
\begin{equation*}
q_{\alpha}=l k_{\#}(\alpha, \partial D) \tag{3.9}
\end{equation*}
$$

The extension of this formula to the case of singular $M$ is then depicted in our graphical notation in figure 12.

These dilogarithm assignments completely determine the matter content of a singular tangle. However, the assignments require a choice of Seifert surface. This surface is a choice of branch sheet for the double cover and varying it does not alter the underlying geometry. As a consequence, our rules are subject to the crucial test: the underlying quantum physics must be independent of the choice of Seifert surface.

Given the dualities between free Abelian Chern-Simons theories already described in section 2, independence of the choice of Seifert surface is ensured provided we have the equality shown in figure 13 . There, we see that one and the same singularity may make different contributions to an ultraviolet Lagrangian depending on the choice of Seifert surface. At the level of partition functions, this means that a singularity which contributes as $E_{+}\left(x_{\alpha}\right)$ with one choice of branch sheet can contribute with $E_{-}\left(x_{\beta}\right)$ with a different

(a) $E_{+}\left(x_{\alpha}\right)$.

(b) $E_{-}\left(x_{\beta}\right)$.

Figure 13. A duality results from changing the Seifert surface. In (a) a singularity contributing $E_{+}\left(x_{\alpha}\right)$ to the partition function. In (b) the Seifert surface is changed and the same singularity contributes $E_{-}\left(x_{\beta}\right)$.


Figure 14. The duality between a free Chiral multiplet and a $U(1)$ gauge field with a charged chiral field. In (a) we see the free chiral field couplet to the flavor cycle $\alpha$. In (b) we see the gauge cycle $\beta$ and flavor cycle $\alpha$ of the dual theory.
choice. Thus, we see that consistency of our analysis requires a mirror symmetry implying that the same underlying conformal field theory may arise from ultraviolet theories with distinct matter content.

To understand the nature of the duality implied by figure 13 we analyze its impact on the local model of the singular tangle involving a single singularity. Equality in more complicated examples follows from the locality of our constructions. The singular tangle together with its dual choices of Seifert surface and fixed compactification data $\delta_{i}$ are shown in figure 14. The ultraviolet field content in each case is given by the following.

- Figure 14a: there is a background $\mathrm{U}(1)$ flavor symmetry associated to the cycle $\alpha$ and no propagating gauge fields. Associated to the singularity there is a chiral multiplet with charge 1 under the flavor symmetry. This particle contributes $+\frac{1}{2}$ to the Chern-Simons level. The scalar $x_{\alpha}$ in the background $\mathrm{U}(1)$ multiplet is the real mass of the chiral field.
- Figure 14b: there is a $\mathrm{U}(1)$ flavor symmetry associated to the cycle $\alpha$ and a $\mathrm{U}(1)$ gauge symmetry associated to the cycle $\beta$. Associated to the singularity is a chiral multiplet uncharged under the flavor symmetry but with charge -1 under the gauge symmetry. The level matrix, including classical contributions from the Trotter


Figure 15. The three resolutions of the free Chiral field singularity. Part (a) corresponds to the Higgs branch. Part (b) and (c) represent motion onto the two sides of the Coulomb branch.
pairing as well as the fractional contributions of the particles is given by

$$
\begin{equation*}
K(\beta, \beta)=-\frac{1}{2}, \quad K(\alpha, \alpha)=0, \quad K(\alpha, \beta)=1 \tag{3.10}
\end{equation*}
$$

The off-diagonal portion of the level implies that the scalar $x_{\alpha}$ is the FI-parameter of the gauged $\mathrm{U}(1)$.

These two field theories are indeed known to form a mirror pair [13]. At the level of partition functions this equivalence is represented by a quantum dilogarithm identity, known as the Fourier transform identity [23]

$$
\begin{equation*}
E_{+}\left(x_{\alpha}-c_{b}\right)=\int d x_{\beta} e^{-2 \pi i x_{\alpha} x_{\beta}} E_{-}\left(x_{\beta}\right) \tag{3.11}
\end{equation*}
$$

The fact that our geometric description of conformal field theories provides a framework where this duality is manifest is a satisfying outcome of our analysis.

To gain further insight into this duality we now study resolutions of the singularity in both theories and interpret these from the viewpoint of three-dimensional physics. These resolutions correspond to motion onto the moduli space of the conformal field theory. From the perspective of the ultraviolet Lagrangians, the various branches of the moduli space can be described as Coulomb or Higgs branches, and the effect of the mirror symmetry is to exchange the two descriptions. ${ }^{15}$

The three different resolutions (3.5) have the following effect on the geometry of branch lines, see figure 15 . Let us start with the case (c). One can clearly see that the self-ChernSimons level of the field $\alpha$, as determined by the Trotter pairing, is one. This has a simple explanation from the point of view of field theory. Resolving the singularity means making the M2-brane massive with a mass $m \gg 0$. Thus the IR physics is obtained by integrating out this massive field which according to (3.6) gives rise to a shift

$$
\begin{equation*}
\delta k_{\alpha \alpha}=\frac{1}{2} \operatorname{sign}(m) q_{\alpha} q_{\alpha}=\frac{1}{2} \tag{3.12}
\end{equation*}
$$

Thus, as the ultraviolet Chern-Simons level was already one-half, the effective level is one exactly as the geometry of resolution (c) predicts. There is yet another way to see this.

[^10]

Figure 16. Moduli space of a free chiral field.

The limiting behavior of the quantum dilogarithm is as follows

$$
\begin{equation*}
E_{+}(m) \xrightarrow{m \rightarrow \infty} e^{-i \pi m^{2}} \tag{3.13}
\end{equation*}
$$

which again gives CS-level one in the effective theory as in our case $m=x_{\alpha}$. Resolution (b) corresponds to the other extreme where we take $m \ll 0$. This gives rise to

$$
\begin{equation*}
\delta k_{\alpha \alpha}=-\frac{1}{2}, \tag{3.14}
\end{equation*}
$$

which results in an effective Chern-Simons level $k_{\alpha \alpha}=0$. This is in complete accord with the geometry as cycle $\alpha$ has no self-linking after push-off in figure 15b. Equivalently, this can be again seen in the limiting behaviour of the quantum dilogarithm

$$
\begin{equation*}
E_{+}(m) \xrightarrow{m \rightarrow-\infty} 1 \tag{3.15}
\end{equation*}
$$

The two resolutions we have studied thus correspond to motion onto the Coulomb branch of the theory parameterized by the real mass $m$.

Now let us come to resolution (a) which is of a different nature. In order to understand what is happening we follow a path in the moduli space of the Joyce special Lagrangian starting from a point which corresponds to a resolution (b) or (c) to a point of resolution type (a). Along such a path the absolute value of the mass of the particle shrinks, as the volume of the M2-brane disc shrinks, until the field becomes massless at the singularity. As long as the field is massive it is not possible to turn on a vacuum expectation value for the scalar $\phi$ of the chiral multiplet as this would lead to an infinite energy potential. However, when we sit at the CFT point and the field is massless we can deform the theory onto the Higgs branch by activating an expectation value for $\phi$. We draw the three branches of the theory schematically in figure 16. We claim that motion onto the Higgs branch corresponds to resolution (a) on the geometry. In order to see how this comes about we flip the Seifert surface to obtain the resolutions of the dual description of the theory as shown in figure 17. In this dual theory resolution (a) arises from choosing $x_{\beta} \ll 0$ as can be seen from the

(a)

(b)

(c)

Figure 17. Resolutions of the theory dual to a free Chiral field.
limiting behavior of the negative parity quantum dilogarithm

$$
\begin{equation*}
E_{-}\left(x_{\beta}\right) \xrightarrow{x_{\beta} \rightarrow-\infty} 1 \tag{3.16}
\end{equation*}
$$

Thus in the dual channel this resolution is obtained by giving a vev to the scalar part of a vector multiplet and therefore corresponds to a point on the Coulomb branch of the dual theory. But then the D-term equation of the dual theory requires that $x_{\alpha}$ be set to zero due to the Chern-Simons coupling of the two fields. Translating back to the original theory we indeed see that $m=x_{\alpha}=0$ and that we have a propagating massless field and are thus capturing the correct effective description of the physics on the Higgs branch. For completeness we note that the dual theory is on the Higgs branch for resolution (b) and on the Coulomb branch for resolution (c). This can be easily seen by noting the limiting behavior of the negative parity quantum dilogarithm for $x_{\beta} \gg 0$

$$
\begin{equation*}
E_{-}\left(x_{\beta}\right) \xrightarrow{x_{\beta} \rightarrow \infty} e^{i \pi x_{\beta}^{2}} \tag{3.17}
\end{equation*}
$$

The fact that resolutions of singular tangles capture motion onto the moduli space of the corresponding conformal field theories is a general feature of our constructions which will be pursued in more detail in section 4.2 .

### 3.3 Superpotentials from geometry

There is one more ingredient in defining a three-dimensional theory with $\mathcal{N}=2$ supersymmetry that we have yet to address: the superpotential. In this section we fill this gap. As explained below the existence of a superpotential can be described in terms of the intrinsic geometry of our three-manifolds. However, a precise form of the superpotential as an explicit expression involving fields depends on a choice of Seifert surface used to construct a Lagrangian description.

In our context, the existence of interaction described by a superpotential can readily be seen in terms of M2-brane instantons, as described in [10]. Here we will briefly review that discussion. Consider some collection of massless chiral fields, $X_{i}$. Our M5-brane resides on a three-manifold $M$, which is a double cover of $\mathbb{R}^{3}$ branched over a singular tangle $L$. Meanwhile, the entire construction is embedded in an ambient Calabi-Yau $Q$. As studied above, each of the particles $X_{i}$ corresponds to a singularity of the tangle $L$.

Given this setup, a superpotential interaction for the chiral fields $X_{i}$ may arise from an instanton configuration of an M2-brane. This is a three-manifold $C$ in $Q$, whose boundary $\partial C$ is a two-cycle in $M$ that intersects the particle singularities $X_{i}$. Consider the


Figure 18. Projections of BPS M2-brane instanton to the base. A portion of the branching tangle $L$ is shown in black. The tangle has singular self-intersections supporting massless particles shown in blue. In (a), the interior of the polygon, shown in green, is the projection to $M$, of the boundary of an M2 instanton. In (b), we see the lift of the M2 instanton to the ambient manifold $Q$. Its boundary is doubled to an $S^{2}$ presented as two hemispheres glued along $L$. In the interior, this $S^{2}$ is filled in to make a three-ball.
projection of the instanton $M 2$ to one sheet of the double cover, $\partial C_{ \pm}$. This must be a polygon bounded by the tangle $L$ with vertices given by the singularities of $X_{i}$. A volumeminimizing configuration of this three-cycle will correspond to an interaction generated by a supersymmetric M2 instanton. This object is precisely of the correct geometric form to generate a superpotential term of the schematic form $\mathcal{W}=\prod_{i} X_{i}$.

To sharpen this discussion, there are several further considerations.

- The coefficient of the interaction is controlled by the instanton action, which is proportional to $e^{-V}$, where $V$ is the volume of the supersymmetric three-manifold $C$. To generate a non-zero interaction, we need the three-manifold to have finite volume. Since our framework allows a non-compact manifold $M$ with $L$ going off to infinity, we must restrict our superpotential polygons on $\partial C_{ \pm}$to be compact.
- The instanton action gets a contribution of $\exp \left(i \int_{\partial C} B\right)$, from the boundary of the M2 ending on the M5-brane. If $\partial C=0$, that is, the boundary of the M 2 is a trivial two-cycle, then this term is irrelevant. However in general, $\partial C$ is a non-trivial homology class and we find

$$
\begin{equation*}
\exp \left(i \int_{\partial C} B\right)=\exp (i \gamma) \tag{3.18}
\end{equation*}
$$

Where $\gamma$ is a scalar field dual to a photon. This indicates the presence of a monopole operator $\mathcal{M}_{j}=\exp (\sigma+i \gamma)$ in the superpotential. So in this situation, we find a superpotential $\mathcal{W}=\mathcal{M} \prod_{i} X_{i}$. Of course, more generally $\partial C$ is some integer linear combination of homology basis elements and so we might find multiple monopole operators in the superpotential.

- The invariance of $\mathcal{W}$ under all gauge symmetries apparent in the homology of the Seifert surface implies a compatibility condition on the discrete data living at the sin-
gularities bounding the associated polygonal region. To analyze the charge, we make use of the fact that the exact quantum corrected charge of the monopole operator is

$$
\begin{equation*}
q_{\beta}\left(\mathcal{M}_{\alpha}\right)=k_{\alpha \beta}-\frac{1}{2} \sum_{\text {Chirals } X_{i}}\left|q_{\alpha}^{i}\right| q_{\beta}^{i}, \tag{3.19}
\end{equation*}
$$

where $k_{\alpha \beta}$ is the Chern-Simons level including both the integral part from the Trotter form, and the fractional contribution from particle singularities.

Given the above discussion, the next step is to analyze the explicit geometry of supersymmetric M2-brane instantons and determine which possible contributions in fact occur. This problem is important, but beyond the scope of this work. For our purposes we simply take as an ansatz that every possible gauge invariant contribution to the superpotential present in the geometry as a polygon bounded by singularities in fact occurs.

With this hypothesis, to extract the superpotential in complete generality, we analyze a candidate contribution by expressing the boundary two-cycle $\partial C$ in a basis of two-cycles $\left\{\beta_{a}\right\}$ dictated by the Seifert surface

$$
\begin{equation*}
\partial C=\sum_{a} c_{a} \beta_{a}, \quad c_{a} \in \mathbb{Z} . \tag{3.20}
\end{equation*}
$$

For example, when utilizing the planar checkerboard Seifert surfaces discussed in section 2.3.1, the sum $a$ ranges over compact un-colored regions, associated to gauge cycles, as non-compact un-colored regions associated to flavor cycles. Then, the term in question is

$$
\begin{equation*}
\prod_{a} \mathcal{M}_{a}^{c_{a}} \prod_{i \in \partial C} X_{i} . \tag{3.21}
\end{equation*}
$$

We include such a term in the superpotential provided it is gauge invariant as dictated by the charge formula (3.19). The full superpotential is then a sum over all gauge invariant terms associated to all polygonal regions present in the tangle diagram of $L$.

Although it may seem cumbersome to explicitly calculate which polygons yield gauge invariant contributions to $\mathcal{W}$, in practice there is a simple sufficient, but not necessary, graphical rule which ensures gauge invariance that applies to the simplest class of contributions to the superpotential namely polygons which lie entirely in the plane of a given projection of the Seifert surface. This rule is simply that the arrows on the singularities must circulate all in one direction around the gauge cycle in question. It may be easily derived from formula (3.19) as well as the charge assignments of particles dictated by figure 12. Examples of this type are shown in figure 19. We encounter more general 'non-planar' superpotential terms in our analysis of examples in section 6.1.

We shall provide non-trivial evidence for the consistency of these superpotential rules by using them to reproduce known mirror symmetries in section 6.2. We leave for future work the interesting problems of deriving our prescription from first principles in M-theory and further proving that our combinatorial rules are consistent with all possible dualities to be described in section 4.


Figure 19. Projections of BPS M2-brane instanton, with the singular tangle in black. The particles $X_{i}$ are indicated by the location of the black arrows, the Seifert surface is shaded in blue, and the projection of the instanton is shown in green. In (a), the M2 instanton projects to a trivial 2-cycle in $M$, and therefore has no monopole contribution. We find $\mathcal{W}=X_{1} X_{2} X_{3}$. In (b), the M2 projects to the non-trivial 2-cycle dual to the 1-cycle $y$ shown on the Seifert surface This contributes a monopole operator, yielding $\mathcal{W}=\mathcal{M}_{y} X_{1} X_{2} X_{3}$.

### 3.4 Physics from singular tangles: a dictionary

To conclude our discussion of singularities, we briefly summarize the algorithm for extracting an ultraviolet Lagrangian description of the physics associated to a singular tangle $L$.

- Pick a Seifert surface $\Sigma$. The homology $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$ specifies a basis of gauge and flavor cycles. Boundaryless cycles are dynamical gauge variables, while cycles with boundary are background flavor fields.
- Compute the Chern-Simons levels by computing the Trotter form on the homology $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$. In this procedure the singularities make fractional contributions to linking numbers. The singularities of plus type, illustrated in figures 12a and 12b, contribute $1 / 2$. The singularities of minus type, illustrated in figures 12 c and 12d, contribute $-1 / 2$.
- Assign to each singularity a chiral field $X_{i}$. The field is charged under cycles on $\Sigma$ passing through the singularity. The charge is $+1(-1)$ if the singularity is of plus type and the cycle is oriented with (against) the arrow at the singularity. The charge is $-1(+1)$ if the singularity is of minus type and the cycle is oriented with (against) the arrow at the singularity.
- Compute the superpotential by summing over gauge invariant contributions from closed polygonal regions in $L$. Each monomial entering in $\mathcal{W}$ contains a product of chiral fields dictated by the vertices of the polygon, and possibly various monopole operators determined by expressing the polygon in a basis of two-cycles dual to $H_{1}\left(\Sigma_{c}, \delta, \mathbb{Z}\right)$. Gauge invariance of the contribution of a given polygon is determined by application of the quantum corrected charge formula for monopole operators (3.19).

The physical theory associated to $L$ is the infrared fixed point determined by this ultraviolet Lagrangian data. Varying the choice of Seifert surface, provides mirror ultraviolet Lagrangians, but does not alter the underling infrared dynamics.

In general the resulting theory is a strongly interacting system which enjoys a $\mathrm{U}(1)^{F}$ flavor symmetry. The action of $\operatorname{Sp}(2 F, \mathbb{Z})$ on this conformal field theory is determined geometrically by the braid group action studied in section 2.4. The three-sphere partition function $\mathcal{Z}$ is an invariant of the theory which is extracted from this ultraviolet Lagrangian by generalizing the quantum-mechanical framework of section 2.1.1 and assigning to each singularity the quantum dilogarithm wavefunctions dictated by figure 12 .

In the remainder of this paper we apply these rules to further analyze the geometric description of mirror symmetries, and explore applications of the framework.

## 4 Dualities and generalized Reidemeister moves

In the previous sections we have developed a technique for extracting conformal field theories from singular tangles. However, there is still non-trivial redundancy in our description: as a consequence of mirror symmetry, two distinct singular tangles may give rise to equivalent quantum field theories. In this section, we determine the equivalence relation implied on singular tangles by mirror symmetries, and explore their geometric content.

In searching for such relationships, one may take inspiration from the case of nonsingular tangles. In that case, the basic relations are the Reidemeister moves shown below.
1.

2.

3.



These moves are local and may be applied piecewise in any larger tangle diagram. Further, these moves are a generating set for equivalences: any two tangles which are isotopic may be related to one another by a sequence of Reidemeister moves.

In the case of singular tangles, we find similar structure. Basic mirror symmetries determine relations on singular tangles which take the form of generalized Reidemeister moves. They are related to the moves presented above by replacing some crossings by singularities. Further, each of these equivalences is local, and hence they may be applied piecewise in a larger singular tangle to engineer more complicated relations. It is natural to conjecture that these generalized Reidemeister moves, together with the Torelli dualities of section 2.4 provide a complete set of quantum equivalence relations on singular tangles.

In section 4.1 we present a detailed description of the generalized Reidemeister moves as well as the associated quantum dilogarithm identities that result from application of


Figure 20. Reflection in the projection plane transforms an overcross singularity to an undercross singularity.
these moves to partition functions. In section 4.2 we show how deformations away from the conformal fixed point result resolve generalized Reidemeister moves into the ordinary Reidemeister moves.

### 4.1 Generalized Reidemeister moves

In this section we present the list of generalized Reidemeister moves. Each takes the form of a graphical identity involving two singular tangles. The precise form of these equalities depends on the discrete data living at the singularities. There are two things to note about this dependence which follow immediately from our analysis of the local model in section 3.1.

- If we flip all arrows by 180 degrees on both sides of an identity, it still holds. Indeed, such a flip is equivalent to reflecting the sign of all $\mathrm{U}(1)$ gauge and flavor groups. Geometrically, this is equivalent to globally changing the labeling of sheets from 1 to 2 in the double cover.
- Given any identity, if we exchange all overcross and undercross of non-singular crossings in the diagram, while at the same time exchanging all overcross vs. undercross singularities, the identity still holds. This is true because each of our diagrams is drawn in a fixed projection with oriented normal vector $\hat{x}_{3}$. Globally reflecting $\hat{x}_{3} \rightarrow-\hat{x}_{3}$ generates the indicated transformation on diagrams, as shown for example in figure 20 .

In the following, we take these two principles into account and thereby present a reduced set of generalized Reidemeister moves. Additional dualities may be generated by changing the discrete data at the singularities as above.

### 4.1.1 Rules descending from move 1

Here, we consider a singular version of the first Reidemeister move. Populating the singular tangles with a Seifert surface generates partition function identities. We will look at two such choices of Seifert surface differing by black-white duality. The first choice does not contain a gauge group whereas the second choice does and is yet another version of the Fourier transform identity.


With a choice of planar Seifert surface it has the following two interpretations.

## $T$-transformed singularity.



$$
E_{+}\left(x-c_{b}(1-R)\right) e^{i \pi x^{2}}=E_{-}\left(-x+c_{b}(1-R)\right)
$$

In quantum mechanics language this is equivalent to starting with a quantum dilogarithm and applying a $T$-transformation. This does not involve any integrals, as the quantum dilogarithm is an eigenstate of the $T$-operator. Hence there is also no gauge group in the 3d gauge theory interpretation. The only effect on the gauge theory is a change in the background Chern-Simons levels: they are decreased by one unit.

## Fourier transform.



$$
\int d z E_{-}\left(z-x+c_{b}(1-R)\right) e^{-i \pi(z-y)^{2}}=E_{+}\left(y-x-c_{b}(1+R) / 2\right)
$$

This represents a duality containing a $U(1)$ gauge field on the one side but no gauge field on the other. This rule is equivalent to the Fourier transformation identity discussed in section 3.1, and is another singular-tangle representation of that duality. Here, the theory of one $U(1)$ gauge field at level one-half together with a charged chiral particle is mirror to a free chiral field.

### 4.1.2 Rules descending from move 2

The second Reidemeister move can be generalized to give rise to an identity between singular tangles where neighbouring singularities cancel pairwise such that on the other side of the identity there is no singularity at all. Therefore, we denote these identities with the term pairwise cancellation of singularities. We will also examine a partition function identity inherited from the tangle identity for one choice of Seifert surface. The relevant singular tangle identities are the following.


From the perspective of the 3d gauge theory these can be understood as follows. We have a closed polygonal region bounded by two singularities. As discussed in section 3.3
this gives rise to a superpotential with the two chiral fields. Thus the particles are given mass and make no contribution to the infrared physics. The dual theory then contains no particles, but depending on the UV Chern-Simons levels it can contain background Chern-Simons levels.

Picking a Seifert surface these rules translate to the following quantum dilogarithm identities.


$$
E_{+}\left(-x+c_{b}(1-R)\right) E_{+}\left(x-c_{b}(1-R)\right)=e^{-i \pi x^{2}}
$$



$$
E_{+}\left(x-c_{b}(1-R)\right) E_{-}\left(x-c_{b}(1-R)\right)=1
$$

From this perspective, the underlying identity of pairwise cancellation of singularities is equation (16) in the appendix of reference [23].

### 4.1.3 Rules descending from move 3

The most important rule arises from singularization of the third Reidemeister move. This rule is called the 3-2 move and encodes a non-trivial three-dimensional mirror symmetry. In this section we will clarify its relation to the third Reidemeister move by singularizing all crossings on one side of the identity and only two on the other side. Apart from the $3-2$ move, the third Reidemeister move can be singularized by adding only one singularity on both sides. This application follows from the previously identified Fourier transform identity and hence does not represent an independent mirror symmetry. Nevertheless, the simple application is useful when moving between Seifert surfaces in the examples of section 5 and 6 . We will turn to this simple application first and then discuss the $3-2$ move.

Change of branch sheet. Applying the Fourier transform identity of figure 13 locally, we obtain a generalization of the third Reidmester move. On one side of the duality we have a theory with a chiral particle charged under a $U(1)$ gauge field which in turn couples to two background gauge fields. The duality relates this theory to one with no gauge group, a chiral mulitplet and two flavor fields. The partition function equality is again an application of figure 13 .



The 3-2 move. The relevant singular tangle identity is depicted below.


We clearly see that this identity relates a theory with three chiral fields to the one with just two chiral fields. Such theories are known to come in mirror pairs in three dimensions $[13,15,16,38]$. Examining the left-hand-side we notice the presence of a closed polygonal region bounded by three singularities and hence the existence of a superpotential. To extract the physical content we choose Seifert surfaces as shown below.


$$
\begin{aligned}
& E_{+}\left(z-y-c_{b}(1-r)\right) E_{-}\left(z-x+c_{b}(1-s)\right) E_{-}\left(x-y-c_{b}(1-r-s)\right) \\
&=\int d w E_{+}\left(y-w-c_{b}\right) E_{+}\left(z+w-c_{b}(1-r)\right) e^{i \pi(x-w)^{2}}
\end{aligned}
$$

The physical theories are then read off:

- left-hand-side: a theory with three chiral fields $X, Y, Z$ no gauge symmetry and a cubic superpotential $\mathcal{W}=X Y Z$, known as the $X Y Z$-model.
- right-hand-side: a theory with a gauged $\mathrm{U}(1)$ with vanishing self Chern-Simons level and two oppositely charged chiral fields $Q$ and $\widetilde{Q}$, known as U(1) super-QED with $N_{f}=1$.

These theories are known to form a mirror pair [16]. At the level of partition functions this duality is the pentagon identity for quantum dilogarithms [23].


Figure 21. Resolution of singularities by turning on Fayet-Iliopoulos or Coulomb branch parameters. In both parts, (a) and (b), $m$ is the argument of the relevant quantum dilogarithm.

### 4.2 Resolutions of dualities

In this section we make the connection between generalized Reidemeister moves and ordinary Reidemeister moves precise. We show that motion onto the moduli space of the conformal field theories appearing on both sides of a generalized Reidemeister move resolves them into ordinary Reidemeister moves. To achieve this we will choose a particular Seifert surface such that all the resolutions in question are obtained as a motion onto the Coulomb branch. In general such a deformation gives masses to all chiral fields and in the infrared they can be integrated out. Generically, this leads to a fractional shift in the Chern-Simons levels of the form [16]

$$
\begin{equation*}
\left(K_{I J}\right)_{\mathrm{eff}}=K_{I J}+\frac{1}{2} \sum_{a=1}^{N_{f}}\left(q_{a}\right)_{I}\left(q_{a}\right)_{J} \operatorname{sign}\left(m_{a}\right) \in \mathbb{Z}, \quad I, J=1, \cdots, G+F, \tag{4.1}
\end{equation*}
$$

where we have noted that the effective levels are integral in order to ensure gauge invariance. These effective levels are depicted in figure 21 as applied to a single singularity as studied in section 3.2.

In applying this logic to study resolutions of singular tangles, one must take care to remain in a supersymmetric vacuum. In other words the $F$ - and $D$-term equations have to be satisfied. This will be dealt with next.

### 4.2.1 $\quad$ F- and D-term equations

Let us elaborate the Coulomb branch resolutions from the viewpoint of the 3d gauge theory. The singular tangle describes the CFT at the origin of the Coulomb and Higgs branches. If we discuss only resolutions which remain at the origin of the Higgs branch then the resulting resolutions correspond to different leaves of the Coulomb branch parameterized by Fayet-Iliopoulos parameters and scalar fields in vector multiplets.

In order to determine which resolutions are possible in a complicated singular tangle we need to solve the D- and F-term equations of the relevant 3d gauge theory. The potential $\mathcal{V}$ for the theory is a sum of a D-term and an F-term contributions of the form

$$
\begin{equation*}
\mathcal{V}=\mathcal{V}_{D}+\mathcal{V}_{F} \tag{4.2}
\end{equation*}
$$

In a supersymmetric vacuum this potential must vanish. As both $\mathcal{V}_{D}$ and $\mathcal{V}_{F}$ are nonnegative, both must vanish separately.

Let us first consider the F-term potential which reads

$$
\begin{equation*}
\mathcal{V}_{F}=\sum_{a=1}^{N_{f}}\left|\frac{\partial \mathcal{W}}{\partial \phi_{a}}\right|^{2} \tag{4.3}
\end{equation*}
$$

where $\mathcal{W}$ is the superpotential of the theory and $\phi_{a}$ is the scalar component of the chiral field $X_{a}$. In our geometric examples, $\mathcal{W}$ arises from a sum over polygons and hence each monomial in $\mathcal{W}$ has degree larger than one. It follows that if we remain at the origin of the Higgs branch $\phi_{a}=0$ the F-term potential is trivially minimized.

Let us next turn to the D-term potential. In the following we will drop the subscript eff from all Chern-Simons levels and assume that the IR limit has been taken. The D-term potential is then given by

$$
\begin{align*}
\mathcal{V}_{D}= & \sum_{i, j} \frac{k_{i j}}{2 \pi} D_{i} y_{j}+\sum_{i, \lambda} \frac{k_{\lambda i}}{2 \pi} x_{\lambda} D_{i} \\
& +\sum_{a, i} q_{a, i} D_{i}\left|\phi_{a}\right|^{2}+\sum_{a, i}\left|q_{a, i} y_{i}\right|^{2}\left|\phi_{a}\right|^{2} \tag{4.4}
\end{align*}
$$

where the summation is over $i, j=1, \cdots, G$ for the gauge indices, and $\lambda=1, \cdots, F$ for the Fayet-Illiopoulos parameters $x_{\lambda}$. The associated D-term equation then reads

$$
\begin{equation*}
\frac{\partial \mathcal{V}_{D}}{\partial D_{i}}=\sum_{j} \frac{k_{i j}}{2 \pi} y_{j}+\sum_{\lambda} \frac{k_{i \lambda}}{2 \pi} x_{\lambda}+\sum_{a} q_{a, i}\left|\phi_{a}\right|^{2}=0 . \tag{4.5}
\end{equation*}
$$

On the Coulomb branch we have that $\phi_{a}=0$ which simplifies the above equation considerably. Defining

$$
K_{I J}:=\left(\begin{array}{cc}
k_{i j} & k_{i \lambda}  \tag{4.6}\\
k_{\lambda i} & k_{\lambda \mu}
\end{array}\right), \quad \Sigma_{J}:=\binom{y_{i}}{x_{\lambda}},
$$

it is possible to write equation (4.5) in the compact form

$$
\begin{equation*}
K_{i J} \Sigma_{J}=0 \tag{4.7}
\end{equation*}
$$

for $i=1, \cdots, G$.
Equation (4.7) is our desired result. It implies that provided we are interested only in Coulomb branch deformations, we can determine which are allowed by searching for null-vectors of the effective level matrix $K$.

### 4.2.2 Resolution of move descending from rule 1

Here, we examine how a particular resolution on the two sides of our first generalized Reidemeister move gives back the ordinary Reidemeister move of first kind. In order to proceed, we need to pick a particular Seifert surface which allows us to obtain the relevant


Figure 22. Resolution of the first generalized Reidemeister move.
resolution as motion onto the Coulomb branch. We will pick the second Seifert surface corresponding to the dilogarithm identity

$$
\begin{equation*}
\int d z E_{-}\left(z-x+c_{b}(1-R)\right) e^{-i \pi(z-y)^{2}}=E_{+}\left(y-x-c_{b}(1+R) / 2\right) \tag{4.8}
\end{equation*}
$$

The limit we take is the following

$$
\begin{equation*}
y \rightarrow-\infty, \quad x \rightarrow \infty, \quad z \rightarrow-\infty \tag{4.9}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
E_{-}\left(y-x-c_{b}(1+R) / 2\right) \rightarrow 1, \quad E_{+}\left(z-x+c_{b}(1-R)\right) \rightarrow 1 \tag{4.10}
\end{equation*}
$$

The effective Chern-Simons levels of the left-hand-side become

$$
\begin{equation*}
k_{z z}=1, \quad k_{z y}=-1 \tag{4.11}
\end{equation*}
$$

which in turn lead to the D-term equation (4.7)

$$
\begin{equation*}
z-y=0 \tag{4.12}
\end{equation*}
$$

As this is consistent with the limit taken we are indeed looking at a valid resolution satisfying the equations of motion of the gauge theory. The pictorial representation is shown in figure 22 . We clearly see that the resolution reproduces the ordinary first Reidemeister move as claimed.

### 4.2.3 Resolution of moves descending from rule 2

Next, we look at resolutions of the second generalized Reidemeister move. This rule consists of two parts and we shall examine both of them. Again we have to pick a Seifert surface which we choose to be the same as in section 4.1.2. The relevant quantum dilogarithm identity for the first subrule is

$$
\begin{equation*}
E_{+}\left(-x+c_{b}(1-R)\right) E_{+}\left(x-c_{b}(1-R)\right)=e^{-i \pi x^{2}} \tag{4.13}
\end{equation*}
$$



Figure 23. Resolution of the second generalized Reidemeister move.

Here we can consider the following limit

$$
\begin{equation*}
x \rightarrow \infty: \quad E_{+}\left(-x+c_{b}(1-R)\right) E_{+}\left(x-c_{b}(1-R)\right) \rightarrow 1 \cdot e^{-i \pi x^{2}}=e^{-i \pi x^{2}} \tag{4.14}
\end{equation*}
$$

As the limit gives the right hand side of the identity trivially there is nothing to be checked. Therefore, this resolution does not involve any Reidemeister moves.

Let us now move to the second subrule. The relevant quantum dilog identity is

$$
\begin{equation*}
E_{+}\left(x-c_{b}(1-R)\right) E_{-}\left(x-c_{b}(1-R)\right)=1 . \tag{4.15}
\end{equation*}
$$

Taking the limit $x \rightarrow \infty$ the left-hand-side becomes

$$
\begin{equation*}
E_{+}\left(x-c_{b}(1-R)\right) E_{-}\left(x-c_{b}(1-R)\right) \rightarrow e^{-i \pi x^{2}} e^{i \pi x^{2}} \tag{4.16}
\end{equation*}
$$

The pictorial representation of this resolution is the second Reidemeister rule, as shown in figure 23 .

### 4.2.4 Resolution of move descending from rule 3

Let us now come to our last and most involved case, namely the 3 -2-move. The relevant identity here is

$$
\begin{array}{r}
E_{+}\left(z-y-c_{b}(1-r)\right) E_{-}\left(z-x+c_{b}(1-s)\right) E_{-}\left(x-y-c_{b}(1-r-s)\right) \\
=\int d w E_{+}\left(z-w-c_{b}\right) E_{+}\left(w-y-c_{b}(1-r)\right) e^{i \pi(x-w)^{2}} . \tag{4.17}
\end{array}
$$

Defining

$$
\begin{equation*}
x-y \equiv c_{1}, \quad z-x \equiv c_{2}, \quad z-y \equiv c_{3} \tag{4.18}
\end{equation*}
$$

we will consider the limit

$$
\begin{equation*}
c_{i} \gg 0 \quad \text { for } \quad i=1,2,3 \tag{4.19}
\end{equation*}
$$

As the above equation set implies the relation $c_{1}=-c_{2}+c_{3}$ we find that

$$
\begin{equation*}
c_{3}-c_{2} \gg 0 . \tag{4.20}
\end{equation*}
$$



Figure 24. Resolution of the 3-2-move.

Setting $w \equiv c_{3}$ ensures that we have the effective Chern-Simons-levels

$$
\begin{equation*}
k_{w x}=1, \quad k_{w y}=-1, \quad k_{z w}=-1, \quad k_{w w}=1 . \tag{4.21}
\end{equation*}
$$

The D-term equation (4.7) thus gives

$$
\begin{equation*}
x-y+w-z=c_{3}-c_{2}+c_{3}+c_{2}-2 c_{3}=0, \tag{4.22}
\end{equation*}
$$

and hence confirms that we are on the Coulomb-branch.
The pictorial representation of the limit discussed is the third Reidemeister move as shown in figure 24.

## 5 R-flow

We have seen how singular tangles capture the content of a 3d conformal field theory with four supercharges and that resolutions of such objects describe dynamics on the moduli space of the same theory. This is very similar to how Seiberg-Witten theory describes the Coulomb branch of 4 d gauge theories with eight supercharges. In fact, the similarity goes even further. In the Seiberg-Witten case the multi-cover of a complex curve with punctures captures all the information about the BPS states of the four-dimensional gauge theory [2-5]. In our case a multicover (more specifically, a double cover) of $\mathbb{R}^{3}$ with specified boundary conditions captures the content of a three-dimensional theory. The connection of these two descriptions can be made precise by looking at specific class of examples where the three-manifolds in question arise from flows of a Seiberg-Witten curve of a 4d theory. By this we mean that there exists a slicing of the three-manifold along a time direction such that each slice represents a SW-curve. It turns out, that such a flow indeed exists and is known as $R$-flow [10, 39]. This section is devoted to the definition and properties of R -flow. It is defined on the space of central charges of certain $4 \mathrm{~d} \mathcal{N}=2$ theories and describes a domain wall solution which has the interpretation of a $3 \mathrm{~d} \mathcal{N}=2$ theory [40-42].


Figure 25. R-flow for an example with three central charges.

### 5.1 Definition of the flow

R-flow is a motion in the space central charges of four-dimensional theories with eight supercharges. In theories which are known to be complete [43] deformations in the space of central charges are locally equivalent to deformations of branch points of the SeibergWitten curve. We define the flow to be of the following form

$$
\begin{equation*}
\frac{d}{d t} Z_{i}=i \operatorname{Re} Z_{i} \tag{5.1}
\end{equation*}
$$

where $Z_{i}$ is the central charge of the $i$-th charge in the $\mathcal{N}=24 \mathrm{~d}$ theory. This tells us that the central charges flow along straight lines preserving their real parts while their imaginary parts move at a rate which is proportional to their real parts. As a consequence of this flow equation, the phase ordering of central charges is preserved and hence the entire evolution takes place in a fixed BPS chamber. In summary, we can say that phase ordering is time ordering and depict this in a graph shown in figure 25 . This describes a three-dimensional theory as a domain-wall solution of the four-dimensional parent theory where each 4d BPS state gives rise to a 3 d BPS state whose mass is given by the real part of $Z_{i}$.

## 5.2 $\quad A_{n}$ flow and the KS-operator

In this paper we are in particular interested in flows of 4 d gauge theories which arise from wrapping a M5-brane on a Riemann surface of the type $A_{n}$ describing Argyres-Douglas

CFTs [5, 44]. These are Riemann surfaces which are double covers of the $\mathbb{C}$-plane of the form

$$
\begin{equation*}
y^{2}=\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{n}\right)\left(x+a_{n+1}\right), \tag{5.2}
\end{equation*}
$$

where $a_{n+1}=\sum_{i=1}^{n} a_{i}$. The Seiberg-Witten differential is given by the square root of the quadratic differential

$$
\begin{equation*}
\phi=\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{n}\right)\left(x+a_{n+1}\right) d x^{2}, \tag{5.3}
\end{equation*}
$$

i.e. $\lambda_{\mathrm{SW}}=\sqrt{\phi}$. Having established the above definitions, it is straightforward to write down the central charges of the theory:

$$
\begin{align*}
Z_{1} & =\int_{a_{1}}^{a_{2}} \sqrt{\phi} \\
Z_{2} & =\int_{a_{2}}^{a_{3}} \sqrt{\phi}, \\
& \vdots  \tag{5.4}\\
Z_{n} & =\int_{a_{n}}^{a_{n+1}} \sqrt{\phi} .
\end{align*}
$$

Now, choosing a specific ordering of the phases of the central charges one arrives in a particular chamber of the moduli space where a specific number of BPS particles is stable. For the choice

$$
\begin{equation*}
\arg Z_{1}<\arg Z_{2}<\cdots<\arg Z_{n}, \tag{5.5}
\end{equation*}
$$

we obtain the so called minimal chamber with exactly $n$ stable particles. On the other hand, the maximal chamber is defined for the configuration

$$
\begin{equation*}
\arg Z_{n}<\arg Z_{n-1}<\cdots<\arg Z_{1} \tag{5.6}
\end{equation*}
$$

Here the number of stable BPS particles is $\frac{1}{2} n(n+1)$ [45]. There will be also intermediate chambers with less particles and we shall refer to the number of states in a given chamber by $N$. Note that for each of these states there is a corresponding central charge which in general is a linear combination of those given in (5.4). We next assign to each central charge ordering a Kontsevich-Soibelman operator of the following form [46-48]:

$$
\begin{equation*}
\mathbb{K}(q)=\prod_{i}^{N} E_{+}\left(\hat{\gamma}_{i}\right), \tag{5.7}
\end{equation*}
$$

where $E_{+}$is the non-compact quantum dilogarithm while the $\hat{\gamma}_{i}$ label the stable BPS states and can be interpreted as phase space variables of the quantum Hilbert space which differ by actions of $\operatorname{Sp}(n, \mathbb{Z})$ if $n$ is even and $\operatorname{Sp}(n-1, \mathbb{Z})$ if $n$ is odd. From the point of view of the $A_{n}$ curve the $\hat{\gamma}_{i}$ represent cycles determined by two branch points $a_{k}$ and $a_{l}$. In particular, from the point of view of the quantum mechanics description of section 2.1.1, they are linear combinations of $\hat{x}_{i}$ and $\hat{p}_{i}$ and are mapped to each other by actions of the generators

$$
\begin{equation*}
\sigma_{2 j-1}=\exp \left(-i \pi \hat{x}_{j}^{2}\right), \quad \sigma_{2 j}=\exp \left(-i \pi \hat{p}_{j}^{2}\right) \tag{5.8}
\end{equation*}
$$



Figure 26. For each KS-operator there is an associated singular braid $B_{\mathbb{K}}$.

We can assign to each KS-operator a quantum mechanical matrix element of the form

$$
\begin{equation*}
\mathcal{Z}_{\mathbb{K}}=\langle x| \mathbb{K}|y\rangle, \tag{5.9}
\end{equation*}
$$

which have an interpretation as partition functions of 3d theories as discussed in section 2.1.1. These partition functions enjoy a $\operatorname{Sp}(n, \mathbb{Z}) \times \operatorname{Sp}(n, \mathbb{Z})$ action which has the interpretation of the braid group action on the two ends of a braid with $n+1$ strands. In our case we can thus assign a singular braid $B_{\mathbb{K}}$ to the matrix element $\mathcal{Z}_{\mathbb{K}}$. This is depicted schematically in figure 26 . As also indicated there, the braid naturally defines a time direction which we can understand as follows. Each line of the braid describes the flow of a branch point of the $A_{n}$-curve along the time direction and at the singularities these branch points come close to each other and actually touch, thereby loosing their individual identities.

Let us zoom into the braid $B_{\mathbb{K}}$ to see how the strands approach each other for an isolated singularity. To this end, we rewrite the partition function as a gluing of three braids according to the formalism developed in section 2.1.1

$$
\begin{equation*}
\mathcal{Z}_{\mathbb{K}}=\int d x^{\prime} d y^{\prime}\langle x| \cdots\left|y^{\prime}\right\rangle\left\langle y^{\prime}\right| E_{+}\left(\hat{\gamma}_{k l}\right)\left|x^{\prime}\right\rangle\left\langle x^{\prime}\right| \cdots|y\rangle, \tag{5.10}
\end{equation*}
$$

where $\hat{\gamma}_{k l}$ represents the contribution of the 4d BPS state whose central charge is given by

$$
\begin{equation*}
Z_{k l}=\int_{a_{l}}^{a_{k}} \sqrt{\phi} . \tag{5.11}
\end{equation*}
$$

Zooming into the braid we then have the local representation for an isolated singularity shown in table 1. Resolving the singularity means turning the points at which the branch points touch to near misses. As we have seen, for each singularity there are exactly three ways to do this. R-flow, as a flow of branch points of the Seiberg-Witten curve, is equivalent to choosing the resolution of figure 10 (b) for all singularities. Said differently, the singular braid $B_{\mathbb{K}}$ is obtained from the flow defined by equation (5.1) in the limit in which all near misses are replaced by singularities.


Table 1. Braid realization of a local singularity. The relevant branch points come close to each other until they collide in the singularity and loose their individual identities. After that they depart again until they reach their original positions in the braid.

Let us now come to the justification of this picture. The initial condition of R-flow is determined by the chamber in which the flow starts. Furthermore, as the flow continues one stays in the initial chamber due to the phase-preserving property of the flow. As central charges cross the real axis something special happens. Recall that a 4d BPS hypermultiplet has an interpretation as a geodesic on the complex plane between branch points of the Riemann surface [49, 50]. These geodesics obey the equation

$$
\begin{equation*}
\sqrt{\phi}=e^{i \theta_{m}} d t \tag{5.12}
\end{equation*}
$$

where $\theta_{m}, m=1, \cdots, N$ is the phase of the $m$ th BPS state, i.e.

$$
\begin{equation*}
\theta_{m}=\arg Z_{m} \tag{5.13}
\end{equation*}
$$

There are two remarks in order here. First, R-flow describes a motion on the Coulomb branch (including mass parameters) of the four-dimensional gauge theory. On the other hand, the flow equation (5.12) is a flow on the $\mathbb{C}$-plane at a fixed point in the moduli space. The Seiberg-Witten curve, being a double-branched cover of the $\mathbb{C}$-plane, is not subject to change under the flow (5.12). Therefore, in order to relate the two motions, we have to choose a fixed angle $\theta_{m}$ corresponding to a line in the complex plane of central charges. Secondly, the geometry of R-flow predestines exactly such a line, namely the real axis which defines a mirror axis for the flow. Thus we see that each time a central charge crosses the real axis there is a geodesic solution with minimal length. Thus at such points the pair of branch points corresponding to the BPS bound state whose central charge crosses the real axis are closest.

### 5.3 Examples

In this section present some examples of R-flow. We start with the simplest case and proceed to increasing complexity. Already in the very first example, the $A_{1}$ flow, we will


Figure 27. $m>0$. Part a) depicts the motion of branch points of the $A_{1}$-curve on the $\mathbb{C}$-plane while part b) describes the motion as branch lines in $\mathbb{C} \times \mathbb{R}$.
find that R-flow gives insight into the behavior of branch lines near local singularities.

## $A_{1}$ flow

As a first example we will consider the most simple case of R-flow. This is the theory corresponding to the curve

$$
\begin{equation*}
y^{2}=x^{2}+\epsilon \tag{5.14}
\end{equation*}
$$

with a single central charge, denoted by $Z_{1}$, given by

$$
\begin{equation*}
Z_{1}=\int_{-\sqrt{\epsilon}}^{\sqrt{\epsilon}} \sqrt{x^{2}+\epsilon} d x=-\frac{\pi i}{2} \epsilon \tag{5.15}
\end{equation*}
$$

We will find that this theory has significant importance for the resolution of arbitrary singular tangles as it predicts the possible local resolutions of an isolated singularity by turning on different values of Fayet-Iliopoulos parameters. Let us describe how this comes by. First of all, note that we can parametrize $\epsilon$ as $\epsilon=-\frac{2}{\pi}(-i m+t)$ with $m$ real and positive so that

$$
\begin{equation*}
Z_{1}=m+i t, \quad m>0 \tag{5.16}
\end{equation*}
$$

obeys the flow equation (5.1). ${ }^{16}$ The motion of the branch points of the curve are then given by the law

$$
\begin{equation*}
a_{1}=\alpha \sqrt{m+i t}, \quad a_{2}=-\alpha \sqrt{m+i t} \tag{5.17}
\end{equation*}
$$

where $\alpha$ is a proportionality constant. We can now view this motion from two perspectives. The first is as a motion on the $\mathbb{C}$-plane which forms the base of the double cover. The second perspective is obtained by looking at the motion of the two branch points as giving rise to branch lines in $\mathbb{C} \times \mathbb{R}$ where $\mathbb{R}$ is the time-direction parametrized by $t$. As the square root behaviour of (5.17) is fairly simple we can depict the two perspectives easily as shown below in figure 27. A very interesting phenomenon happens when we flip the sign of the real part of the central charge, i.e. if we choose $m<0$ instead. Fixing the projection plane, we now obtain the following picture for the branch-point flow (figure 28).
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Figure 28. $m<0$. Part a) depicts the motion of branch points of the $A_{1}$-curve on the $\mathbb{C}$-plane while part b) describes the motion as branch lines in $\mathbb{C} \times \mathbb{R}$.

We see that this exactly mirrors two of the three possible resolutions described in section 3.1 , namely resolutions 10 (b) and (c). Note that resolution (a) cannot be obtained in this formalism as it breaks time-flow or equivalently keeps the mass parameter $m$ at zero but deforms the theory onto the Higgs branch.

## $A_{2}$ flow

We now turn to our next example, the $A_{2}$ curve. It is, apart from the $A_{1}$ case, the most important flow example as it provides insight into three-dimensional mirror symmetry in terms of flows of four-dimensional theories. In order to illustrate this we consider the two central charge orderings of this theory which provide two BPS chambers with different particle content. More precisely, we have a 2-particle chamber:

$$
\begin{equation*}
\arg Z_{1}<\arg Z_{2}<0 \tag{5.18}
\end{equation*}
$$

and a three-particle chamber

$$
\begin{equation*}
\arg Z_{2}<\arg Z_{1}<0 \tag{5.19}
\end{equation*}
$$

where the third state is the one with charge $Z_{1}+Z_{2}$. Looking at the Kontsevich-Soibelmann operator we see that in the first case it is given by

$$
\begin{equation*}
E_{+}(\hat{p}) E_{+}(\hat{x}) \tag{5.20}
\end{equation*}
$$

while in the second case one has

$$
\begin{equation*}
E_{+}(\hat{x}) E_{+}(\hat{x}+\hat{p}) E_{+}(\hat{p}) \tag{5.21}
\end{equation*}
$$

The crucial point here is that these two operators are actually equal if we impose the commutator

$$
\begin{equation*}
[\hat{x}, \hat{p}]=\frac{i}{2 \pi} \tag{5.22}
\end{equation*}
$$

as was first proven in [23]. This is the underlying equality leading to the 3-2-move discussed in section 4.1.3. Therefore, the $3-2$-move can actually be thought of as arising from R-flow of the $A_{2}$ curve. However, note that the 3-2 move is obtained by looking at matrix elemts $\langle x| \mathbb{K}|p\rangle$, that is position/momentum matrix elements, whereas R -flow is equivalent to matrix elements of the form $\langle x| \mathbb{K}|y\rangle$, namely position/position matrix elements. Furthermore,


Figure 29. The singularized braid of the A2 flow in the minimal chamber.
there are many braid realizations of these matrix elements differing by the other various dualities discussed in section 4.1. In this section we will look at representations which are obtained from the prescription described in table 1. That is, we will now look at the above KS-operators and their braid realizations from the perspective of branch-point flow.

Let us start with the minimal particle chamber. Using the identity

$$
\begin{equation*}
E_{+}(\hat{p})=e^{i \pi \hat{x}^{2}} e^{i \pi \hat{p}^{2}} e^{i \pi \hat{x}^{2}} E_{+}(\hat{x}) e^{-i \pi \hat{x}^{2}} e^{-i \pi \hat{p}^{2}} e^{-i \pi \hat{x}^{2}} \tag{5.23}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\langle x| E_{+}(\hat{p}) E_{+}(\hat{x})|y\rangle & =\langle x| e^{i \pi \hat{x}^{2}} e^{i \pi \hat{p}^{2}} e^{i \pi \hat{x}^{2}} \hat{x} e^{-i \pi \hat{x}^{2}} e^{-i \pi \hat{p}^{2}} e^{-i \pi \hat{x}^{2}} E_{+}(y)|y\rangle \\
& =\int d x^{\prime}\langle x| \sigma_{1}^{-1} \sigma_{2}^{-1} E_{+}\left(x^{\prime}\right)\left|x^{\prime}\right\rangle\left\langle x^{\prime}\right| \sigma_{2} \sigma_{1} E_{+}(y)|y\rangle \tag{5.24}
\end{align*}
$$

This way we have rewritten the partition function in terms the $\sigma_{i}$ which describe actions of the braid group. The braid representation of the right-hand side of the above identity is shown in figure $29 .{ }^{17}$ The single integration variable in (5.24) corresponds to a $\mathrm{U}(1)$ gauge group manifest as a compact white region in figure 29. Furthermore, we have used that $\sigma_{1}$ and $\sigma_{1}^{-1}$ commute with $E_{+}(\hat{x})$ and therefore cancel each other. Note that the theory described by the braid 29 is related to $\mathrm{U}(1)$ SQED by changing the branch sheet as discussed in section 4.1.3. ${ }^{18}$ We will not discuss this here and rather turn our attention to a particular resolution of the singular braid. Applying resolution rule (b) of figure 10 to all singularities we obtain the figure 31 . It is also possible to explicitly solve equation (5.1) and compute the flow of branch points in the minimal chamber. The result is shown in the second part of figure 31. We see that the resolved braid and the flow of branch points are topologically equivalent and just differ by change of projection plane. That is the location of particles is represented in both pictures by cusps at which the same strands come closest.

Next, we turn to the maximal chamber. Here, we need further the following identity

$$
\begin{equation*}
E_{+}(\hat{x} \hat{p})=e^{i \pi \hat{p}^{2}} E_{+}(\hat{x}) e^{-i \pi \hat{p}^{2}} \tag{5.25}
\end{equation*}
$$

which allows us to rewrite the partition function as

$$
\begin{align*}
& \langle x| E_{+}(\hat{x}) E_{+}(\hat{x}+\hat{p}) E_{+}(\hat{p})|y\rangle \\
= & \langle x| E_{+}(\hat{x}) e^{i \pi \hat{p}^{2}} E_{+}(\hat{x}) e^{-i \pi \hat{p}^{2}} e^{i \pi \hat{x}^{2}} e^{i \pi \hat{p}^{2}} e^{i \pi \hat{x}^{2}} E_{+}(\hat{x}) e^{-i \pi \hat{x}^{2}} e^{-i \pi \hat{p}^{2}} e^{-i \pi \hat{x}^{2}}|y\rangle \tag{5.26}
\end{align*}
$$

We depict the corresponding braid representation in figure 30. One can immediately ex-
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Figure 30. The singular braid of the A2 flow in the maximal chamber.


Figure 31. R-flow of $A_{2}$ in the minimal chamber. In (a) the resolved braid braid is depicted. The previous singularities appear now as cusps in the braid diagram. These are marked with red arrows. Part (b) shows the flow of branch points obtained by explicitly solving equation (5.1).
tract from this singular braid the presence of three $\mathrm{U}(1)$ gauge fields corresponding to the three white regions in the diagram. Moreover, we see that two of the chiral fields are charged under two $U(1)$ 's. Again, by a change of branch sheet (see section 4.1.3) and and S-duality at the boundary, we can transform this picture to the one corresponding to the XYZ model discussed in section 4.1.3. We will not discuss this here but will rather analyse the connection to R -flow as branch point flow. This connection is established by looking at the particular resolution of the singular braid which corresponds to R -flow of branch points. This resolution is depicted below in figure 32. The second part of figure 32 shows the flow of branch points obtained by explicitly solving equation (5.1) in the maximal chamber. Again we see that the two figures are topologically identical.


Figure 32. R-flow of $A_{2}$ in the maximal chamber. Part (a) shows the resolved braid. The locations of previous singularities are marked with red arrows. Part (b) depicts the flow of branch points as arising from a flow of central charges along straight vertical lines.

## $A_{3}$ flow

Next in complexity is the $A_{3}$-flow. For clarity of presentation, we will solely concentrate on the flow in the minimal BPS chamber here. There are three cycles corresponding to the operators $\hat{\gamma}_{1}=\hat{x}, \hat{\gamma}_{2}=\hat{p}$, and $\hat{\gamma}_{3}=\hat{x}+c$, which form a central extension of the $\mathrm{SL}(2, \mathbb{Z})$-algebra generated by $\hat{x}$ and $\hat{p}$ with commutators ${ }^{19}$

$$
\begin{equation*}
[\hat{x}, \hat{p}]=-\frac{i}{2 \pi}, \quad[c, \hat{x}]=[c, \hat{p}]=0 \tag{5.27}
\end{equation*}
$$

The KS-operator corresponding to the minimal particle chamber is given by

$$
\begin{equation*}
\mathbb{K}=E_{+}(\hat{x}+c) E_{+}(\hat{p}) E_{+}(\hat{x}) \tag{5.28}
\end{equation*}
$$

A partition function can be formed from this operator by considering the wave-function

$$
\begin{equation*}
\mathcal{Z}_{\mathbb{K}}=\langle x| E_{+}(\hat{x}+c) E_{+}(\hat{p}) E_{+}(\hat{x})|y\rangle . \tag{5.29}
\end{equation*}
$$
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Figure 33. The singularized braid of the A3 flow in the minimal chamber.


Figure 34. The desingularized braid of the A3 flow in the minimal chamber. The locations where the particles used to be are indicated by red arrows.

This partition function now represents a singular braid. In order to extract the braid, we have to rewrite it as a gluing of simple partition functions containing no gauge groups. This is done by using the identity

$$
\begin{equation*}
E_{+}(\hat{p})=e^{-i \pi \hat{x}^{2}} e^{-i \pi \hat{p}^{2}} e^{-i \pi \hat{x}^{2}} E_{+}(\hat{x}) e^{i \pi \hat{x}^{2}} e^{i \pi \hat{p}^{2}} e^{i \pi \hat{x}^{2}}, \tag{5.30}
\end{equation*}
$$

which allows us to rewrite $\mathcal{Z}_{\mathbb{K}}$ in the form

$$
\begin{equation*}
\mathcal{Z}_{\mathbb{K}}=\int d x^{\prime}\langle x| E_{+}(x+c) e^{-i \pi \hat{x}^{2}} e^{-i \pi \hat{p}^{2}} e^{-i \pi \hat{x}^{2}}\left|x^{\prime}\right\rangle\left\langle x^{\prime}\right| E_{+}\left(x^{\prime}\right) e^{i \pi \hat{x}^{2}} e^{i \pi \hat{p}^{2}} e^{i \pi \hat{x}^{2}} E_{+}(y)|y\rangle \tag{5.31}
\end{equation*}
$$

This partition function can be represented by the singularized braid shown in figure 33 . We see again a $U(1)$ gauge group corresponding to the one compact white region. Furthermore, a chiral field is charged under this gauge group while the two other chiral fields are gauge neutral. Applying duality rules we can transform this picture to different ones with more or less gauge groups. Applying resolution rule (b) of figure 10 to all singularities we obtain picture 34. This resolved braid can again be reproduced by letting the central charges of the $A_{3}$ curve R -flow as depicted in figure 25 . One can carry out the flow procedure by inverting the central charges as functions of the branch points locally along the flow. The resulting flow of branch points for the minimal chamber is depicted in figure 35. Comparing figure 34 with figure 35 we find that the two are topologically identical in that the strands which come closest at the location of particles are the same in both pictures, i.e. first $\gamma_{3}$ contracts, then $\gamma_{2}$ and at last $\gamma_{1}$. They merely differ by a change of the projection plane.

We find that this behavior generalizes. That is, associated to the KS-operator corresponding to the $A_{n}$ theory in a particular chamber, there exists a resolution which arises as R -flow of the branch points. The prescription for finding the resolution corresponding


Figure 35. Flow of branch points of the minimal chamber $A_{3}$ by imposing a flow of central charges along vertical straight lines.
to R-flow is as follows. Start with the partition function

$$
\begin{equation*}
\mathcal{Z}_{A_{n}}=\langle x| \mathbb{K}(q)\left|x^{\prime}\right\rangle \tag{5.32}
\end{equation*}
$$

Associate to this matrix element the particular braid-representation which contains all particles as black dots within the Seifert-surface, where by within we mean that the Seifertsurface goes horizontally through the dot as depicted in table 1. Apply resolution rule of figure 10 (b). Note that it is not possible to obtain other resolutions for the singular braids such as the one of figure 33 from R-flow. The reason is that a local flip of the corresponding central charge, as described in the case of $A_{1}$, changes the KS-operator and will thus lead to a completely different picture.

## 6 Applications

In this section we study some further applications of the developed rules. As a first example we examine a more complicated geometry arising from the R-flow prescription. The particular geometry contains a closed non-planar polygon, i.e. a superpotential, which is only partly shaded and thus gives rise to a monopole operator. We will establish that this monopole operator appears in the superpotential. As a second example for the application of the methods developed in this paper we will look at $\mathrm{U}(1)$ SQED with $N_{f}>1$. This example does not arise from R-flow. However, we will find that the rules presented in section 4.1 are powerful enough to establish mirror symmetry even for these more complicated models geometrically.

### 6.1 Superpotentials from R-flow

In this section we look at an example of a 3d gauge theory which arises from R-flow of an intermediate chamber of the $A_{4}$ theory. This example was already analyzed to some extent in [10]. The relevant KS-operator is given by

$$
\begin{equation*}
\mathbb{K}=E_{+}\left(\hat{x}_{1}\right) E_{+}\left(\hat{x}_{2}\right) E_{+}\left(\hat{p}_{1}+\hat{x}_{2}\right) E_{+}\left(\hat{x}_{2}\right) E_{+}\left(\hat{p}_{2}\right), \tag{6.1}
\end{equation*}
$$



Figure 36. R-flow of $A_{4}$ in intermediate chamber.


Figure 37. R-flow of $A_{4}$ in intermediate chamber, second representation. In (a) we see a dual representation of the $A_{4}$ braid after application of various dualities to the original R-flow braid. In (b) we see the same dual braid, now with the closed region representing the superpotential highlighted in red. Chiral Fields are indicated by $X_{i}$.
where the phase space parameters satisfy the following commutation relations

$$
\begin{equation*}
\left[\hat{x}_{1}, \hat{p}_{1}\right]=\frac{i}{2 \pi}, \quad\left[\hat{p}_{1}, \hat{x}_{2}\right]=\frac{i}{2 \pi}, \quad\left[\hat{x}_{2}, \hat{p}_{2}\right]=\frac{i}{2 \pi} . \tag{6.2}
\end{equation*}
$$

The 3d partition function associated to the KS-operator is now

$$
\begin{equation*}
\mathcal{Z}_{\mathbb{K}}=\langle x| E_{+}\left(\hat{x}_{1}\right) E_{+}\left(\hat{x}_{2}\right) E_{+}\left(\hat{p}_{1}+\hat{x}_{2}\right) E_{+}\left(\hat{x}_{2}\right) E_{+}\left(\hat{p}_{2}\right)\left|x^{\prime}\right\rangle . \tag{6.3}
\end{equation*}
$$

Its representation in terms of a singular braid is depicted in figure 36. We can clearly see 4 $\mathrm{U}(1)$ gauge groups represented by the four white regions in the braid. Applying the Fourier transform identity twice and the $T$-transform rule of section 4.1 we obtain the simpler braid depicted in figure 37. This braid represents a dual description of the same quantum field theory. In this description, there is a $\mathrm{U}(1)$ gauge group under which two chiral multiplets, denoted by $X_{3}$ and $X_{2}$, are charged oppositely. Furthermore, one can clearly see a compact polygonal region bounded by three chiral singularities. This corresponds to a superpotential in the effective 3d gauge theory to which all three chiral multiplets contribute. This theory contains a monopole operator which also participates in the superpotential term. One way to see this, is through the white region contained within the bounded polygonal region. One can check, using the formula (3.19) for the charge of the monopole operator discussed
in section 3.3, that the monopole operator $\mathcal{M}$ is invariant under the $\mathrm{U}(1)$ gauge group. This immediately tells us that we can write down a superpotential of the form

$$
\begin{equation*}
\mathcal{W}=\mathcal{M} X_{2} X_{3} X_{4}, \tag{6.4}
\end{equation*}
$$

which is gauge invariant. Furthermore, this superpotential breaks exactly one U(1) flavor symmetry which is consistent as there are five chiral fields but only four non-compact white regions in the geometry.

### 6.2 U(1) SQED with $N_{f}>1$

Here, we will demonstrate that our rules for the singular tangles provide a convenient geometric way of encoding general mirror symmetries of $3 \mathrm{~d} N=2$ gauge theories. The example we will use to demonstrate this is the generalization of $\mathrm{U}(1) \mathrm{SQED} / X Y Z$ mirror symmetry. Start with a $3 \mathrm{~d} N=2$ gauge theory with $\mathrm{U}(1)$ gauge group and $N_{f}>1$ charged hypermultiplets. This theory has a RG fixed point with a mirror dual description as a $\left(\mathrm{U}(1)^{N_{f}}\right) / \mathrm{U}(1)$ gauge theory with $N_{f}$ charged hypermultiplets (consisting of chiral multiplets $q_{i}$ and $\tilde{q}_{i}$ ) and $N_{f}$ neutral chiral multiplets $S_{i}$ together with a superpotential [16]

$$
\begin{equation*}
W=\sum_{i=1}^{N_{f}} S_{i} q_{i} \tilde{q}_{i} . \tag{6.5}
\end{equation*}
$$

The charge assignments are as follows

$$
\begin{equation*}
 \tag{6.6}
\end{equation*}
$$

The aim will now be to translate both theories into geometric tangles and transform them into each other by using ordinary as well as singularized Reidemeister moves, thereby proofing they are mirror pairs.

### 6.2.1 $\mathrm{U}(1)$ SQED with $N_{f}=2$

We will start with the geometry corresponding to $\mathrm{U}(1)$ SQED and specialize to the case $N_{f}=2$. The relevant diagram describing this gauge theory is depicted in figure 38 .

The interior white region represents the $\mathrm{U}(1)$ gauge group and each pair of singularities corresponds to a hypermultiplet whose constituents have opposite charges under the $\mathrm{U}(1)$.


Figure 38. Diagram describing U(1) SQED with $N_{f}=2$.


Figure 39. Application of second Reidemeister move.

Let us next apply the second Reidemeister move to this diagram. The result is depicted in figure 39. Here we see that there are two extra $U(1)$ 's and that two singularities are charged under the first one whereas the second pair is charged under the second. We are now in a position to apply the generalized Reidemeister move known as the 3-2 move. This move can be applied twice, once to the upper white triangle and once to the lower white triangle, resulting in figure 40 . This diagram simply shows a $U(1)$ gauge theory with two chiral


Figure 40. After applying twice the 3-2-move.


Figure 41. U(1) SQED with $N_{f}=3$.
fields charges positively under it and two fields charges negatively. Moreover, we observe two superpotential terms each combining a neutral field with two oppositely charged fields. These data exactly match those of the mirror dual which confirms the duality.

### 6.2.2 $\mathrm{U}(1) \mathrm{SQED}$ with $N_{f}=3$

As a second and last example we will consider the more complicated case of U(1) SQED with $N_{f}=3$. The relevant diagram is

We can see 6 chiral multiplets charged under a $U(1)$ gauge group with the charges of the particles adding up to zero pairwise. The overcross and undercross singularities are arranged such that the net self-Chern-Simons level of the $U(1)$ is zero. We can add a


Figure 42. Adding a T-transform.


Figure 43. Applying a Reidemeister move.

T-transform to turn one type of singularity to another, as shown in figure 42 . Next, we do a second Reidemeister move to create a white region.

Performing the $3-2$ move we end up with a superpotential and an extra $\mathrm{U}(1)$, shown in figure 44.

We now perform the Reidemeister move a second time to create a third white region with two charged fields.

Application of the 3-2 move for a second time leads to the second superpotential term.


Figure 44. After first 3-2 move.


Figure 45. After second Reidemeister move.

As should by now be obvious, we again perform the Reidermeister move with the result shown in figure 47.

The last step is again a 3-2 move leading to the final result depicted in figure 48 .
As one can clearly see the above picture is the diagram describing the mirror dual of our original theory. We have three superpotentials each containing one neutral field and we have three $U(1)$ 's under each of which 2 chiral fields are charged. Note that the white region in the interior, under which no particle is charged, ensures that the sum of all $U(1)$ 's


Figure 46. After second 3-2 move.


Figure 47. After third Reidemeister move.
adds up to zero as required by the charge assignments shown in table (6.6). Thus we see that the diagram captures the theory in all details. The constructions we have presented easily generalize to the case of arbitrary $N_{f}$.
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[^0]:    ${ }^{1}$ In the following formula, certain details about R-charge assignments are suppressed. These will be dealt with more fully in section 3 .

[^1]:    ${ }^{2}$ Here and in the following flavor symmetries refer to non- $R$ symmetries except when explicitly indicated otherwise.

[^2]:    ${ }^{3}$ The normalization of the Chern-Simons levels appearing in (2.2) indicates that these are spin ChernSimons theories [24] whose definition depends on a choice of spin structure on spacetime. Since all the models we consider are supersymmetric and hence contain dynamical fermions, this is no restriction.
    ${ }^{4}$ We expand upon this point further in the following analysis.

[^3]:    ${ }^{5}$ As remarked in the introduction, we are only interested in $\mathcal{Z}$ up to overall phases independent of all flavor variables. Thus in the following formulas we neglect such phases.

[^4]:    ${ }^{6}$ As is typical in quantum mechanical settings we have need of wavefunctions which are not square integrable. Indeed all the partition functions associated to pure Chern-Simons theories are non-normalizable.
    ${ }^{7}$ Technically speaking, the operators above must be multiplied by a certain overall (operator independent) phase. However, since we are ignoring phases in our partition functions, we will also ignore overall phases in quantum mechanics matrix elements.

[^5]:    ${ }^{8}$ The central element $S^{2}$ acts as charge conjugation acting on the variables as $x \rightarrow-x$. However, all the wavefunctions considered in this section are even functions of $x$ so that this action is trivial.

[^6]:    ${ }^{9}$ Formula (2.33) is correct when $u$ is non-vanishing. In the special case where $u=0$ the result is just $\mathcal{Z}_{\mathcal{O}}(x)=\delta(x)$.

[^7]:    ${ }^{10}$ The 'last strand' appearing at the bottom of the diagram in figure 3 is stationary under all braid moves. Alternatively one may work with the spherical braid group and impose additional relations. For simplicity we stick with the more familiar planar braids.
    ${ }^{11}$ In this paper the term knot will be used broadly to include both knots and multicomponent links.

[^8]:    ${ }^{12}$ In making this comparison it is crucial that the branch locus is connected.

[^9]:    ${ }^{13}$ This assumption cannot in general be relaxed. Indeed when $\Sigma_{c}$ is non-comact in the plane one must take into account the fact that in the compactification procedure, the plane becomes and embedded $S^{2}$ inside $S^{3}$ and hence may endow $\Sigma_{c}$ with additional topology.
    ${ }^{14}$ There is one linear relation among the flavor cycles obtained in this way. So a given $\Sigma$ will have $F+1$ non-compact uncolored regions and $F$ independent flavor cycles.

[^10]:    ${ }^{15}$ Here and in the following the term Coulomb branch will be used generally to include the expectation values of scalars in both dynamical and background vector multiplets.

[^11]:    ${ }^{16}$ Note that the derivative with respect to $t$ is not equal to $m$. This is no problem however, as this condition was imposed initially to maintain the order of the central charges along the flow. But as the $A_{1}$ curve has just one central charge, we just demand that the real part stays constant.

[^12]:    ${ }^{17}$ We have suppressed the R-charges of the singularities as these are not relevant for the present discussion.
    ${ }^{18}$ We also need to apply an $S$-transformation to the boundary condition in order to switch from position boundary to momentum boundary.

[^13]:    ${ }^{19}$ We have chosen here a different commutator between $\hat{x}$ and $\hat{p}$ compared to the $A_{2}$ case. This is merely a convention. We could also have worked with the former commutator.

