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1 Introduction

The ability to compute observables at arbitrary values of coupling constant(s) is crucial to
understand and test a model. In the context of string theory and AdS/CFT this is very hard
for backgrounds that are supported by Ramond-Ramond (RR) fluxes. In some cases, how-

ever, it is possible to relate the spectral problem of a given (RR) background to the determi-

nation of the finite-volume spectrum of an integrable two-dimensional quantum field theory

(IQFT). This approach has led to spectacular results for the study of type IIB strings on
AdSs x S and their holographic dual, N’ = 4 supersymmetric Yang-Mills theory (SYM) in



the planar limit [1]. The two-dimensional IQFT here arises on the string worldsheet in light-
cone gauge, and it is a rather intricate non-relativistic theory, see [2, 3] for reviews. More re-
cently, a similar program has been undertaken for backgrounds of the AdSs type, see [4] for
a review of early efforts in this direction. The first step to determine the finite-volume quan-
tum spectrum of an IQFT is to have a firm handle on its S matrix in infinite volume. For a
string-theory in lightcone gauge the S matrix should feature 8 Bosons and 8 Fermions, plus
possibly bound states thereof. Hence, we are dealing at least with a 256 x 256 matrix. The
study of this object can be broken down in two parts: first, we may use the symmetries of the
theory to constrain as many entries as possible. This was done for the AdS3 x S3 x §3 x §1
background in [5, 6] and for AdSs x S3xT% in [7, 8]. The S matrix of the latter background
turns out to be simpler than the one of former, and it will be the focus of this paper. In
AdS3 x 8% x T* it was found [8] that symmetries determine the S matrix up to ten dress-
ing factors — compared to the single dressing factor of AdSs x S°. Moreover, “braiding”
unitarity (a symmetry expected in IQFTs, see e.g. [2] for a review) and parity can be used
to further reduce the number of independent dressing factors to five [9, 10]. These dressing
factors are not arbitrary. Rather, they have to satisfy some constraints due to (“physical” or
“generalised”) unitarity as well as to a non-relativistic analogue of crossing symmetry [11].
These constraints have been derived in [9, 10] for the AdSs x S% x T* S matrix.

The crossing equations typically force the dressing factors to have a very non-trivial
structure, see e.g. [12]. For instance in relativistic theories it is convenient to introduce a
rapidity variable 6 satisfying

p; = M sinh 6; , E; = M cosh@; . (1.1)

As long as we disregard the dressing factor, the entries of the S matrix are 2wi-periodic
functions of (0; —62). However, the dressing factors are typically non-periodic functions on
the (61 — 02) plane. Equivalently, they encode the information on all sheets of the Mandel-
stam plane. Still, the crossing and unitarity conditions do not have a unique solution; there
are non-trivial solutions of the homogeneous associated equations, the so-called Castillejo-
Dalitz-Dyson (CDD) factors [13], by which we can multiply any particular candidate dress-
ing factor to obtain a new one. In relativistic theories, however, it is usually possible to fix a
solution based on its expected asymptotic behaviour and poles in (6, — 62). Unfortunately,
things are substantially harder for non-relativistic models like the one emerging from the
worldsheet of AdS strings.

Here, the S matrix depends on two distinct rapidities, one for each particle, and it
is not a meromorphic function of such variables. Rather, it has infinitely many pairs of
branch points. Quite remarkably, the solution to the AdSs x S° crossing equation was
found by Beisert, Eden and Staudacher (BES) [14], who also relied on intuition coming
from perturbative computations in the dual N' = 4 SYM. That dressing factor turns out
to have remarkable properties [15, 16], which are essential to define a “mirror” theory
through analytic continuation — a necessary step to eventually describe the finite-volume
spectrum of the theory [17, 18]. For AdSs x S x T* things are more complicated, at least
in general.! In fact, the analytic structure of the worldsheet theory is further complicated

IThere is one exception: the AdSz x S® x T* background can be realised without any RR flux. That case



by the presence of massless excitations [8-10], whose non-relativistic dispersion relation
has no mass gap. Besides, very little is known about the dual theory.? Notwithstanding
these difficulties, the dressing factors for AdSs x S x T* were proposed in the case where
the background is supported by RR flux only (this is the case most similar to AdS5 x S°)
in [25, 26]. While that proposal does solve the crossing equations and unitarity conditions,
some of its analytic properties are troublesome, especially for what concerns the scattering
processes involving massless modes. Qualitatively, when studying the proposal of [25, 26],
we encounter the following stumbling blocks:

1. The dressing factors scattering massive particles violate the parity invariance of the
model. This fact was not appreciated in the existing literature, but can be easily
checked as we do in appendix G.

2. The dressing factors involving massless particles contained the Arutyunov-Frolov-
Staudacher (AFS) dressing factor [27], which is the leading-order term of the asymp-
totic expansion of the BES phase. However, unlike the BES factor, the AFS one has
a rather complicated analytic structure that makes it hard to analytically continue it.

3. The massless-massive dressing factor has additional apparent square-root branch
points whose position depends on the relative value of the momenta of the two scat-
tered particles.

4. The form of the dressing factors makes it hard to “fuse” them, i.e. to use them as
building blocks of the bound-state S matrices.

5. Tt is not clear how to analytically continue the dressing factors to the “mirror” region.

6. The dressing factors are not compatible with some of the perturbative computations
in the literature (though this may be due to subtleties in the perturbative computa-
tions related to infrared divergences).

In our effort to resolve these issues, we have found a different solution of the crossing
equations, which resolves problems 1-4. To do this, we have reformulated the crossing equa-
tions in terms of rapidities following [28, 29] so that part of the solution is of difference-type.
Moreover, a careful analysis of the analytic properties of massless particles suggests that
the path used for analytic continuation in the crossing transformation in [26] is not correct.
As a consequence, the proposal of [26] could not be correct. Our proposal passes several
nontrivial consistency checks, including having good properties in the “mirror” region and
under “fusion”. As for point 5 of the list above, we will still encounter discrepancies in
the one-loop expansion of the dressing factors, which may indeed be explained by infrared
issues in the perturbative computations.

This article is structured as follows. We start in section 2 by fixing our convention
for the normalisation of the S matrix and listing the constraints on the dressing factors; in

can be understood as a Wess-Zumino-Witten model [19] and its S matrix, dressing factor and spectrum can
also be easily obtained by integrability [20, 21].
20Once again, with the exception of backgrounds that can be realised as WZW models, see [22-24].



section 2.3 we rewrite those conditions when a BES factor is stripped out of each dressing
factor, which will facilitate our subsequent analysis. In section 3 we discuss the analytic
properties of massive and massless particles in the string region, mirror region, and anti-
string (or crossed) region; in particular, we introduce rapidity variables by means of which
we can write the crossing equations in difference form, which we do in section 3.4. In sec-
tion 4 we introduce the building blocks that we will need to construct our solutions, starting
from the BES one in section 4.1, which we extend to the massive-massless and massless-
massless kinematics; we then introduce three additional functions which we will use to solve
the difference-form part of the crossing equations. Based on that, in section 5 we present
our proposal for the dressing factors, and discuss the analytic properties and perturbative
expansion of the various functions. We also compare our proposal with the existing one, in
section 5.4, and discuss how it can be adapted to backgrounds with RR and NSNS fluxes too
in section 5.5. Finally, in section 6 we write the appropriately-normalised Bethe-Yang equa-
tions, which serve as a summary of our proposal as well as the starting point for the study
of the spectrum of the theory, and we present our conclusions in section 7. The appendices
contain a number of slightly more technical discussions and derivations. The properties of
the BES factor, especially in the mirror region, as well as its perturbative expansion, are dis-
cussed in appendix A and B, respectively. In appendix C we derive one of the new functions
which we need for our solution. In appendix D we discuss how to normalise the S-matrix
elements in order to compare with perturbative results. In appendix E and F we discuss the
perturbative expansion of rapidities and dressing factors. In appendix G we show that the
existing proposal for the massive dressing factors violates parity invariance of the model.

2 The S matrix and crossing equations

The S matrix for fundamental particles in AdSs x S x T* is composed of several blocks,
corresponding to different irreducible representations of the light-cone symmetry algebra.
In terms of the Cartan elements of psu(1,1|2)®? we consider in particular

E=Ly-J+Ly-J>, M=Ly-J>—Lo+J%. (2.1)

While E is the light-cone Hamiltonian, M is a combination of spin, which is quantised for
the pure-RR backgrounds.? In fact, for fundamental particles the eigenvalue M of M is

+1  “left” (Y,9*, 2)
M=1<-1 “right”: (Z,¢*Y) (2.2)
0 “massless” (x%, T %)
It is possible also to define bound states, which have M € Z [25]. Particles transform

in short representations, and the shortening condition allows to write down a dispersion
relation

E(p) = \/M2 + 4h? sin? (g) , (2.3)

3When NSNS fluxes are present, the quantisation of M only holds for states that satisfy the level-
matching condition [30, 31].



where h acts as a coupling constant. The dispersion is 2m-periodic, and real particles have
momentum —7w < p < 7. Note that for M = 0 the dispersion is not gapped, and it is
non-analytic. To properly account for this fact, it is necessary to split massless excitations
between anti-chiral (—7 < p < 0) and chiral (0 < p < ), and distinguish the limits
p — 0% [10]. The worldsheet theory is weakly coupled when h > 1 and the momentum
is rescaled as p/h [32]. In that case, the dispersion becomes relativistic with massive and
massless particles.

By virtue of a discrete symmetry under flipping the sign of M for all particles involved
in a given process, we have only five distinct blocks in the S matrix of fundamental particles:

1. left-left scattering, or equivalently right-right scattering,

2. left-right scattering, or equivalently right-left scattering.

3. left-massless scattering, or equivalently right-massless scattering.
4. massless-left scattering, or equivalently massless-right scattering.
5. massless-massless scattering.

However, every time we encounter a massless block we have two options: the particle can
be chiral (positive velocity) or anti-chiral (negative velocity). Effectively, this doubles the
number of blocks for points 3. and 4., and it quadruples it for point 5., at least in principle.
However, as we will review, there are a number of discrete symmetries that relates several
of these blocks to each other [10].

In order to describe the S matrix for the various blocks it is convenient to introduce

the Zhukovsky variables, defined as

M + /M2 + 4h? sin2(p/2)

+ _ _+ip/2
M) =e™"? 2.4
w4 (p, M) = e Shisino/2) (24)
Note that for M = 0 we have
2 (p,0) 2~ (p,0) = 1. (2.5)
As a result, we introduce two distinct notations for |M| =1 and M = 0, namely
+ + + 1
T, =2 (p, 1), Tp =12 (p,O):m. (2.6)
In terms of these expressions we have, for massive particles,
N g h 1 1
e’lp:%’ E:— x’;’;—j—x;_FT ) (27)
Tp 2 Zp Tp

which for massless particles takes the slightly simpler form

P = (z)?, EB=" <xp - 1) . (2.8)

(3 Tp



2.1 S-matrix normalisation

Symmetries fix the scattering matrix up to a dressing factor for each block. In order to
define in an unambiguous way our choice of normalisation, we fix the following scattering
processes among highest-weight states in each representation, in the notation of [9]). For
the massive states,

1

. T — x+ T T _
S ‘YP1Y;72> =T }1— _ = 1— 1113?2 (013) ’ ’Y171Y172>7
S R e
= ; 1- T, T, 1- x71z+ -2 =
S ¥y Zpn) = €7 I (513) %, 2,),
T T T -
- 351{”2 . 5’311‘”2 (2.9)
S Z Y _ _+ip1 :E;'_x;' xl_x;— ~e0\—2 Z Y
| Zp, Vo) = € 11 1__1 (@13) "1 Zpi Yps),
wrwy L wyay

1
_ _ x+ — T 1- -t —92, = _
S |Zp1 ZP2> =L i 9611962 (Uﬁ) |Zp1 ZP2>7
e
1%2

where the latter two equations are related to the former two by left-right symmetry [5] (the
middle two equations are also related to each other by braiding unitarity).

In the mixed-mass sector we have to pick a chirality for the massless particle. We will
assume that the first particle has always positive velocity and the second one has negative
velocity. Hence we have
Ty — T3

. i . oy —2 .
S‘Yplxg‘2>:e+2me zpzl_im(alz) ‘Y;,lxg‘z>,
1-— xfxg( o

S ’Zp1Xg2> = ¢ 2PleT P2 012 )72 ‘Zm ng>a

Ty —
) N (2.10)
. . i — 1T o —2 .
S ‘X31Yp2> — TP 3P2 7x1 - xE (gf‘z ) |X$1Y},2>,
2

PU— . i (L’l —_ l’g -2 FO—
S |X;12p2> = e+1p16+2p2m(0i§.) |X31Zp2>7

where the first and second lines, as well as the third and fourth, are related by left-right sym-
metry, while the former two lines and the latter two are related by a combination of braiding
unitarity and parity. As we will see the two remaining choices for the chiralities of the mas-
sive particle, which involve o5 and o5 , are related to the ones above by braiding unitarity.
Effectively, we will be dealing with a single dressing factor in the mixed-mass sector.

Finally, for massless modes in the kinematics regime where the first particle is chiral
and the second particle is antichiral we have simply,

. , =2 . 5
S X Xpe) = (013 ) IXpiXpa) - (2.11)

There are three more choices for the velocities of the massless particles. One, which involves
o5 is related to the above by braiding unitarity as well as by parity. The remaining two



involve aﬁi. They are related to each other by parity but are in principle independent
from o3;7. Hence for completeness let us re-write the normalisation for the same-chirality

scattering, which is . .
S IXgXm) = (017) 7 X5 ) - (2.12)

Of course there is quite some freedom in the choice of the above normalisations. To
justify them somewhat, let us briefly look at the behaviour which we expect from these
dressing factors in the BMN limit [32], where the coupling is large, A > 1 and momenta are
small, scaling like 1/h. We will later more systematically consider a near-BMN expansion,
but for now let us just take h — oo and keep only the leading term. From the definition of
the Zhukovsky variables (2.4), see also appendix E we see that in this limit p — 0, 2% — oo
and x — +1, where the sign depends on whether the momentum goes to 0%, respectively.
The theory is meant to become free, so that all of our diagonal S-matrix elements introduced
above should go to one. As a consequence, we see that by our definition all of the dressing
factors introduced above should also go to one when the theory becomes free.

It is worth remarking that they differ from what appeared in early literature for the
normalisation of the mixed-mass dressing factor, see [9, 26]. Those expressions involved a
term of the form

Ty Ty — T
T (2.13)
which manifestly features branch points as ¥ (p1) approaches x(p2) or 1/z(p2). One of

our initial motivations was investigating whether it is possible to self-consistently define
the S matrix so that such branch points are manifestly absent.

Given the normalisations above, the rest of the S matrix elements are fixed by the-
ory’s symmetries in light-cone gauge [5, 9, 26]. Note that throughout the cited literature,
unfortunately quite a variety of conventions have been used. The complete expression for
the S-matrix elements has been recently collected in [33]. Finally, the functions denoted
by o’s are the various dressing factors, whose discussion is the purpose of this work.

2.2 Symmetries and constraints on the dressing factors

There are several discrete symmetries that may be used to relate the dressing factors to each
other or to themselves. As discussed elsewhere [10] the most important such symmetries
are parity, braiding unitarity, and physical unitarity, as well as crossing symmetry.

2.2.1 Parity

The parity transformation allows us to get constraints on the dressing factors under
(p1,p2) — (=p1,—p2). In AdS3 x S3 x T* this is particularly interesting because it al-
lows us to relate the chiral and anti-chiral kinematics for massless particles. Let us start
from the massive sectors, where we get the simple conditions on the dressing factors*

U..(_pla_p2)2 U..(plap2)2 = 1’ 5’“(—]91,—])2)2 5..(p1ap2)2 =1. (214)

4Notice that all the constraints will hold, strictly speaking, for the square of the dressing factors, as that
is what appears in the S-matrix elements.



For mixed-mass scattering we can write an expression valid for arbitrary chirality,

. i . €T, — X9 _9 X

S‘Y1)1X§2> — etap1, zpzll_im(afg) ‘YIJ1X;2>7
1

= 4 iy o 1 —afr 2.5 4

S]Zplxz‘2>:6 3Pl Zmﬁlx;(afg) |Zp1Xffg>7
1
(2.15)

Sve Y. ) = etim *%pzﬂ o0y =2 &y
‘Xpl p2> =e € fC2_ — 7 (012) ‘Xpl p2>7

- . i To — T1 _92 R
S|XS Zp,) = e+zple+2pzlz_m(g;5) X8 Zp, ),

2

which reduces to the ones given in (2.10) by choosing the correct kinematics. Parity poses
a constraint on the dressing factor that we just introduced, namely
0% (p1,p2)? 0% (=p1, —p2)? = =1, o%(p1,p2)? 0% (—p1, —p2)? = -1.  (2.16)

It is also worth looking at the behaviour which we expect from these dressing factors in
the BMN limit [32]. When h — oo the theory must become free, which forces for py < 0

(o13) "

= (o%;) "~ 41, (2.17)

while for p; > 0
oo\ —2 o\ —2
(013) "= —(oy) "~ -1, (2.18)

where we need to be careful to specify physical regions for the momenta, see [10].
Let us come now to massless-massless scattering. Here we get

ot (p1,p2)’ 0T (=p1, —p2)* =1, 7 pp) e (opr ) = 1 (2.19)

We can think of this as a way of defining o~ (p1,p2) and 0~ (p1, p2) in terms of o~ (p1, p2)
and ot (py, p2), respectively. As a consequence, we can replace the four massless phases
with two phases, one for opposite-chirality and one for same-chirality. We set

t(p1,p2).- (2.20)

We summarise the independent dressing factors in table 1. Despite the fact that this is

o (p1,p2) =0 T (p1,p2),  °p1p2) =0

not required by any physical symmetry, we will eventually be looking for a solution which
may be expressed in terms of a single function for all massless dressing factors, °° = o°°.
We will return to this point in section 5.3.

2.2.2 Braiding unitarity

Braiding unitarity is a consistency condition of the Zamolodchikov-Faddeev algebra (see
e.g. [2] for a review). On the massive dressing factors it imposes

o (p1,p2)? 0 (p2,p1)* =1,  &°°(p1,p2)? 5 (p2,p1)* = 1. (2.21)

For the mixed-mass factors we get

o*(p1,p2)* 0% (p2,;1)* = 1, (2.22)



Dressing factor | Particles scattered

o**(p1,p2) Two massive particles with M, = My = +1.

a**(p1,p2) Two massive particles with My = —My = £1.

o°*(p1,p2) One massive and one massless particle, M1 = 0, |Ms| = 1.
o*°(p1,p2) One massless and one massive particle, |M;| =1, My = 0.
o°°(p1,p2) Two massless particles, M1 = My = 0, same chirality.
a°°(p1,p2) Two massless particles, M; = M = 0, opposite chirality.

Table 1. A summary of the independent dressing factors once parity has been imposed.

which we may think of as the definition of 0°®(p2,p1) in terms of o*°(p;,p2). Finally, for
massless-massless dressing factors, we distinguish the case of opposite-chirality scattering
and the case of same-chirality scattering. In the former we have

ot (pr.p2)? o T (pa,p1)? =1, (2.23)

which, in terms of the opposite-chirality phase ¢°°, gives the constraint

5°°(p1,p2)* = 3°°(—pa, —p1)* . (2.24)
Instead, for the same-chirality scattering we get two constraints
U++(

p1,p2)? ot T (pa,p1)t =1, o " (p1,p2)? 0" " (p2,p1)? =1, (2.25)

which boil down to a constraint on ¢°°,

o (p1,p2)* 0% (p2,p1)* = 1. (2.26)

We observe that, while for opposite-chirality scattering we can rescale the phase by a
constant o=+ — e otT without spoiling braiding unitarity, this is not possible for same-
chirality scattering.

2.2.3 Physical unitarity

The weakest unitarity requirement that we may impose is that, when we are scattering
particles with real energy and we are considering a physical kinematics regime, the S matrix
is a unitary matrix. In formulae,

S(p1,p2)' S(p1,p2) =1, p1,p2 ER, v > w2 (2.27)

The last condition, on the velocity of the particles, ensures that scattering can happen.
For the various dressing factors this means simply that, when the velocities are as above,

|o®®| = 6% = |o*°| = |o°*| = |o°| = |6°°| =1 (physical scattering). (2.28)



In general, and in particular for particles that may form bound states, we also want to
consider complex values of momenta. In that case we can impose a stronger condition,
generalised unitarity, which reads

(0" @1, p5)) 0" (prop)? = (%07, )%) 5™ (o1, p2)* = 1,

(0% 1.95)?) o™ 1,2)* = (0 (01,05)?) o™ (p1,p2)? =1, (2.29)
*

*
(o°° (01, p3)%) 0™ (p1,p2)? = (5°° (01, p3)%) 5 (p1,p2)> = 1.

It is not completely clear, a priori, whether this strong condition should also hold for
massless modes.

2.2.4 Crossing symmetry

The dressing factors must satisfy another highly nontrivial constraint — the crossing equa-
tions, which were given originally in [9], see in particular appendix P there for their
normalisation-independent form. The crossing transformation flips the sign of energy and
momentum (F,p) — (—E, —p) and it can be realised by analytically continuing the S ma-
trix in an appropriate variable. As it turns out, the S matrix is not a meromorphic function
of the Zhukovsky variables (even before considering the dressing factors). Fortunately, there
are other parametrisations that may be used to resolve this issue. For massive particles,
in analogy with the case of AdSs x S°, see e.g. [2], we may express the equations on the
z-torus, where it amounts to a shift of the z-variable by half of the imaginary period wy. We
will return in the next section to a more detailed discussion of the z-torus parametrisation.
Similarly, for massless particles, it is possible to introduce a rapidity that greatly simplifies
the form of the S matrix [29]. However, as described in detail in [10], the S matrix splits in
different blocks depending on the chirality of the massless particles. As also reviewed above,
by using braiding unitarity and parity we just have to distinguish two cases (in the massless-
massless kinematics): particles of the same chirality, versus particle of opposite chirality.
Postponing for a moment a detailed discussion of the various rapidity parametrisations and
the explicit form of the crossing transformation, we introduce the crossed variables

7t (massive), Z (massless) . (2.30)

We have, for the dressing factors involving massive particles,

oo/ + =+ 2 ~e00/—+ + 2 1'5 ? (mf_xér)Q 1_$1_1$;
(et (o) = (3) e 1o
1 %2
1 1 (2.31)
o0/ -+ + 2 ~e0/ + + 2 wZ_ ? 1_xirx;r 1_x;x; xl__x;—
(0@t .29)) (77 (at2p)) = (2 e
2 1 1 2
(13;%—)

~10 -



For the dressing factors involving one massive and one massless particle we have®

(ot 20’ (o7 et = i Ko

oe N2 (oo a2 _ flEn,ay) (232
(U (z1, 23 )) (U (Z1, 23 )) = W’
where Z denotes crossing in the massless variable (which we will discuss later), and
floy) =i =2 (2.33)
r—Yy

Finally, for massless particles we have
(0°° (21, 22))* (0°° (21, 72))* = —f (w1, 22)* (2.34)
(6°° (21, 22))* (6°° (21, 72))* = —f (w1, 22)? '

for same-chirality scattering and opposite-chirality scattering, respectively.

2.3 Stripping out a BES factor

We now redefine the dressing factors by stripping away the Beisert-Eden-Staudacher (BES)
factor [14]. This is quite natural at least in the massive sector, where the BES structure is
crucial to reproduce the analytic features related to the scattering of bound states [15, 16,
34]. It is possible to extend the BES factor to the case where one or both of the particles
are in the massless kinematics, and to strip out a BES-like factor from the corresponding
dressing factors. This is done simply by analytically continuing the massive BES phase to
the massless kinematics. Postponing a more complete discussion of the BES dressing factor
and of its generalisations to section 4.1 and appendix A, for now we note its crossing equa-
tions. For massive particles we have the celebrated crossing equation by Janik [11, 14, 16]

_ Ty
Opes (21, 45 ) Opes (T1, 45) = x%g(%ivﬂ?ét)a (2.35)
2
where ) .
- 41— —= - 41— —=
glat,ey) = = = = e (2.36)
1 2 517-1'—1'2_ 1 2 351'—332_
Denoting the massless variable by z rather than & we can also write
- + t + 1 f(af,a2)
UBES(ﬂJlaiL”Q )UBEs(xl,fUQ ) =1, UBES(xl ,T2) O-BES(xl ,T2) = ) - ) (2.37)
z3 f(21, 22
where f(x,y) is given by eq. (2.33), and
UBES(f1a$2) UBES(xluxZ) =1. (2-38)

SWhile writing this article, we noticed a misprint in the mixed-mass crossing equations of ref. [26].
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2.3.1 Massive-massive kinematics

We want to define new factor by “stripping out” the BES factor. Hence we define

+ + + _+
( (l’i x:l:) o* (1’1 71"2) ~..({Ei l':t) a* (371 ,1’2)
b oBES(x{E,x;) 7 b UBES(QU?J;E) ’

o (zE x o (21, x5

SHGEDE o, o) T 2) %% (wy,27) = o (@, 75) Qi) , (2.39)
UBES($1 7x2) UBES(xl)xQ)
o°°(xz1,x N o°°(z1, x

COO(xI’xQ) _ ( 1, 2) ’ §OO((L'1,.Z'2) _ ( 1, 2)

UBES($1a$2) UBEs(xl,x2) .

Note that the function UBES(:vli, x5 ) indicates the BES factor in the massive-massive kine-
matics, whereas e.g. O'BES($1i, x9) indicates the BES factor in the massive-massless kinemat-
ics, see appendix A for details. For the massive-massive kinematics, it is also convenient
to define

44+ o+ + + + + + .+ c* (ﬂf%aff;[)
ST (zr,2g) =" (21, 23)S* (21, 23 ) , s (a1,23) = 7~“(xi N (2.40)
1572

After this redefinition, the massive-massive factors satisfy

+o.+

-2 -2 1—272z5 1— x_x_

oo/ + _+ ~e0/ -+ + 142 1%2
<§ (351’952)) (§ (3517952)) 1 ot 1 — otas
— X Ty L1 fU2

_9 _9 + _ - _ .t
+ + + + Xz To T1 xr

(§ * (27, 73 )) (€** (21, 23 )) = I}r_xi :El _; )
1 2 71 2

(2.41)

which we may also rewrite as one crossing equation for the product of the dressing factors

(g—f—( + :I:)) 2(§+( + :I:)) 27f(xf,x3')f(a;1_,a:2_) (2'42)

’ ’ f($?,$2)f($1,$;)’

and a monodromy equation for the ratio of the factors,

—2
(g (xf,wéc)) ~ (ur —ug + %)(m —ug — %)

- 2.43)
-2 2 ) (
+ £ Uy —u
(< (1, 23 )) (w 2)
which we have rewritten in terms of the rapidity u which obeys
1 1 1 i
+ —
— . 4, 2.44
u=zx" + e T + — + h ( )
2.3.2 Mixed-mass kinematics
The crossing equations in the mixed-mass kinematics are
—9 —9 :E+ T
oo /—+ oo/ + y L2
(§ (.’131 )$2)> (§ ("131 7$2)> xl_
! (2.45)

_
7
(*@ad) " (anaf)) = £
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As a consequence of braiding unitarity we have

ce - 2 (oo - S, oy
(g (xl,mgt)) (c (m,ﬁ)) fEx1,$§;7 (2.46)
— - $+ x |
(g'%xi‘ifz)) Q(C.O(Ii‘:vt'EQ)) 2 fE 1_71‘37

where we recall that 2%(z) = 2%(z + ws). This is unlike how the crossing equation is
normally written in the second variable: one would need to shift z — z — wo to recast the
last two equations in a more familiar form.

2.3.3 Massless-massless kinematics
For the massless-massless dressing factor we have

1

flx,y)?
1

flx,y)?

(goo(i“l, 952))72 (§°°($1, $2)>72 =—

i » (2.47)
<§~°°(Cfl,x2)) (500(371,372)) = -

3 Rapidity variables

There are a number of useful ways to parametrise the S matrix. It is particularly convenient
to introduce a set of rapidity variables following Fontanella and Torrielli [29] (see also Beis-
ert, Hernandez and Lopez [28]). It will turn out that the equations for the “stripped out”
factors admit a simple difference-form solution when expressed in terms of these variables.

3.1 Massive variables

+

First of all, let us recall that it is possible to parametrise * in terms of Jacobi elliptic

functions of z in such a way that the matrix part of the S matrix is meromorphic as a
fuction of (z1,z2). Let us briefly review the construction [18], introducing

p=2amz, E = |M|dn(z,k), sing =sn(z, k), (3.1)

so that

+_ % (CII(Z, k)
2h \sn(z,k)

where the elliptic modulus is k£ and is related to the periods of the tours as

+ z) (14 dn(z,k)), (3.2)

4h? .

k:_ﬁ’ w1 = 2K (k), we =2iK(1—k)—2K(k), (3.3)
in terms of the complete elliptic integral of the first kind K (k). Clearly these formulae
make sense for |M| > 0, though we will be mostly interested in the case |M| = 1. For that
case, we can introduce a new set of variables

L i e’ _ iter

= xr = -, (3.4)

i+ert’ i —eY
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Figure 1. The physical string region. In the leftmost panel, the physical string region for ™ is
|z*| > 1; in the middle panel, for 2™ is |z~| > 1; in the rightmost panel, we draw it for the v+ and ™~
panel, where it takes the form of the strips between —im and 0, and between 0 and +im, respectively.

—
=\

Il

which can be thought of as functions of z. The inverse of this parametrisation requires
choosing a branch,

+

vt =log (—iw

. _ x —1 .
M) mod 271 , ~~ =log (z ) mod 277 , (3.5)

- +1
and we will discuss below how this should be done in various kinematics regimes.

3.1.1 Physical region and crossing

In the string region, physical values of x™1 satisfy |z™| > 1, which is the case if
—m+2kr <JyT] < 2kr, keZ. (3.6)

In what follows, we will choose as physical region the one given by k = 0. Similarly, for 2~
the physical region is |z~| > 1, which gives

2km < J[y7] < 7+ 2k, keZ. (3.7)

Again, we pick the region with k = 0, see figure 1. Then we have®

-1 -1
7T =log (—ix+ n 1) , v =log (zx ) , (string region), (3.8)
x

In the string region, the energy is

ih 1 1 1 1
E=—(27———-a"4+—)=h 3.9
2 (:c — + :L‘*) <cosh'yJr + cosh’y) ’ (3.9)

the momentum is given by

o
‘ i+ertiter’ (3.10)

SWe choose the branches of the logarithms to avoid any cuts in the path that we will use to define the
crossing transformation.
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while the shortening condition reads

tanhy~ — tanhy" = % (3.11)

It is worth emphasising that the energy is real and positive only when

J[zt] >0, |zt > 1, r = (xh)*, (3.12)
which corresponds to
1 ~ - ¥
- §7T < J[’7+] <0, Y o= (7+) ) (313)

which is the region of real-momentum physical particles. More generally, for complex values
of the momentum (or of the torus rapidity z) we have

(2T(2))" =27 (2%), (v (2) =~ (2"). (3.14)
Finally, we note that in the small-momentum limit

R
Jim oy () =F5- (3.15)

3.1.2 Mirror kinematics

The mirror theory is defined through a double Wick rotation, as discussed in detail in [18].
Starting from a particle of the string-worldsheet model with real momentum p and positive
energy E > 0, we get mirror energies and momentum (denoted by tildes)

E=—ip, =—iFE. (3.16)

D
Now for a real mirror particle p is real and E > 0. Indeed by this defintion we have the
mirror dispersion relation

2h

E(p) = 2arcsinh <W> . (3.17)

For massive particles it is understood [18] that the mirror region may be reached from
the string region by analytic continuation on the rapidity torus. It is well-known that
we may obtain the mirror dispersion by shifting z by half the imaginary period of the
torus wo [2, 18], setting

z:§+%. (3.18)

Using explicit formulae for the energy and momentum in terms of Jacobi elliptic functions
it is easy to verify that indeed

E(2)=—ip (2 + ;m) ., P =—iFE (2 + ;m) , (3.19)

are positive-semidefinite and real, respectively, for real rapidity Z satisfying the condition
—w1/2 < Z < w1 /2. Moreover, we can explicitly evaluate

p(Z) = VM? + 4h? zig :; : (3.20)
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Figure 2. The mirror region. In the leftmost panel, the mirror region for z+ is J[z] < 0; in the

middle panel, for ™ is J[x~] < 0; in the rightmost panel, we draw it for the y© and v~ panel, where

it takes the form of the strips between —%iw and —%iw, and between —%iw and —|—%i7r, respectively.

as well as”

iy _ w2, V1I—kFdn(zk) . sn(z, k)
PR =G+ 2)=—i v RdnG. k) (1 +iv1— k:k) . (3.21)

From this we can find the relation valid in the mirror region

- 1 4h2

=g W iei e

S #1) =il (3.22)
It is interesting to note that our expression for #*(p) happens to be regular as M — 0.
From this formula we can find how mirror particles behave under complex conjugation. In
fact, even if our discussion was mostly focused around real particles (with real p) we can
analytically continue the above expression to complex mirror momentum to find that

G — (3.23)

SN
_H
—~
a1}
\i

that is a different reality condition from the string model. For massive particle it is nec-
essary to consider such complex momenta. Indeed, there exist mirror bound-states, whose
complex momenta live in a “strip” of sorts in the z-torus [18]. More precisely, the mirror
physical region is defined by having J[z*] < 0. This region has therefore overlaps with the
string physical region |z%| > 1.

We now want to see how to parametrise the mirror kinematics in terms of the v+
variables, or of suitable mirror counterparts 3*. We begin by observing that J[z*] < 0
occurs when the rapidities 4+ live in the strips

3 1 1 1
—§7T+2k7r <INyt < —§7T+2k7r, —§7r+2k‘7r <JIv7l< §7T+2]€7T, keZ. (3.24)

Once again, we choose the regions given by k& = 0, see figure 2. We see that the mirror
regions are shifted downwards by —%71 with respect to the physical region.

Tt is worth noting that #* does not have a simple form in terms of z*. In particular, it is not true that
#T =1/2" and &~ = 2~ . This would be the case under the transformation z — —z + <2 + “L [2].
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To find 4% in the mirror theory let us once again start from real-momentum particles.
First we want to start from = (z) using (3.8), where the torus rapidity z is on the real-string
line, use it to define 5%(2) = v*(Z + ws). It should be noted that the effect of the 1wo-
shift on the 4% variables is not particularly simple (just like it was not particularly simple

+). More specifically, it results in a z-dependent imaginary shift of y*. We find that

1 it —1
FH(z) =T <2+ 2w2> = log <ix+ n 1) — i,

() = _<~+1 )_1 -1
T E) =9 (F4 5w —ogz_+1,

where 7% = 2% (2 + %wg). Using this definition it is also possible to verify that, under

for =

&

(3.25)

&

complex conjugation
(7 (2)" =4F(=") +inm. (3.26)

While below we shall use the definition of the mirror rapidities 4%, in the mirror region it
can be convenient to redefine & = %(2) + i7/2, in such a way that (3%)* = 5F. This
makes the discussion of the mirror dressing factors quite a bit simpler, and in fact we will
employ this redefinition when discussing the mirror thermodynamic Bethe ansatz [35].

3.1.3 Crossing transformation

In a similar spirit, we can describe the crossing transformation which takes us to the “anti-
string” region and flips the sign of energy and momentum. We denote this transformation
with a bar:

E=-E, p=-p. (3.27)

As remarked it is not sufficient to describe crossing in terms of z*, as the S matrix has
cuts in the & plane. Fortunately, the above transformations may be easily realised on the
z-torus by shifting z by wo — consistently with the relativistic intuition that the mirror
transformation is “half-crossing”. Hence we have®

E(z) = B(z+w)=~E,  p(2) =p(z+w) =—p, (3.28)
as well as
5 (2) =25 (2 +wo) = xil(z) : (3.29)
The same prescription, in terms of the 4+ variables, gives
TE(2) = 72 (2 +wa) = 75 (2) — i (3.30)

8In analogy with what we have done for the mirror model, we may introduce the variable Z; we avoid
doing so because, unlike the mirror theory, the crossed theory is essentially identical to the original theory,
i.e. it has the same kinematics. Moreover, strictly speaking we may have wanted to define E(z) = —FE(z+ws)
so that it is positive; we prefer to make the energy of the anti-string region negative to emphasise that it is
not a physical region.
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o =aF v =4 mod 271
1

= — NiE = AF i mod 271
T2

v =5 v =7y +im mod 271
1

i = — ¥ =5 mod 271
L2

Table 2. Some notable zeros of expressions involving xli and ac;t, and their equivalent expressions
in terms of the 'yli and WQi rapidities. The physical interpretation of such zeros will depend on
whether the correspondent rapidities fall in the physical region for string or mirror particles. We
will return to this point in section 5.

Interestingly, while the mirror transformation did not have a simple action on the 4+, the
crossing transformation simply amounts to a shift of & by —iw. This fact will play a
crucial role in what follows.

We conclude this section by noting some roots of useful expressions involving two
Zhukovsky variables, in terms of 4* rapidities. They are reported in table 2.

3.2 Massless variables

We firstly observe that for massless variables the dispersion relation is not analytic,

sin <§>' : (3.31)

and similarly the relation between the massless Zhukovsky variable and the momentum is

E=2h

not analytic,
Ty = Sgn(sin g) /2 (3.32)

so that strictly speaking we need to treat separately the case of anti-chiral and chiral
particles (—m < p < 0 and 0 < p < ), see ref. [10] for a detailed discussion of this point.
As we have summarised above, this means that the dressing factors which we will discuss
correspond to a definite choice of chirality, and that the remaining ones arise by using

parity and braiding unitarity. Bearing all this in mind, in the massless case we set [29]
e
z=—° (3.33)
1+ €7

Notice that for real momenta x is on the upper half of the unit circle, which corresponds

to v being real. The relation between z;, and the energy is analytic, so that in terms of v

we have simply
2h
E(v) = , 3.34
= i (3:34)

which is indeed positive semi-definite on the real line. Notice that the region where the
momentum and the energy are small is mapped to (plus and minus) infinity in terms of ~.
The map between the rapidity v and momentum is not analytic (as expected) and it is

eV
wzlog(—coti>, p:—2ilog<—z+;>, for v, >0, —7<p<o0, (3.35)
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for anti-chiral particles, whereas for chiral particles

eV
7:log<tani), p:—2z’log<+?+€7), for v<0, 0<p<m. (3.36)
i+e

3.2.1 String region, mirror region, and crossing

The discussion now is similar in spirit to what we have done for massive particles, with some
important difference: massless particles cannot create bound states. As a consequence, it
does not make sense to talk about a “physical region” for complex momenta. In fact, the
physical region is just the line where momentum is real and the energy is positive. This
occurs when -y is on the real line of the string region. Despite this important difference, it
still makes sense to require that we can analytically continue the rapidity to complex values
and reach, for instance, the mirror or the anti-string (i.e., crossed) region. In fact, we have
implicitly used the existence of such an analytic continuation when writing the crossing
equation, while the possibility of analytically continuing the S matrix to the mirror region
is crucial to obtain the thermodynamic Bethe ansatz equations for excited states [36].

Let us now discuss the mirror “region”. Once again, we expect this region to consist
only of one line — where the mirror energy F is positive semi-definite and the mirror
momentum p is real. In the massless sector we do not have access to the z-torus parametri-
sation. Still, since we can uniformise the dispersion in terms of a single real variable, we
can use any such parametrisation (e.g., in terms of z or in terms of ) to define the mirror
energy. Working in terms of ~, we find

B@) = -ip(7+57) . 83 =—iE(7+37)., (3.37)

so that, bearing in mind that the two branches of p result in two branches of E,

- o . 2h
E(3) = —21o¢ | tanh < = — . 3.38
@) o8| RS b sinh (3.38)
It is also worth working out the velocity of a mirror particle, which is
OF +2
V= = = e (3.39)

o A2+ p?’

where the sign is negative for anti-chiral particles, and positive for chiral ones. This is
compatible with the M = 0 expression in (3.17).

Some remarks are in order. In the mirror region, the momentum is no longer periodic;
rather, it takes any real value. This is also what happens for massive particles. We see
that large (positive or negative) values of the mirror momentum are mapped to (negative
or positive) values of 4 in the vicinity of zero. Conversely, when the mirror rapidity is
large in modulus, the momentum of the particles is close to zero; here, the mirror energy
vanishes, while the velocity is in modulus as large as it can be, © = +1/h. Finally, we
remark once again that the transformation that takes us from the real to the mirror line
should be defined separately for chiral and anti-chiral particles.
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Figure 3. The string, mirror and anti-string region in the massless kinematics. In all three cases,
the “region” is actually a line, corresponding to real momentum particles. We denote the string
region by a solid green line (upper-half-circle in the z-plane), the mirror region by a dashed purple
line (real segment in the z-plane), and the anti-string region by a solid orange line (lower-half-circle
in the z-plane).

Let us now comment on the qualitative behaviour of the Zhukovsky map under crossing.
We have

z(y) == (ﬁ + ;77) =— tanhg . (3.40)

For real #4, this takes values on the real line with —1 < & < 1. In particular, the points
Z = +1 correspond to zero mirror momentum and mirror energy. In terms of the x plane,
we may think of taking the Zhukovski variable from the upper-half circle straight down to
the mirror line, through a suitable path inside the unit disk.

In a similar way as we have discussed crossing, we may now define the crossing trans-
formation to the anti-string region,

E(v)=E(y+ir) = —E(y),  p(y) =ply+ir) = —p(v), (3.41)

under which we flip the sign of energy and momentum. In terms of the Zhukovsky variable

x this corresponds to taking
1

T=_, (3.42)
where now real value of the momentum corresponds to the lower-half-circle. The trans-
formation that takes us from the string region to the anti-string (crossed) region therefore
takes us inside the unit disk, through the real line between (—1, 1), and down to the lower-

half-circle.” We represent the z- and ~v-plane in figure 3.

3.3 The u-plane
It can be useful to introduce the rapidity u, which for massive particles takes the form

1 7 1 7
_ .t B M R 3.43
u=x +a:+ L= +:c—+h (3.43)

“Note that it is different from the transformation used in ref. [26], which went outside the unit disk.
That choice was taken in analogy with the path of ¥ (2) in the massive case, but upon closer inspection
we see that such a path does not go through the mirror region in the M — 0 limit.
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Figure 4. The u plane. In the left panel, the function v (u) has branch points at v = +2 — %
and the branch cut runs on the red wavy line; the function v~ (u) has branch points at u = £2+ &
and the branch cut runs on the blue wavy line. In the right panel, we make a similar drawing for
4% (u); this time the branch cuts are “long”, i.e. they go to infinity.

We can therefore parametrise v*(u) on the u-plane with cuts, for particles in the string or
mirror theory. We get for the string u-plane variable

1 u+i—2 i 1 u— Lt — s
T(u) = =log | —2—| — =, “(u) = =log | —2—= | + —. 3.44
77 (u) = ; log wiivz) 2 7 (u) = 5 log v i+2) 2 (3.44)
For the mirror u-plane variable, we have instead
1 u+ L —2 1 u— L
T (u) = = log | ——2—— | —inm, 77 (u) = =log | ——2——] . 3.45
77 (u) = 5 log writs 7 (u) = 5 log B (3.45)

As a consequence, the cuts in the string kinematics are short, while in the mirror kinematics
they are long (i.e., they go through infinity, see figure 4). This is very reminiscent of what
happens in AdSs x S°. Here the branch points are logarithmic: analytic continuation
through a cut of 4= (u) from below to the same point u of the next plane decreases v+ (u)
by iw. We see that in the string region physical particles have real rapidity u. The same is
true for mirror particles. In terms of u the complex-conjugation rule reads

(Fw) =+,  G'(w) =7 )+ir. (3.46)

In a similar way, we may define the u-rapidity for massless particles,

1
= =, 3.47
U=zt - (3.47)
In analogy with the massive case, we set
1 u—2 i 1 u—2 i
-1 _ 5 =21 — — 3.48
=gl (55) =T Aw=jls(- )+ T Gy

so that in the string region ~y(u) has a short cut, and 4(u) has a long cut. In the string
region, the cut runs from —2 to +2, and real values of v(u) occur just above the cut. In
the mirror region, the cut runs between minus infinity and —2, and between 2 and plus
infinity. Real values of 4 occur just above the cut. The two functions are related as follows
1
A(u +10) = y(u + 10) + 3T (3.49)
and any of them can be used in both regions.
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Figure 5. The u plane for massless particles. In the left panel, the function v(u) has branch points
at v = £2 and the branch cut runs on the green wavy line; real momentum and positive energy
corresponds to y(u) just above the cut. In the right panel, we make a similar drawing for 4(u); this
time the branch cuts are “long”, i.e. they go to infinity, and real values of the mirror momentum
as well as positive values of the mirror energy correspond to J(u) just above the cut.

3.4 Crossing equations and rapidity-difference solutions

It is convenient to rewrite the crossing equations in terms of these rapidity variables. We
will see that all equations can be formally solved in terms of two functions which depend
only on the difference of the rapidities. To write more compact formulae, let us introduce
the short-hand notation for the difference of two rapidities

Wh=qf—18, a==% b=4x, (3.50)

as well as

v =v-mn, WE=Em-, WEmn-e. (3.51)
3.4.1 Massive sector
To begin with, we have

+7
12

7+ R
coth 12 coth 112 (3.52)

-2 -2 ++
~+ .+ + gl v
(<+(71,72 )) (c+ (% )) = coth - coth = 5 5

Similarly, we have for the monodromy equation
CaE ) 2
(g (7172 )) _sinh Vs sinhvy;y"
2 —
- - =
<§ (1172 ))

We can solve these equations in terms of an expression of difference form in ~ by requiring
that

(3.53)

sinh 'yf'; sinh~yyy

(FOEAD) = Flop(iEa8) 005 861 800 P05 ) . (3.54)

with
&(y —im)P(y) = i coth % , D(V)P(y +im) = itanh% , (3.55)

and where F(ipp (vif,75) is an undetermined CDD factor [13], i.e. a solution of the homo-
geneous (trivial) crossing equation and of the unitarity conditions (which could also be of
difference form). Furthermore, to satisfy the unitarity conditions it must be

P(y) (=) =1,  P(7)" = (3.56)
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with similar unitarity conditions holding separately for FérDD (fyf[, ’ygc) too. Similarly, the
monodromy equation can be solved in terms of

. 2 $(4") P )
(s0F95)) = Fapp(rf3) 5= (3.57)

provided that it satisfies

POEIT o sinhy, O—im) 1 (3.58)
2(7) ¢(y)  Zsinhy
as well as
o~ ~ 1
P P(—y) =1, P(V)"'==—, (3.59)
P(v)
and F(;DD('yfc, v¥) is another yet-to-be-determined CDD factor.
3.4.2 Mixed-mass sector
The mixed-mass crossing equations take the form
oo/ —+ —2 oo/ =+ -2 ’yigo 7;20
<€ (M 7V2)) (§ (7 772)> = coth 5 coth 5
oe + -2 oe + -2 Wf; 7;5
<€ (71,72 )) (§ (71,72 )) = tanh N tanh 0 (3:60)
3.60
-2 2 o+ o—
oce oce ’y ’y
(*(1,95)) “(s**(3,73)) ~ = tanh T2 tanh R
-2 -2 +o -0
°0 — oo/ + _ m m
<€ (M Wz)) (€ (71 772)> = coth == coth 0=
We start by assuming that we can solve the first equation by setting
L) N +o o —o
(§ (’Yi’)@) = Feop (112 )515(75 )P(112) (3.61)

where like before @(v) satisfies eq. (3.55). By braiding unitarity we necessarily have that

= () P(Vy), 3.62
FCDD(’}/g:l) ( 12) ( 12) ( )

+
(< mn2))
which solves the relevant crossing equation consistently with our prescription
vy =7+, (3.63)

in contrast with what we did for the massive case. The last two equations in (3.60) are
then automatically satisfied.
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3.4.3 Massless sector

Finally, for the massless-massless kinematics we have

72
— tanh? 12
an 2

()~ (= n )

. (3.64)
(500(771, 72)) i (500(71, 72))

-2 00
Y12
= tanh? 42
an 5

These equations look identical but there is an important difference in how we may solve
them. In the case of opposite-chirality scattering we can simply set

(o tnm) =i(203)" (3.65)

as usual up to a CDD factor. However, this is not possible for same-chirality scattering.
Indeed in that case braiding unitarity forbids such a solution. Instead we need to set

(<) =ati) (20) (3.66)

where we have

aMay+im=-1, ama(=)=1, ) = (3.67)
It is also possible and perhaps advisable to use a solution of the form (3.66) also for the
opposite-chirality scattering.

In [37], the massless-massless crossing equation was already rewritten and solved in
the difference-form parametrisation of [29]. However their result did not apparently feature
any nontrivial function a(y) (nor a factor of +i). Yet, such a factor seems unavoidable for
same-chirality scattering. Besides, the S matrix should take specific values when one of
the momenta is zero, which also constrains the normalisation [10]. We shall return to this
point in section 5.3 when discussing the analytic properties of our proposed solutions.

4 Building blocks of the dressing factors

We have assumed that the crossing equations may be solved in terms of the BES phase
(appropriately generalised to the massless kinematics where needed) together with two
functions @(7) and &(7) whose argument will be the difference of the rapidities introduced
in section 3.1. Here we present the main features of these functions, relegating some details
of their derivation to the appendices.

4.1 The Beisert-Eden-Staudacher factor

The BES dressing factor for massive particles can be represented as

UBES(xli, xét) = ew(ﬁ’m;) , (4.1)
where
0(xy, oy, 2y, m5) = x(a1, 25 ) — x(2, 23) — x(a7,23) + x(27, 73) - (4.2)
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For |z1| > 1 and |z2| > 1 the function x(x1,z2) is given by the integral representation [15]

X(x1,x2) = ®(21, 22), lz1| > 1, J|xo| > 1,
dw1 dw2 1 F[l + g(wl + L — Wy — u%)] (4.3)
D(x1,29) —Zj{ 5 log 0 T
i J 2mi (w1 — x1)(wgy — x2) r[1-2 (w1+7_w2_w72)]

which is skew-symmetric. As we mentioned, the BES factor satisfies the crossing equation

UBES(CU?@%UBES(%?@;) i+9(551i733§:) (4.4)
2
see eq. (2.36). It is worth emphasising that the BES factor is regular as long as |z;| >
1. Moreover, the function (4.3) can be continued inside the unit circle, even though in
that region there are singularities whose position depends on the coupling A. Still, no
singularities occur outside a disk of radius (/1 + (2h)=2—(2h)~!), so that the continuation
is straightforward in an annulus around the unit circle. See [16] for a discussion of the
analytic properties of x(z1, z2).
It is also worth recalling that the BES factor admits a well-known large-h asymptotic
expansion.'® Specifically, the function ®(z1,72) can be expanded in terms of the AFS
phase [27] and of the Hernandez-Lopez (HL) one [38],

O (21, 22) = Pars(z1, 22) + Pur(z1, 22) + - - - . (4.5)

The leading term scales with h and, when |z1]| > 1, |z2| > 1, it takes the form

@AFS(xm):h[l—1+<—x1+x2+1—1)1og(1— ! )} (4.6)

2 |lx1 a9 To I T1T2

while the sub-leading one takes the form

f dw; [ dws sgn(wi + o W2 — w%)
2

21 21 (w1 —1'1)(11}2 —{L'Q)

Oy, (21, 22) = ; (4.7)

which can be computed explicitly in terms of dilogarithms [28, 39].
Finally, it is worth recalling that the BES factor does not satisfy phsyical unitarity in
the mirror region. Rather it obeys [16, 18]

(aBEs(xfm,xéfm)) ((JBEs(xfm,x;m)) ) _ o 2ip1 p+2ip2 (4.8)

This factor precisely compensates the one arising from the normalisation (2.9). In fact, this
can be extended to the case of the dressing factor describing the scattering of two mirror
bound states with bound state numbers @1 > 1 and Q2 > 1, in which case [16]

(UBES(xita xg:)) ((UBEs(i'it, ﬁ§|:))—2) _ e—2iQ2p1 e+2iQ1p2 , (4'9)

10The BES factor also admits a rather well-behaved small-h expansion, which is very important in
AdS5/CFT4 but which will be less useful for us at least presently, as the CFT2 dual of our model is unknown.
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where j?jt are real mirror particles. More generally, when considering the mirror region, it
is often useful to introduce an “improved” BES phase [16], which is unitary in the mirror
region and has simple properties when considering bound states of the mirror theory (it
behaves nicely under the fusion procedure for such bound states). While this improved
phase has good properties in the mirror kinematics, it is not convenient to study the
original (string-theory) kinematics. In this work we are mainly interested in the string-
theory kinematics, hence we postpone most of the discussion of the mirror dressing factors

to future work [35].

4.1.1 Mixed-mass kinematics

We want to define the BES factor for the case where one particle, e.g. the first one, is
massless, that is when

lz{] =1, Jz{]1 >0, vy =1. (4.10)

For finite h we can just use the fact that if one of the circles in (4.3) is of unit radius then
the radius of the second circle can be reduced up to (y/1+ (2h)=2 — (2h)~1). Then we
can place x{c in (4.3) on the unit circle, and get a representation for the mixed-mass BES
phase for real momentum. Consider now the crossing equation when we cross the massive
particle. In this case, the massless rapidity is a spectator, and we can continue it to take
values on the unit circle without encountering any obstruction. This may be done in each
step of the derivation of the crossing equation of ref. [16], finding

i f(xii_7 $2)

w3 f(ay,x2)’ ()

O'BES(:I_;ityl.Q) UBES(mitny) =
where the right-hand side is the limit of the right-hand-side of eq. (4.4) when x5 — (z2)*'.
Things are not so straightforward when considering the crossing transformation for the
massless variable, because it is a priori not obvious which path we should follow. Let
us recall that, for massive particles, the analytic continuation that yields crossing takes a
path inside the unit circle of the = plane. In that region, the BES phase has cuts [16].
Depending on the mass M of the particle which we are considering, we need to follow
different paths to perform the crossing transformation. More precisely, for M-particle
bound states, the crossing equation is reproduced when crossing ezactly M branch cuts [16]
— and for a fundamental particle with M = 1, it is reproduced when crossing exactly one
cut. Postponing a more detailed discussion of the analytic properties of the mixed-mass
and massless-massless BES phase to appendix A, in this case we find that, as long as h
is finite, it is possible to perform the crossing transformation without crossing any of the
cuts inside the unit disk. This is consistent with the mass-M particle crossing for the case
M = 0. In this way, we find that the crossing equation becomes trivial,

O'BEs(.i'l,xét) O'BES($1,QJ§:) - 1 (412)

While the preceding discussion is perfectly fine for finite h, it is not well-suited for
the asymptotic large-h expansion. To have a representation well-defined for any h we can
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analytically continue the BES phase to complex momentum keeping the relation z; =
1 /a:f An advantage of this way is that for complex p both circles can be unit, and
taking the large-h limit is the same as for massive particles. The only difference is that
if, for example, |x] | < 1 then |z| > 1, which means that the integral representation of
0(z1,x3) in terms of ®(zy,z9) — cf. eqs. (4.2) and (4.3) — needs to be amended. By
analytic continuation we find that in this region

1 1
Olar,a$) = or,of) — on,oy) ~ (- af ) + 0y )

1 1
U —,zd ) -0 —, x5
+ (xlaxQ) <I‘17m2>’ (4.13)

= 2®(z1,75) — 2@ (21,25 ) — ®(0,75) + ®(0,25)
+U(zy,29) — U(a,25),

where
ih 1 1
w 1 Tr(mrd et
U(zy,22) =1 ¢ — og , (4.14)
27T’Lw — X9 ih 1 1

and we used the identity ®(x1,x2) + @(é,xg) = ®(0,z2) and the properties of the ¥
function to write the result in a slightly simpler way in the last equality of (4.13). This
formula will allow us to expand the phase at strong coupling, A > 1. In appendix B we
discuss how to derive the asymptotic expansion for (4.13) when |z1] = 1.

We also will need to consider the dressing factor in the mirror kinematics. Following
the logic of [16], this can be obtained by analytic continuation from the string region to the
mirror region (where for massless particles these “regions” are lines). To perform this con-
tinuation in the massless variable we need to give a prescription because we may potentially
encounter branch points. In analogy with what was done for the crossing transformation,
we perform the continuation by avoiding all cuts. The resulting expression is not much dif-
ferent from the one for the BES (massive) factor in the mirror-mirror region, and we present
it in appendix A. In the same appendix, using that computation we establish the behaviour
of the mirror-mirror mixed-mass phase under complex conjugation, which turns out to be

(o5, 52)) ™ ((omms 3, 32) ) = (@)4(1 - H@)Q( T — & )2_ (4.15)

~+ ~ ~— ~
T — I3 1—-27 2

where Z; and :Icét are in the mirror kinematics (with real mirror momentum; we may also
generalise this to complex momenta). Note that this is not the “mass-to-zero” limit of the
mirror bound state relation (4.9) obtained by formally taking @1 — 0 , while Q2 = 1.

4.1.2 Massless kinematics

In a similar way, we want to define the BES factor when both particles are massless. By the
same logic as above, for finite h we can deform both integration contours in (4.3), as long
as they lie outside a disk of radius (/1 + (2h)~2 — (2h)~1). It is therefore straightforward
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to derive the crossing equation in this kinematics. We start from the crossing equation for
the mixed-mass kinematics (4.12), and continue analytically 3 — (x2)*! where |2o| = 1.
Like we argued before, since xo is a spectator in the equation, we can straightforwardly
take the limit in the right-hand side, which in this case happens to be trivial. Hence

UBES(ZZ‘17$2) UBEs(l‘laf@) =1. (4-16)

Once again, for the purpose of a large-h expansion this representation is not convenient.
Instead, we repeat what we did for the mixed-mass sector. Starting now from eq. (4.13)
we take 3 to satisfy 2§ = 1/z5, approaching the unit circle with |z3| > 1. Therefore,
we need to analytically continue (4.13) because z; is inside the circle. We have then, for
1] = 22| =1

021, ) = 20(21, 22) 20 (xl, 1) —<I>(0,:U2)—|—<I>(O, 1) —1—\11(361,3:2)—\1/(3:1, 1) L (417)
T2 i) xI9

where we used the identity ®(zq,x2) + (I)(é,.%'g) = ®(0,x2) to somewhat simplify the
expression for 0(x1,z2). We can then proceed to expand the various terms asymptotically
at large h, which again yields an AFS-like leading order, and an HL-like sub-leading order.
We refer the reader to appendix B for the details.

As for the behaviour in the mirror region, similarly to what we did above we can obtain
it by analytic continuation from the real string line to the real mirror line (avoiding the
cuts). Once again, we report the expression in appendix A.2, where we also check the
behaviour under complex conjugations of the massless-massless BES in the mirror region.

We find that .
(oums(F1,22)) 7 ((omes (@1, 72) ) =1. (4.18)

which is compatible with formally taking @; — 0 and Q2 — 0 in (4.9).

4.2 The sine-Gordon factor

A natural candidate for @() is the Sine-Gordon dressing factor,

o0 20 — L2 40+ )0 (=L + 04+ 1)
@(,y) — R(f, ,7) , R(ﬁ,’y) — 271 2 271 2 271 (419)
1l T e
The function so defined satisfies
" 1 ) )
PO =1, ) =g POy +im) = itanh (4.20)

as it is possible to verify from (4.19). It should be stressed that this is by no means the only
solution of the above equations. Indeed, we can multiply this solution by any solution F'(v)
of the homogenous equation

F(Y)F(y+im) =1, (4.21)

and thus obtain a new solution F(y)®(y). We will discuss later the choice of this CDD
factor.
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It is convenient to consider the logarithmic derivative ¢'(v) with

o(y) = log®(v), (4.22)

which can be expressed as an integral by means of the integral representation of the
Digamma function,

+oo
= L ogr(z) = / A DA (4.23)
Y(z) = —~logT(z) = Pl el L 7] >0. :
0
Then we have that ¢'(y) is simply
+o0o
, i cos(vyt/2m) iy -
= — dt = ) - < Ty <m. 4.24
7 () 4 0/ cosh?(t/4) 7 sinh y m bl < (4.24)
From this we can derive the integral representation for ¢(7)
[ sin(yt/2m)
i sin(~t /27w -
_ dt, —r<JIH] <, 4.25
o) =3 0/ ool r<3f]<n (425)
as well as the explicit expression
= i —e ) — (e 4 Dioe(1 — ey = 2 Tl
o) Wng( e ) 7Tng(e )+ - log(1—e™7) - log(14+¢€77) + 1 (4.26)

again valid in the region —m < J[y] < w. For real 7, ¢(v) is purely imaginary. Three
notable values of () are

p(£00) = i% . (0)=0. (4.27)
4.3 The monodromy factor
We may define a function
~ e F(E—{— l) 2i
D(~) = eix S\ i) )y 4.9
o) = e I gy et (4.28)

where 1)(z) is the Digamma function.!! By its definition this satisfies what we want

~

W = i(2sinhy)*?, B(z)P(—z) =1, B(z2)* = 5(1*) . (4.29)

Once again, this is not the only solution to the above equations.
Defining ¢(7y) = log #(z) we have that

N ~ coth y
Fly)=——7

1The factor involving the Digamma function is needed to make the product convergent, while the expo-

, (4.30)

(s

nential term in front of the product is a convenient normalisation.
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and
T

i i
p(7) = 5-Liz (e72) - —— lo (1—e) -2 4.31
p(7) = 5 -Liz 5= g TR (4.31)
This solution is “minimal” in the sense that we may derive it under the assumption that
it does not have singularities in the strip between zero and ¢7 using the Fourier transform,

see appendix C. Let us also introduce

R D0+ L) T+ 5+ 2)T(0— 5 +55)
R(€77) = % 2’y % 2’y 9 (432)
(Z—z—m) F(€+§—%)F —5—%)
and observe that we may write
@(712 ) 12 lo—o[ é (¢ ’712 ]E(& Y12 ) (4.33)

¢(712 )95(71;r R(¢ 712 ) R(¢, 7f2+) '

Note that the infinite product over a single factor, [7° ]?i(ﬁ,’y), does not converge, while
the expression (4.33) does.

4.4 The auxiliary function a(vy)

To solve the massless scattering we introduced an auxiliary function a(vy) that must satisfy

) N 1
ealy tim =1, ama(-)=1, () = . (4.34)
One such function is )
(4) = —i tanh (’V _ ”) (4.35)
a(vy 5 1) .
and we note for later convenience that
a(Foo) = %1, a(0) = —1. (4.36)

It is worth noting that this function has appeared before in the context of massless inte-
grable quantum field theories, see for instance [40].

5 Proposal for the dressing factors

Using the functions introduced above, we can write down solutions of the crossing equations
for the various dressing factors.

5.1 Massive sector

Here the building blocks are the BES phase opgs(2i, i) and the functions $(v) and &(v),
which appear in the equations for the product and ratio of the dressing factors, respectively.
Moreover, it turns out that we need to include a particular solution of the homogeneous
equations, which will provide us with the correct pole structure and match the expected
perturbative result.

-2 tanh 712 _ _
(stat,ad)) = ————= 80y )81 B (v )P0 ),
tanh 712 (51)
sinh 75 @(VE_) 45(71_2+)
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By manipulating the product representation for these functions we may then introduce

T+ 3+ 55T — 5+ 55) I2(0 — L)
R+(£, ,.Y) — 27 2 27 ’ R_ (5,’)’) — 27 7 (52)
(e %_%) _%_211') r2(e zlm)
which satisfy
R+ (67 ’7) D
Ri(4,y)R_(¢,~v) = R(¢ ———==R({,”). 5.3
+( 77) ( 77) ( 77)7 R_(g,’}/) ( 77) ( )
Additionally, these factors satisfy a crossing equation of sorts,
HRJF(E,’y)R_(E,V—i-m) h% , H —(l,y —im) :cosh§7
! , (5.4)
. .. Y . 1
(¢ 14 = h = (¢ 0y — =—
TL R (6 )R (b7 + i) = dsinh . gR (7R = im) = s

where strictly speaking the left-hand side does not converge and the right-hand side is the
result of a regularisation.'?> We then write

—+
L o402 sinh 12— > __ 4t 4 —
<< *(z7, 3 )) = —w HR+(5W12 VR4 (6,719 )R- (v ) R—(4,71 ),
sinn —5— /=1

(5.5)

712 [e%¢)

+ H (2 ’Y12 (E ’712 )R+(€ 12 )R+(£ ')’12 )

Y12 -
cosh 2 =

(5"(351*,373)) -2 _ +cosh

The products have the following representations

N _ _ e/ Lt _*
Ry (6,715 )R (65 )R- (6, ) Ry ) = e 002

—18

~
Il
-

—— ~ee (.t £
R (6,715 )R- (6,75 R (65 ) R (6,775 ) = P 01720

—18

~
Il
-

with
(V) = 03 (s ) + e () F e (vinh) + et (v ),

G (,72) = ¢ (vz ) + 0™ () + e (i) + 02t (),

The right-hand side can be evaluated explicitly in terms of

#1N(0) = i (67) = o+ oy log (11— ) = .

i S (5.8)
() — —*L' Ly v ot 1 1 "

30—%—('7) pu ig ( €)+4 ’)/ 'yog( +e7) T

12Namely, we consider the series for the logarithmic derivative of the left-hand-side, which is convergent.
This does leave an ambiguity in fixing an overall multiplicative factor in the crossing equations. We could
also amend the definition of R4 (¢,~v) by a Digamma term similar to (4.28) to make the products over £
convergent. This would modify the crossing equations (5.4) by constant factors which drop out when
considering the full dressing factors.
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In conclusion, we can write the full dressing factors o*®(z5,23) and &°* (23, z3) in

terms of the BES phase opps(27, 23) as
—+
o/ 4 4\ ~2 sinh 7% 3 (v ) £ 4\ 2
(U (21,23 )) =T - (UBEs(331 T3 )) ;
sinh T (5.9)
-2 coshlz— ., & + -2
(3% (at23)) =42 0T (ouns(ai 7))

cosh %

5.1.1 Properties

We start by discussing the singularity structure of these dressing factors in the physical
region for string theory and for the mirror theory. The location of these regions for the
v* parametrisation was described in section 3.1. Since we have stripped of the poles
expected for the bound states of the theory in the normalisation (2.9), we do not expect
any additional poles to appear.

Singularities in the string region. In principle, we may expect singularities at any of
the points *ﬁ = fyéc mod 7 and *ﬁ = 5 modm, cf. table 2. Most of these configurations
are not in the physical region. Indeed, the only physical configurations are v, = 75, — i,
¥i = 74 +im, and 'yf[ = 'yQi. Let us start from 7;" = v, — 4w, and look at the product

representation (5.5) (we do not need to worry about the BES factor, which is regular in

+_
this region). For ¢**(zf,z3) 2, the factor sinh N2 = —j is regular. Possible singularities

might in principle come from the terms R_ (¢, ;5" ), but recalling eq. (5.2) we see that never
2 Ty
2

happens. For ¢*® (l‘it, xzi)* we get a simple zero from cosh = 0. However, we also have

. 0=1,2,..., (5.10)

Ry (L, ;
+( 712 ) ’Yig_:—iﬂ' (g . 1)£

so that the pole for ¢ = 1 precisely compensates the zero. The discussion for v, = 'y; + i

—+
is similar, with the only caveat that for f“(:vli,m%)_z now cosh 7122 = 0 appears in the

denominator, yielding a pole, which is compensated by a zero of Ry ({,75") = (£ — 1)L.
Finally, for 7;" = 75 or 77 = 15 no singularity occurs because R4 (¢,0) = 1, cf. (5.2).

Singularities in the mirror region. Even though the string and mirror region lie in
different strips of ¥* plane, the differences ’yfc — 17 are still physical only if ;" = 75 —im
or y; =75 +im. Additionally, we always have the possibility *ﬁ = ’ygc. These are precisely
the same configurations discussed for the string region. It follows from the above discussion
that there are no poles in the physical mirror region.

String bound states and fusion. Two massive “left” particles, or two massive “right”
particles, may form a supersymmetric bound state [25]. Compatibly with the pole in (2.9),
this happens when

i = a5 & v =y —ir. (5.11)

Given such a bound state of particles with rapidities ’yf and nyi, we may ask what are
the S-matrix elements when scattering a particle of rapidity ’y3i. For the matrix part of
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the S matrix, this is fixed by representation theory. For the dressing factor, we expect the
result to depend on z; and x; only — we say in this case that the dressing factor is fused,
in which case the argument can be iterated to study the scattering of M-particle bound
states. This is what happens for the BES phase [41]. We now want to check that this is
the case for ¢*° ('yf[, 7})_2. We have, schematically,

00\ —2 / e0\—2 sinh 713 o1 +— —+
(s13) " (23) "=———7— 7 1+37 HR+ ¢ 713 )R+(£ Y13 JR—(6,713 )R+ (4,713")
sin =1

sinh 225~ o Y 4
X 7HR+ (€725 )R- (0,723 )R- (L7253 )R- (67257) | (5.12)
s1nh723 =1

_ sinh 713 = y _y
= h72+3_ [T R+ (655 R (67157 )R- (7557 ) R (6,7357)
sin /=1

In a similar way we find

cosh 7237 -
7—+ HR 6y JR—(6, 795 ) R (£vi3 )R (6,795 ) - (5.13)

cosh @ (=1

() (@) =

Mirror bound states and fusion. Next, we look at fusion for mirror bound states,

and consider
Ty =] = v =5 +ir. (5.14)
Now we expect the fused result to depend only on ’yf’ and 7, . Indeed we find

72 3 o)

sinh

(03) 2 (33) 2 = —— [T R+ (073 )R (0,75 )R- (0,735 )R- (£, 7{57) , (5.15)
sinh 18- /=1
and
cosh 713 s

(51.5)_2 (52.5)_2 = 7+ HR (€, va3 JR-(X, 713 )R+(f V23 )R+(€ 713 ) (5.16)

cosh 23 (=1

Physical unitarity in the string and mirror regions. We need to check that the
dressing factors have modulus one for real values of the momenta. For string particles,
recall that we have

(@) =2F, () =17, (5.17)

=—, (7 )=5"+ir, ) =5 +ir. (5.18)

13To prove this identity we impose the condition (5.11) and may use the regularised expressions (5.4).
Alternatively, we may work with the square of the equation and use the crossing equations, which gives the
same result up to a possible sign ambiguity.
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Let us start from the rational prefactors and the BES term. In the string region, they are
both unitary. In the mirror region, instead, the rational prefactor in (2.9) is not unitary
by itself; the offending term is the e!P1=72) factor in front of it. That term precisely
compensates the non-unitarity of the BES factor in the mirror region, see eq. (4.9). As
for the rest of the dressing factors, physical unitarity in the string region follows from the
behaviour of (v) and &(v) under complex conjugation. In the mirror region the conclusion
is the same, given that the mirror rapidities undergo the same constant shift in (5.18) and
®(7),®(7) depend only on the difference of rapidities.

Zero-momentum limit. We expect the S matrix to simplify when the momentum of
either particle is zero. Indeed, given a state represented in the Bethe-Yang equations by
a set of NV momenta we generally should be able to construct a new state, with one more
momentum py4+1 = 0, which still solves the Bethe-Yang equations. Such a state is then a
symmetry descendant of the original one. We therefore expect that for any dressing factor
o(p1,p2), o(p1,0) = 1, possibly up to an integer power of exp(%pl). This is the case for the
rational prefactor in (2.9) and for the BES factor. Let us now inspect the new ingredients
in our construction. Recalling eq. (3.15), we set

L (5.19)

Using this we compute

oo coshl(vJr L”) ©
(013) % = coshi(ylf n ;) H — (v )R (v IR (715" ) R (6,715 )]
2N 2/ ¢=1
(5.20)
_ cosh b0 ) cosh i _
cosh%(’yf + %) cosh 1 2712 ’

where in the second equality we used (5.4) for the terms in the square brackets. In a similar

way we find

=1, (5.21)

as it should be.

5.1.2 Perturbative expansion

It is useful to work out the large-h expansion of the dressing factors, which can in principle
be used to compare with string-NLSM computations. For the BES phase a(z:li, x5 ) this
expansion is well-known, being given at leading order by the AFS phase [27] and at next-
to-leading-order by the HL phase [38] of eqgs. (4.6) and (4.7), respectively. The other
pieces of our proposal can be expanded quite straightforwardly by starting from their
representation in terms of polylogarithms, see egs. (4.26) and (4.31). In this way we can
find the near-BMN [32] expansion of the massive dressing factors, see appendix B. This
should be compared with the perturbative expansion of the existing proposal [25], as well
as with the perturbative computations of refs. [42-47].
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The perturbative computations for the AdSsx .S3xT* background have been performed
by different techniques and in different kinematics regimes. The tree-level S matrix was
first worked out in [42]. In refs. [43] the dressing factors were computed at one-loop in
the near-flat-space limit [48]. In [44], the cut-constructible part of the one- and two-loop
dressing factor was worked out by unitarity. Later, the complete one-loop dressing factors
were considered in [45] (see also [47]) by evaluating the Feynman graphs by means of
integral identities and dimensional regularisation. The same calculation was also done
in [46] by exploiting both unitarity as well as symmetry and regularisation of certain
divergent integrals. All these results are compatible with the proposal of [25].

Comparing our result with the perturbative results we find what follows:

1. A tree level, our proposal agrees with [42] and subsequent computations.

2. At one-loop in the near-flat-space kinematics, our proposal agrees with the pertur-
bative results [43]. Note that the near-flat-space kinematics is more restricted than
the near-BMN, so that the near-flat-space expansion contains less information than
the near-BMN one.

3. At one- and two-loops, our proposal agrees with the cut-constructible part of the
dressing factors [44].

4. At one-loop in the near-BMN limit, our proposal does not agree with [45, 46]. In
particular, while the sum of the phases gl’z agrees, we find a mismatch for the differ-
ence G;,, namely

i

s = B2 @122 @) pip2 O (5.22)

log(si2) 2|~ log(s3) |

Compatibly with the above observation, this term is not cut-constructible and it is
zero in the near-flat-space limit. It is also interesting to note that this term could be
interpreted as arising from a local counterterm.

This could look troublesome, especially in view of the fact that the original proposal of [25]
matches all known perturbative computations. However, a closer inspection of the mon-
odromy factor of [25] shows that it violates parity invariance of the model, see appendix G.
Hence, it cannot be the correct solution. Having made these observations, we postpone
their discussion to the section 5.4 and to the conclusions.

5.2 Mixed-mass sector

In the mixed-mass sector we define

. _9 “tanh TR o Y
(§ (Vliv’y?)) =+ -2ko @(’VIE )45(712 ) ’
tanh 7122 (5.23)
o+ °
ce ) . tanh N1z o o—
(§ (’7177;)) - ; 45(71;) D(71 ) 5
tanh %
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In most of what follows, it will be sufficient to focus our attention on one of the two phases
(say, ¢f5) since they are related by braiding unitarity (2.22). To complete our definition we
now need the BES dressing factor in the mixed-mass sector a(miﬁ, x2), which we discussed
above, see eq. (4.13). Using this we have finally

. _9 _tanh LT o 6 -2
(0% (at, 22)) 72 = i L () B3 (o, w2)) 2, (5.24)
tanh %

and we recall that the whole S-matrix elements are given in eq. (2.10).

5.2.1 Properties

Let us analyze some properties of the dressing factor that we just introduced. Unlike what
we did for the massive sector, we will not restrict our discussion to the ¢*°(p1,p2) piece:
here the properties of the (mixed-mass) BES factor are less obvious.

Poles and (absence of) branch points. The dressing factors, taken together with
their rational prefactors (2.10), show a number of apparent poles at

1 1
+ + — +
Ty =X, T =—, Ty =T2, T{ =—. 5.25
[ =@, B = om, T =o, @ = oo (5.25)
Some of these poles, in particular those appearing at ﬂ:li = (x9)T!, appear also in the

matrix part of the S-matrix and as such cannot be removed by CDD factors; note also
that such poles were also present in the proposal of [26]. As we discussed, none of the
four conditions (5.25) may be used to describe a bound state with real momentum and
real (and positive) energy, neither in the string region nor in the mirror one. Therefore,
we shall not consider them. Unlike the proposal of [26], our solution is manifestly free
from square-root branch points at the positions (5.25). This simplifies considerably the
discussion of the analytic properties of the dressing factor. We will see in section 5.4 that,
as a matter of fact, the proposal of [26] was actually free from branch-points at (5.25) due
to a quite non-trivial cancellation between the dressing factor and its normalisation. To
the best of our knowledge, this fact was not previously appreciated.'* Nonetheless, the
proposal of [26] manifestly has the AFS singularities, see (4.6), which make its analytic
continuation rather subtle if not ill defined.

String bound states and fusion. Let us stress that, even if we are considering the
mixed-mass scattering, when discussing fusion we refer to the fusion of two massive particles
parametrised by x{c and in (say, both of charge M = 1) to create a bound state (say, of
mass M = 2); this bound state may then scatter with a massless particle parametrised
by x3. This setup should not be confused with an attempt to construct bound states of one
massive and one massless particles, which as recalled above does not seem to yield a physical
(massless) excitation. Like before, the condition for bound states in the string region is

i = x5 & v =7, —im. (5.26)

14Some analytic properties of the proposal [26] have been discussed in ref. [34], but unfortunately the
branch cuts of the mixed-mass factors have not been discussed there.
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We now need to analyze various contributions to fusion. We start by considering ¢*° (acli, x3)

and ¢*° (23, x3) and using (3.55),

o\ o0\ tanh ng tanh 25" e o e o
(s73) 2(§23) ?=— ﬁo ﬁo 515(’713 )Qs(’YfLs )915(’723 )45(75?3 )
tanh 173 tanh %

—o +o
tanh 13 coth s +o
=— 2 2_ jtanh ’% B(v) DY) (5.27)

o

1y 7>:
tanh —* tanh -2+

—+o ’YI?)O
) ¥ tanh 13- —o °
— —jcoth 12 75{0 D(713 )@(’Y;s ).

tanh %

We see that we are left with a rather unpleasant dependence on ’yf through coth % We
have also to consider the BES factor and any rational prefactor. The BES factor a(a;li, x2)
has the same fusion properties as its massive progenitor a(a:f, xét), i.e. it can be fused over
the massive particles without problems following ref. [16]. For the prefactor, we should now
consider carefully which process to pick for the normalisation. The simplest picture, since
the condition (5.26) identifies bound states in the symmetric representation [25] (whose
highest-weight state is Y (p1)Y (p2)), should arise when we are dealing with left-particles
(M; = My = +1). As a result, we should consider the normalisation appearing in the first

line of (2.10), i.e. the prefactor

wf —ipy L1 — X3 xj —ips T1 — 3 JUQL —2ipy L1 — T3 ’Yféo
—e [ fem Lo — [ Ze P2~ tanh —>.  (5.28)
Ty 2

- + + = +
T 1—x7x3 1—2x7x3 Ty 1—x5x3

+o
We see that the last term cancels the coth % contribution as we wanted, leaving

. iL’+ —9 Ty — I3 ta‘nh ﬁ —o0 o - —
+1 \/:2—6 2ips 1 —20—0 P(v13) P(7a37) (013) *(023) %, (5.29)
1

+
1= 2323 tann 31

We could have fused two right-massive particles (M; = My = —1). Here the highest-weight
state is Z (p1,2). Repeating the same treatment much of the discussion would go through
in the same way, except that at the very end we would encounter a different rational pre-
factor. If we look at Z(pi2), the normalisation is fixed by the second line of (2.10). The
overall difference with the case we just considered is a rational term (whose form follows
from representation theory and left-right symmetry [9]). The new term, which multiplies
the fused S matrix (5.29), is

vy (1= aa9)’ oy (1= 5fa)’

af (z] —x3)? 23 (x5 — a3)

oz (1 r3w3)? (1 — o w3)?

Caf (zy —23)? (2 — 23)?

g (5.30)

We see that the new prefactor does not fuse nicely (due to the last term in the last equa-
tion). This is not surprising because we are looking at a symmetric-representation bound
state in the antisymmetric sector. To fuse this properly we would need (in the language of
the Bethe-Yang equations) to also consider auxiliary Bethe roots which would remove this
additional contribution.
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Mirror bound states and fusion. Let us now consider massive bound states of the
mirror theory, which will satisfy

] =15, v =95 +im, (5.31)

and transform in the antisymmetric representation. We start by looking at the fusion
properties of c'o(’yfc, 72)~2. We find

002/ eor_ tanh TR tanh Jag” e o R R
(§13) 2(§23) =— ﬁo 730 @(713 )@(Vf% )45(’723 )@(7;3 )
tanh - tanh 2

'Y+O 770
coth -2 tanh =2
- o

vy 734
tanh —* tanh -2+

+o
4o Y13
, Yos tanh o —o
= —jcoth 2 7%0 @(’Yfrs )¢(723 )
tanh 7%

+o
. i) o —o
i tanh 12 B(3)7) B(73;) (5.32)

Let us now look at the rational pre-factor for the scattering of Z particles, which is what
should give a simple result for the anti-symmetric bound state. We get an additional factor

of
— = + + — = + 4o
Ty Ty gyl —ayazl —wywy  Jrypwy 1 —ayw3 o, 723
———T¢ - - =4 —F-—F——e¢€ coth ==, (5.33)
] Ty T, — T3 Ty — T3 T] Ty Ty — T3 2

which does not cancel the unwanted term — rather, it produces its square. In fact, the

term coth? % is cancelled by terms coming from the fusion of the BES factor. In fact,
much like in the ordinary (massive) case, the BES factor does not fuse well. It can actually
be convenient to define an “improved” dressing factor for the mirror region (which fuses
well there, but not in the string region). In any case, considering all this, we find that the
Z Z-scattering fuses well in the mirror region. The same will not be true for the scattering
of Y'Y, which will fuse up to terms involving the auxiliary Bethe-Yang roots.

Physical unitarity in the string and mirror regions. Let us consider the dressing
factor C.O(’}/it,’m) for particles with real momenta in the string region, where we have
(z%)* = 27 and 2* = 1/z, as well as (y5)* = 4T and v* = v. We find

o 4o
+  tanh 12 tanh 12 1
(F5) 72 (1)) = ——52(112)8(n) % SN —ey = L (5.34)
( ) tanh % tanh % ¢<7fr2 )P(112)

It can be checked that the prefactors in (2.10), as well as the BES factor, are also unitary
in the string region. Coming now to the mirror region, we have that the dressing factor
now takes the form

—_——2 tanh M Z 7/
(85) =it O3y — M) @ (%‘; B ”) , (5.35)
Y1z —im/2 2 2
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where the wide tilde denotes that the whole expression has been analytically continued to

the mirror-mirror region. Recall that for real mirror momenta (#%)* = 1/#F and #* = 7.
In terms of the rapidities, this gives (3%)* = T +im and 5* = 4. Thus,

50 —im o +3im ~ 4o ; ~—0o i
(@ ) = Tz 2 oy T g5 — L) B (555 — i)
AT fanh B2 anp 5252 S5 + §m) By + 5)
4o i

~—0 i
— tanh? <w> tanh? <W> (5.36)
2 2

~ - 2 —— 2
_ R 1—2] 2
1— 212 Iy — &

In the second equality we have used the periodicity of the hyperbolic tangent and the

2mi-monodromy of the Sine-Gordon factor,

P(z) D) P(z+im) 2
D(z+2mi)  P(z+im) P(z + 2mi) tanh’ (5) ' (5.37)

The rational prefactor also is not invariant under physical unitarity,

=+ A= =+ == = \"
1A =@ (i1 3 —F ) ] (5.38)
Gy B2l — &\ \ &7 @21 — 3 i (T2)!

It remains to check the contribution of the BES dressing factor in the mirror-mirror region.

As we discuss in appendix A.1, we have

(08505, 3) (03508 2) ) = @0)* (55 +”“’)2( i )2. (5.30)

~+ ~
T — I3 1—-27 2

We see a very non-trivial cancellation between the contributions of the Sine-Gordon factor
and of the mixed-mass BES factor.

Zero-momentum limit. We may consider two distinct zero-momentum limits. One,
which is conceptually simpler, is when we add a massive mode with zero momentum in the
Bethe-Yang equations. This should represent a supersymmetry descendant. In that case
=

the Zhukovsky variables = (p;1) both go either to plus infinity or minus infinity, and we have

vE=Fom. (5.40)

Hence we have

+%7T—’72

tanh : : .
() 2=i 2 g <+Z7r - 72> 2 (+Z7r - 72) — tanh (72 - ”T) = a5 (5.41)
T A 2 2

Observing that the BES phase does not contribute in this limit, this gives the scattering
elements

_3; = _ 1, =
SD/OXI?Q) = —¢€ 21p2$2‘Xp2Yb> ) S|Z0Xp2> = —¢€ 21p2$2‘Xp220>’ (5‘42)
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which can be further simplified depending on the chirality of ps. In the physical region
where po is anti-chiral, zo = —e3P2 and we get that the scattering reduces to e~*/1P2 where
Ji is the R-charge of the first particle. We may also consider the case where the mass-
less particle has zero momentum, which means v = £oo. Recall that p(+oo) = +in/4.
As a consequence, when considering the dressing factor in presence of a zero-momentum

massless particle in the physical region we have
¢*°(—o0) = iP(—00)? = 1. (5.43)

While the BES phase does not contribute in this limit, it is interesting to observe that the
rational prefactor in the highest-weight scattering elements is not trivial; rather, it takes
the form e.g.
eim/2l I (5.44)
1+
which can be compensated by adding an auxiliary root in the Bethe-Yang equations (see
section 6).

5.2.2 Perturbative expansion

Given that there is no standard definition of the normalisation of the dressing factors in
the mixed-mass sector, we shall consider a whole S-matrix element in the ¢ = 0 uniform
light-cone gauge [49], see appendix D. Focusing on the scattering of Y (p1) and x(p2) in the
kinematics region where ps < 0 we have, in the near-BMN expansion,

& & 4
log(Y1x2[S|Y1x%) = —ﬁ(pl(m — p1) + 2powr)

:0n2

_ipy B — (w1 —p1)p2 3
9 h2 (w1 — p1)p2 log< m ) +O0(h™),

(5.45)

which is worked out in appendix F. A first observation is that this justifies the normalisation
of g’o(af, x2) by an explicit factor of i. In fact, this diagonal S-matrix element is correctly
normalised so that (Y1x5[S|Y1x5) = 1 + O(h™!), without any spurious signs.

This result should be compared with the existing perturbative computations. Unfor-
tunately, for processes involving massive and massless external legs, not many results are
known. Results have been computed up to one loop in ref. [47], and we report here their

results, translated in the a = 0 uniform lightcone gauge:

log(Y1x5[Ssw|Y1x3) = —%(pl(wl —p1) + 2p2w1)
;2 (5.46)
P1 w1 — _3
— —(w; — 1+1 h™?).
53 (W1~ PL)p2 { + 0g< oy >] +O0(h™)

We observe the following matches and mismatches:
1. The tree-level result matches.

2. The rational part of the one-loop result does not match. The difference is given by
)

573 (@1 = p)pipe, (5.47)
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which is actually quite reminiscent of (5.22). Like that term, this could be interpreted
as arising from a local counter-term.

3. The logarithmic piece is actually quite different. In fact, the discrepancy of the
logarithmic part was also noticed when comparing the proposal of [26] with ref. [47].
The expansion of [26] as well as ours naturally produces a one-loop result where the
argument of the logarithm is of the form (5.45) and depends on h. As far as we can
see, the reason for the disagreement lies in the order of limits. In [47] a UV regulator
was removed first, and then the IR regulator, which was chosen to be a small mass of
a particle, was taken to zero. The correct order is in fact opposite, and, moreover, one
does not have to remove UV divergent terms because a natural UV regularisation for
the model is a lattice one with the propagator replaced by 1/(m? + 4h?sin? p/2h) so
that the UV regulator, the inverse lattice step, is identified with the coupling constant
h. This follows from the form of the exact dispersion relation, and at one-loop order
would naturally lead to the appearance of a log h term.

5.3 Massless sector

We now come to the massless dressing factors, starting from the one scattering particles of
the same chirality, see table 1. Here we set

(s°(1,72)) > = a(m2) (B(112))° - (5.48)

As emphasised in section 2.2 we need a(7), which satisfies the crossing equation a(v)a(¥) =
—1, in order to solve eq. (3.64). It is not unusual to encounter this function in the context
of relativistic massless integrable QFTs, see e.g. [40]. We stress once more that we could
have not obtained the minus sign by multiplying the square of the Sine-Gordon dressing
factor @2(v) by =i, as that would have spoiled braiding unitarity.!> We now consider the
case of opposite-chirality scattering. As we have commented in section 2.1, here we could
obtain the correct sign in the crossing equations (3.64) by multiplying the dressing factor
by #+i. This is because braiding unitarity is not a constraint on a single dressing factor
in the case of opposite chirality, but rather a relation between two distinct functions that
have some freedom in their overall normalisation. Regardless, we shall assume that the
solution for opposite chirality scattering is the same as above, namely

(€ (11,72)) % = al(m12) (B(m2))°. (5.49)

The main reason for doing so is that it seems more natural not to have the dressing
factor “jump” abruptly when changing the chirality of one of the two particles. We could
always remove a(y) by multiplying eq. (5.49) by the CDD factor i/a(y). Ultimately, its
perturbation theory will tell us which is the correct result (see below for the perturbative
expansion of the dressing factors). In conclusion we propose that all massless-massless
dressing factors are given in terms of a single expression,

(6% (11,72)) 7 = (0°°(71,72)) " = aln2) (P(112))* (Tses (1, 22)) (5.50)

It is straightforward to verify that this satisfies the parity constraints of section 2.2.

5The pre-factor a(y) was not considered in ref. [37] where the connection between the Sine-Gordon
dressing factor and AdSs x S* x T* was first noticed.
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5.3.1 Properties

Let us now analyze the main features of our proposal. Because the massless kinematics
is quite restrictive — the only physical values of the momenta, both in the mirror and in
the string theory, are the real ones — and because massless particles do not form bound
states, the discussion will be a bit simpler than in the cases above.

Poles and branch points. The discussion of poles here is quite simple because the
physical “region” is just given by the real v line (either in the string or in the mirror
theory). It is however worth remarking that the massless limit of the BES dressing factors
has branch points inside and outside the unit disk, see section 4.1. While these points
are outside of the physical region, we have to be careful when analytically continuing the
dressing factor from the real string line (the upper-half circle in the x-plane) to the real
mirror line (the segment —1 < x < 1). We will take any path that does not cross the cuts
(such as a path that runs closely to the upper-half circle).

Physical unitarity in the string and mirror regions. The physical unitarity of
¢°°(y12) in the string region follows straightforwardly from the properties of a(vy) and (7).
Moreover, this also applies to the mirror-mirror region because, since ¢°°(+y12) depends on
the difference of two massless rapidities, it does not change when both are taken to the
mirror region. As for the massless-massless BES phase, by the results of appendix A.2, it
is unitary by itself.

Zero-momentum limit. Let us now consider the case where either particle has zero
momentum. We shall always order the particles so that if one particle has momentum
equal to 07, so that its velocity is positive (and maximum), it is the first particle; vice-
versa, if the momentum is 07, and the velocity is negative (and minimum), then this
must be the second particle. This is the physical setup, and any other configuration can
be related to this by using braiding unitarity. Hence, either p; = 07 and +; = —o0, or
p2 = 07 and 2 = +oo. Either way, 712 = —0co. We can immediately verify that

(*(=00) “ =1, (5.51)

where the contribution of a(—oc) = i is important. It remains to compute the contribution
of the BES phase. From (4.17) for instance, it is manifest that the phase vanishes if x9 =
+1; though that expression is not manifestly antisymmetric, the phase is antisymmetric
by construction, so that it must also vanish if x1 = +1. In conclusion,

(0°°(0%,p)) 2 = (0%°(p,07)) * =1. (5.52)

It is also easy checking what is the form of the dressing factor for coincident momenta, as
the BES and Sine-Gordon pieces are (separately) trivial. The only non-trivial contribution
comes from a(0) = —1, so that

(0 (p.p) " = 1. (5.53)

This matched with what expected by general considerations in ref. [10].
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5.3.2 Perturbative expansion

The near-BMN expansion of the massless-massless dressing factor is reported in appendix F.
Working in the perturbative regime where p; > 0 and py < 0 we find

00 2 i pip2 . Pip2 —p1p2 3
log (rf (pl,pz)) = P2 = 5o —ip o (log T — 1) +O(hTY). (5.54)
This result should be compared with the massless-massless perturbative computation of
Sundin and Wulff [47], which gives

L4 L5 7 . p1p _
10g<X?X§’SSW\X?X§> = ——pip2 + 2172(10%(—4101172) - 1) +0(h™?). (5.55)

h 4Amh?

We observe the following matches and mismatches:

1. At tree-level, our result matches with the perturbative computation of [47]. In par-
ticular, the relevant term arises from the AFS order of the BES phase.

2. At one-loop, the coefficient of the logarithm does not match; the sign is opposite.
This is perhaps not entirely surprising in light of what we have encountered in the
mixed-mass region.

3. The argument of the logarithm is sensitive to the UV cutoff, which in our case is
provided by the coupling constant h and in the case of Sundin and Wulff has been
removed. As such, the finite pieces of the one-loop result can be removed by a change

in the UV cutoff.

4. Tt is interesting to notice that the one-loop result of Sundin and Wulff comes with a
1/7 coefficient, while ours also involves a rational term. This discrepancy is reminis-
cent of the two-loop mismatch in the dispersion relation for massless modes, which
in that case involves a relative factor of 72 [50]. Nonetheless, it is interesting to
note that the first O(h~2) term in (5.54) is precisely due to —ia(7), which we may
eliminate in the opposite-chirality scattering (at the price of having different dressing
factors for same-chirality and opposite-chirality scattering).

5.4 Relations with earlier proposals

We are now able to comment in more detail on the similarities and differences between
our proposal and the solutions of the crossing equations found in [25] for massive-massive
scattering and in [26] for mixed-mass and massless-massless scattering. We will see that
such a comparison will result in a some precise relation between pieces of the two proposals.

In the massive sector, both our solution and that of ref. [25] featured the BES phase,
supplemented by an additional function at HL order, i.e. at order O(h?). Hence it is
sufficient to compare those additional functions, which we shall do below. For mixed-mass
and massless-massless scattering, instead, the difference between our proposal and that
of [26] is much more fundamental: in the latter, the BES phase did not appear at all, but
only its AFS and HL orders did. One concern is that, at finite h, the analytic properties of
individual orders of the BES phase are less transparent than that of the whole function. In
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particular, the dressing factors of [26] feature the AFS phase, whose branch points depend
on the relative rapidities of the two particles, see eq. (4.6), like ;1 = 1 /a;zi, and so on.
This makes it hard to perform the analytic continuation necessary, for instance, to define
the dressing factors in the mirror theory. Physically, it is not hard to explain why (a limit
of) the BES phase might appear in the mixed-mass and massless-massless scattering. In
fact, massive particles can and do appear in the internal lines of mixed-mass and massless
processes; the BES phase may be result of all such processes at all-loop order.

Let us now consider in more detail the O(h?) terms appearing in the various dressing
factors. We start by recalling that, by an asymptotic expansion of ®(z,y) in h > 1,
see (4.3), we obtain at O(h®) order the HL integral @y, see (4.7). We can then define
xuL(z1,x2) = P (21, x2) in the region where |z1| > 1 and |z2| > 1. By means of this we
may define the massive-massive HL phase

Ons (27, 25) = xu (2, v3) — xun (7, 25) — xun (o7, 23) + xuL(er, 23) - (5.56)

The mixed-mass limit of this expression, which we will denote simply by HHL(mli,xQ), is
defined by taking x3 — z2 on the upper-half circle and x; — 1/x3 [26]. The massless-
massless limit is obtained by doing the same for acfc and it will be denoted by Oy, (x1, x2).

Product of the massive dressing factors. In this case we have

—+
-2 tanh 12— o -~ _ , £+
(stat,ed)) = ——— 0z )PP Py ) = Pm0r2) (5.57)
tanh%

where the last equation has been verified numerically. This means that, as far as the
sum of the phases is concerned, our solution matches that of [25]. Quite conveniently, the
expression in terms of ~v4’s is of difference form which, as we have seen in the sections
above, makes it much easier to understand its analytic properties and to consider bound
states and fusion.

Ratio of the massive dressing factors. In this case, we should not be comparing
with the HL phase but rather with the difference phase of [25]. We have already seen
in the near-BMN limit that our phase ¢~ (x1,z2) is genuinely different from the previous
proposal. While ¢™(z1,x2) is designed to take a simple (difference) form in terms of the
~4* rapidities, the proposal of [25] takes a simple form in the z-plane, or more precisely, on
the u-plane. However by looking more closely at the proposal of [25], see appendix G, we
find that it is not invariant under the parity transformation which indicates that, at least
as defined, it cannot be correct.

Mixed-mass dressing factor. By taking the massless limit of (5.57) we can easily
obtain an identity that involves the mixed-mass dressing factor, namely

t h 7;20 .
B LEO ¢(7ﬁ0)2@(7f_20)2 _ teHHL(Iitﬂ@) . (558)
o
tanh —5-
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In terms of our dressing factor ¢*° (xI—L, x2) this means

+o
tanh 212- —4 .
Ry 2 (§°O(CL€E,$2) — 20 (eie2) (5.59)

tanh %

If we were to consider a single power of eieHL(vax?), as it was done in [26], this would yield
a function with square-root branch points at a:{c = xo and xf = 1/x9, which would then
recombine with the explicit square-root term in the normalisation of the S-matrix elements
in [26]. It is immediate to see that this removes all putative square-root branch points.
Still, we remark that our proposal differs from theirs by the presence of the BES factor.
The argument used in [26] to rule out the presence of the BES factor was the fact that, if
one first performs the h > 1 expansion of the massive factor and then takes the limit to the
massless kinematics, only the AFS and HL orders survive. In hindsight, the problem with
that argument is that taking the A > 1 expansion and going to the massless kinematics
are non-commuting operations. Moreover, when performing them in the order used in [26]
(by expanding at h > 1 under the integral sign), one finds that the resulting integrals are
divergent in the massless kinematics and hence need to be regularised. We take this as
a further indication that it is more appropriate to continue the whole BES factor to the
massless kinematics, before taking any limit.

Massless dressing factor. It is also easy to take one further massless limit, in the above
formulae, obtaining

_ @(%2)4 — 2i0ur(z1,72) (5.60)

Taking the square root of this expression gives the HL order of the phase [26]. At this
order, our solution differs by the —a(vy12) factor; as we remarked, this factor is necessary
if we insist that we have the same dressing factor both for same-chirality scattering and
opposite-chirality scattering. Once again, at all order our proposal involves the complete
BES factor in the appropriate kinematics as opposed to the AFS one.

5.5 Application to mixed-flux backgrounds

The AdS; x S x T* background can be supported by a mixture of Ramond-Ramond and
Neveu-Schwarz-Neveu-Schwarz background fluxes, which does not spoil integrability [51].
In fact, the S matrix for such backgrounds is remarkably similar to that of the pure-RR
background [52], even though the kinematics is rather different [30]. If the parameter h
identifies the strength RR background fluxes, and we introduce a new (quantised) param-
eter k =1,2,... to indicate the amount of NSNS flux, the dispersion relation is [30, 31]

E(p) = J (M + ;p)2 + 4R sin? (72’) . (5.61)
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It is possible to derive the matrix part of the S matrix [31] and express it in terms of the
Zhukovsky variables (following the notation of [33])

2

L) = (1—|—27r —l—\/ 1—}—2’;]9) +4h2sin2(%) Lip
z(p) = er2P
. 2h sin(%)
(1—£p)+/(1- ﬁp)2+4h2sin2(£) i
7ii(p) = \/Qh SH217E£) e 502
2
2 2 ¢in2(P
xi(p) 0+ 27, )+ \/ 0+ 27Tp) +4h?sin*(§) oD
0 2h sin(%)

Up to taking care of distinguishing “left” and “right” Zhukovsky variables, the S-matrix
elements are essentially the same as in the pure-RR case, so that the same is also true for
the crossing equations. In particular, for the massive dressing factors we have [31]

N2 _ Q——
+\2 —
oo/ £ A \2:e0 - _4\2 Lo (T01 — 215) T
ULL(xLl’xLZ) URL(I‘M,JCLQ) =\ .+ — — + +ty1 Lll L2a
T2 ( Ll ‘TLQ)(le - $L2) - mﬁﬁ”ﬂz
1 1 (5.63)
SRR /R
e -t _+t\2-e0, + 2 _ [ ZTgro L1 PRy T11%Ro” L1 — TRr2
Orr(Tr1s Tro) "R (21, Tho)” = T 1 2 + -
Tr2 (1— ) Lr1 — Tgr2
ILIIR2

despite this apparent simplicity, no solution to these crossing equations is known due to
their unusual underlying kinematics. The solution of the mixed-mass and massless crossing
equations is also unknown when k # 0.

We will see in a moment that the approach we used above allows us to find a solution,
at least formally, in terms of the very same functions used for the pure-RR case. First we
introduce the BES factor as a function of the Zhukovsky variables of (5.62). Formally, it
satisfies the same crossing equations when these are expressed in terms of the Zhukovsky
variables. Like before, we if we could strip out an appropriately modified version of the

BES factor, we would get a simpler set of equations,

- - + .+ - -
o/ + & 2/ eejot 2 l-zlizl—zpwy
CLL($L17xL2) CRL(xL17xL2) - 1 - F 1 F =
T LT L T Ty (5 64)

—2 -2 gt —w,r —

o0 (—+ & ~ee + + _ ~ul R2 L1 R2
(gRR(‘TRl’xRQ)) (CLR(:ULI’J:RQ)) - .+ + = —
Tr1 = Tra Tr1 — Tr2

which can be straightforwardly expressed in terms of rapidities, giving

1 4++ 1.——
(st o)) (a( o) = o iz) O
LLA\*"L1» ¥L2 RLAYL1 VL2 sinh(1~+=.) sinh + )
(Q’VLL,IQ) (Q'YLL 12) (5 65)
1, +— + :
(g.. (ii = ))*2(5-.(9# = ))*2 _ COSh(EVLR,m) COSh(i’YLR,m)
TRl e Sinh(%’Y;rRJ,rm) Sinh(%fYL_RTlQ)’
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which can be solved in terms of the functions ¢*® ans ¢*® introduced in section 5.1, ex-
ploiting in particular the crossing relation (5.4). To this end it is sufficient to set

-2 sinh (1, ) -2
oo/ -+ + 2 12 + +
(ULL(xLl7xL2)) = _Sinh(Q’)/II:II: 12) " O (UBEs(xlexw)) )
) h( ) (5.66)
—2 sinh (575 oot —2
oo / + + RR 12 + +
(URR(xR17$R2)) = _Sinh( 'VRR ) e?" Or17L2) (UBES(xR17$R2)> )
and
—2 cosh(3775) -2
~e0/ + + 2 ,12 , + .*
(ULR<$L17'%.R2>) COSh(%’YE}m) "0 ) (UBEs(thsz)) )
’ (5.67)
~ee/ + 412 cosh(5y A 2) “(vE AE) £ o4) 2
(URL($R17$L2)> Cosh( -+ ) R171L2 (UBEs(leaxLQ)) )
RL,1

which is consistent with the left-right symmetry of the model [31]. While a detailed analysis
of these dressing factors, as well as of those involving massless particles, requires a thorough
understanding of the analytic properties of the mixed-flux z-, z- and ~-planes, it is very
encouraging that the factorisation structure appears to be quite robust. We believe that
this approach can be used to resolve the outstanding question of determining the mixed-flux
dressing factors, and we plan to present those results elsewhere [53].

6 Bethe-Yang equations

To conclude, we write the full Bethe-Yang equations using the normalisation as well as the
dressing factors constructed above. The auxiliary equations, which were derived in [26, 54],
will be unchanged.!©

Let us start by summarising the type of excitations. First of all, we will have N
massive “left” particles with M = +1; the highest-weight state of their representation is
Y (p). Then, we will have Nj “right” particles with M = —1 (highest-weight state Z(p).
Then, we will have Néa) massless excitations, with & = 1, 2 distinguishing whether we are
considering the representation with highest-weight state x%(p) with & =1 or & = 2. Note
that the S matrix (and hence the Bethe equations) are blind to & = 1,2. Nonetheless, the
split between Nél) and Né2) is important to reproduce the correct degeneracy of the states.
From these highest-weight states we can create descendants by acting with the lowering
operators of psu(1]/1)¥4 centrally extended. There are four such lowering operators, two of

(1)

which are associated to the “left” part of the algebra (and we associate to them Ny’ and
N7§2)7 auxiliary roots) and two of which are associated to the “right” part of the algebra
(Ngsl) and N@S2)). However, due to the central extension relating the left- and right-algebras,
these sets are equivalent (acting with a right charge is tantamount to acting with a left

one, at generic values of momentum and coupling). Hence, for regular roots we can treat

1%Tn [26, 54], the Bethe equations were derived from the “coordinate” Bethe ansatz. For future applica-
tions, it would be interesting to work out the algebraic Bethe ansatz and the eigenvalues of the (mirror and
string) transfer matrix [55].
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Excitation numbers | Particles

Ny Left momentum-carrying mode (Y (p)).

Ny Right momentum-carrying mode (Z(p)).

Nél) Massless momentum-carrying mode, flavour & = 1 (x'(p)).
NéQ) Massless momentum-carrying mode, flavour & = 2 (x2(p)).
Nél) Auxiliary root with a = 1 (lowering operator Q' or gl)
stz) Auxiliary root with @ = 2 (lowering operator Q2 or S2).

Table 3. A summary of the excitations number appearing in the Bethe-Yang equations. We refer
to the discussion of the psu(1]1)®* centrally extended as presented for instance in [10].

as a single family Nél) and N@Si), as well as Nf) and Nf).” We collect in table 3 the
notation for the roots.

We begin with the equation for a “left” magnon (with M = +1), of momentum py
(k=1,...N;) which reads

1 1 1
ipr L o +ipy —ip; K L T, T oo\ —2 Al —ip; 1= T Ty L= Tl gey—2
l=e He e V= = (075) He ! i = (67%5)

- xz, —x; 1 e - 1 1l — =

];Ilc J Ty Jj=1 Ty Ty

J

N _ N L (@)
+5pk—ip; Lk T Ti ( e0y =2 — 3Pk Te Y 6.1
< TT T1 ettmem =50 gy T [ e il 1)
a=1,2 j=1 k3 a=1,2 j=1 T — Y,

To keep the notation light we omitted the index & from the rapidity of the massless modes.
For a “right” magnon (M = —1) with momentum p; (k =1,... Nj) we have

Ny -1 - N - 21—
1 = ¢kl k J Ty T (032) QHezpk L) Tp Ty (~oq)—2
- —xt1 1 kj 1- L 1 kj
J=1"k J Ty T j=1 T T wzx
]#k J J J
N 1 n N 1— 771@
T B M 2 i Ty,
Dk P, kJ ( ®0 Dk k7j
< IT Il emre ===ty ™ 11 1 e =5 (6.2)
a=1,2 j=1 Ty — 5 a=1.2 j=1 oty
J

A massless magnon of momentum pg, could belong to the representation with highest-weight
state x'(p) or to the one with highest-weight state x?(p). The equation for a particle of

At h < 1 some of the auxiliary roots will go to infinity, and other will go to zero. This will reproduce
the split between left- and right- supercharges, and make it manifest that they can be associated to two
copies of psu(1,1]2) [7].
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the former type is

NV Né” T
1= et H NG H etineip T (50w~
- T — €T,
7j=1 J
J#k
N T — T 2 Ny o — oy
% H o TPk 5P — ) II II e 2™ @ ’(a) . (6.3)
j rpry —1 a=12 j=1 Y

Ny @)t / N1 y(a%a: / N e /
_ J —ip;/2 k75 _—ipj/2 k J —ip;/2
1=1]] @ ¢ Hl— 210 11 @ 1°¢ (6.4)
J=1Yp  —Zy j=1 (@) _+ a=1,2 j=1 Y = — z;
J

where £ =1, ... Ngﬁ"‘).
Let us also summarise the various dressing factors that enter in the Bethe-Yang equa-
tions. For massive excitations we have

sinh 712

oo\ —2 oo (N E N E + _+
(r13) % = =R OE D) 0 (o 0,
sinh L (6 5)
712 .
een—2 cosh 50 (v L o+
(Uﬁ) = +7+ " n2) UBES(ml y Lo )
cosh 712
For mixed-mass scattering we have
_ tanh ne 0o/ see(E
(095) 2 = i 23" TR0 2) 52 (2 g
tanh 71—2 (6.6)
“tanh M2 o, 4 ‘
=1 71%045(7;5 )D(712) Opas (77, 72) -
tanh 212

Finally, for massless scattering we are picking the same solution regardless of the chirality
of the scattered particle, and we have

00\ —2 ~00\—2 oo _
<0'12) = (012) = a(712)95(712)2 UBE25(~”U1,902)' (6.7)
7 Conclusions

We have presented a new solution to the crossing equations for AdSs x S%xT*. The general
structure of our solution is such that all of the dressing factors include a BES factor (in the
appropriate kinematics) times a piece which depends on the difference of rapidities which
we introduced following [28, 29].

In some ways, our solution is similar to that of [25, 26]. In fact, for the product of the

massive dressing factors, which we called ¢ (xli, $§t), we find that our solution coincides
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with the HL phase used in [25]; in fact, as a byproduct of our work, we find a difference
representation of the HL phase which is very convenient both for its analytic continuation
and for fusion. However, already for the difference of the massive phases ¢~ (2, #3) we find
something fundamentally different from [25]. Our solution is minimal when formulated in
the y*-plane (see appendix C) whereas the one of [25] appears perhaps more natural on the
u-plane. However, as we argue in appendix G, the previous proposal is incompatible with
parity invariance. This is a strong indication that it needs to be modified. In any case, it
would be nice to carefully compute the one-loop dressing factor ¢~ (xic, :nét), to see whether
it agrees with our proposal. It is also intriguing that, as we discussed in section 5.1, the
difference between our proposal and the existing perturbative computation is quite small,
and could be due to a local counterterm. Such counterterms are known to be sometimes
necessary in the renormalisation of integrable models, see e.g. [56, 57]. Interestingly, coun-
terterms are necessary when studying the worldsheet S matrix of Pohlmeyer-reduced strings
on AdS3 x S3 [58] — in that case, to ensure factorisability of the S matrix, rather than to
normalise the dressing factor. It would be interesting to determine if such a term can be
fixed by studying the non-linearly realised (super)symmetries of the model, cf. [59, 60].

When considering the dressing factors that involve massless modes, the differences
with [26] are rather substantial. The first key difference is that the path for the crossing
transformation which we introduce in section 3.2 is different from that used in [26]. Our
choice is dictated by the compatibility with the mirror transformation, which was not
analysed in the literature thus far. The main difference in the functional form of the
solutions which we found is that they depend on the BES phase, rather than on its leading
and sub-leading order pieces (the AFS and HL phase). One argument made in [26] to
justify the appearance of the AFS and HL orders only is that the remaining pieces of the
phase would go to zero. We find that, when h is finite, this is not the case — there is a
substantial difference between the AFS and HL orders of the phase, and the whole BES
phase. This highlights a difference between asymptotically expanding the BES phase, and
going to the massless kinematics (as it was done in [26]), versus going to the massless
kinematics for the finite-coupling phase. The latter procedure, which we followed here,
is most natural when considering the finite-coupling and finite-volume spectrum of the
theory. Additionally, it is relatively straightforward to analytically continue our proposal
to other kinematic regimes (such as the mirror one), while this is harder for the proposal
of [26] due to the appearance of the AFS phase.

Indeed, our proposal for the dressing factors and its nice properties in the mirror
kinematics give us the necessary tools to study the finite-volume (and finite-coupling)
spectrum of the theory by means of the mirror thermodynamic Bethe ansatz. We plan to
return to this question in a forthcoming publication [35].

It would also be interesting to see if this approach, based on splitting off a BES factor
from a rapidity-difference part of the crossing equations, could lead to solutions for other
AdSs worldsheet S matrices. A natural candidate is the pure-RR AdSs; x S3 x §3 x
S' background, whose S matrix and crossing equations were found in [5, 6]. Another
interesting setup is the one where the background is supported both by RR fluxes and
Neveu-Schwarz-Neveu-Schwarz ones. In this case we also know the S matrix and crossing
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equations [31, 52], but the kinematics is more intricate [30]. Intriguingly, we have seen that
our approach formally works also for this more complicated setup in section 5.5, and we
plan to return to this in the future [53]. also to compare our construction with the existing
results [61-63]. This is particularly exciting in view of the obvious physical significance
of the setup: it interpolates between the pure-RR case which we studied here (and which
is reminiscent of AdSs x S°) and the pure-NSNS case which can be described as a Wess-
Zumino-Witten model [19] and studied in great detail, both by integrability [20, 21] and
by worldsheet CFT techniques [22-24]. Finally, it would be interesting to see how this
proposal for the dressing factors would amend the current understanding of the hexagon
formalism [64-66] for AdS3 x S3 x T, whose study has been recently initiated [33].
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A BES phase in the mirror-mirror kinematics

Here we will study the properties of the BES phase [14] in the mirror-mirror kinemat-
ics. For the original BES phase scattering massive particles only (as well as bound states
thereof), this was studies in [16]. Here we will focus on the case where one or both particles
are massless.

A.1 Mixed-mass BES phase

Le us consider the mixed-mass BES phase (4.13) and let us pick the massless variable to

be x1, while 3 is massive. In the mirror region, || < 1 and |z5 | > 1 while |z;| < 1 (in

fact, for real particles —1 < x; < 1). In this region we have

_ _ 1 1
HBES(xlaZE;?l’Q ) = (I)(l‘lvx;) - (I)(xlaxQ ) - <JZ’1’$;> + (axQ)

1
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Let us now consider how this expression transforms under complex conjugation, which

for particles of real mirror momentum gives
1
() =21, (23)" =—= (A.3)
)
and therefore
Opes (1, 25, 25 ) — Opps(z1, 24, 25)* =ilo h2(u —u —i> (u —u —|—i)
BES\Z1, Ly , Ly BES\Z1, Ly , Ly g4 1 2 n 1 2 h (A.4)
+2¥ (23, 1) — U(z3,0) — 2U (x5, 21) + ¥(23,0).
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In the mirror-mirror kinematics it is useful to introduce an

Improved BES phase.
improved dressing factor, which for particles of bound-state number @ and @’ is
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We want to compare the above expression, for Q = 0, Q' = 1, and y1

with the above expression (A.1). We get
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Simplifying the above expression we find
1
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we finally find
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so that we can write, for the full dressing factor
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The dressing factor in the string
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A.2 Massless-massless BES phase
Let us now consider the massless-massless kinematics
region is given by (4.17), while in the mirror kinematics it is
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Since in the mirror theory (z)* = x, the phase is clearly real
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Improved BES phase. Let us now consider the improved BES phase (A.7) for Q =
Q' =0, and yi© = (z1)*!, yF = (x2)*'. By repeating the derivation above and using the

identity
R e L I L S i LI
B T T e . 2 A B T Cr e v o) R
we find that
%logzoo(xf,xﬂ =020 (o, 23) + 110 yi Ez:;z (A.17)

Thus, the two phases can only differ by 7 but since we are interested in (oggs)?, the massless
BES factor squared is equal to the massless improved BES factor squared.

B Large-tension expansion of the BES phase

The BES dressing factor [14] was already introduced in section 4.1 of the main text. Its
asymptotic large-h expansion can be obtained by expanding the integrand in the integral
representation of [15]. For the massive-massive kinematics, this is entirely standard, and we
report here the expansion for completeness. A little more care is needed for the mixed-mass
and massless-massless kinematics, as we discuss below.

B.1 Massive-massive BES

Recall that the BES expansion can be written as

PpEs (1, 22) = Pars(w1, v2) + Pur (w1, 22) +--- . (B.1)
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This expression can be further simplified in the physical region for massive particles [39].
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B.2 Mixed-mass dressing factor

We want to define the BES dressing factor in the case where one particle, e.g. the first one,
is massless, that is z1 is on the upper-half circle. As discussed in the main text, for finite
h we can just use that if one of the integration contours of the BES integral (4.3) is the
unit circle, we can slightly deform the other contour, shrinking it a little; for instance, we
can deform the contour corresponding to w in (4.3). In this way we can place z; on the
unit circle without encountering any singularity in (4.3), and get a representation for the
mixed-mass BES phase for real momentum. This representation however is not well-suited
for the asymptotic large-h expansion. The most natural way to obtain a representation
of BES that is well-defined for any h is to analytically continue the phase to complex
momentum keeping the relation z; =1/ xf An advantage of this way is that for complex
p both circles can be unit, and taking the large h limit is the same as for massive particles.
The only difference is that if, for example, |z7| > 1 then || < 1 and the dressing phase
gets two W-functions, resulting in (4.13). Now, large h expansion of <I>(a:1 ,m;) is standard
and is given by (B.1). The AFS and HL orders are given by (B.2) and (B.4), respectively.

Next, we need the other terms appearing in (4.13). We start from

h [ dw dw
D aps(0,22) = —§j{ 17{ 2

211 271 wy(we — 2)
1 h? 1 1\?
x(w1+—w2—>log2<w1+—w2—> (B.5)
w1 w9 4e w1 w9
h h 1 h?
= - — — |10 ——
Ty 219 8 1e2

and

d d 1 1 1
Py, (0, 22) —3 ]{ w? w? )sign(uu + — —wy — )

271 271 wy(we — T2 w1 Wy

dwy sign(Swy) ( < 1 ) >
- SIS () —wy) —1 - :
21 9 o og(xy — wy) —log | xo o (B.6)

=ae (1) n(,))

Finally, the large h expansion of ¥(x1,x2) requires |z1| = 1, and it is given by

h [fdw 1 1 1 h? 1 1\?
‘I’AFS(QTLM):—* et $1+*—w—5 log7 x1+x——w——

2J) 2miw — x9 1 4e2 1 w
h[ ( 1 1)
=-|-r1——+ |1+ ——22— — | X
2 I 1 X9
1 T h h?
1 1—-— 1 1-—— -
X(Og< )—i—og( mg))] 2z g462’
(B.7)
and d 1 1 1
w
Uy (21, 22) = —5 i sgn<$1+—w—)
T w i) T w (B.S)

(1) (log (:UQ — 3:11) —log (9 — w1)> ,

DO | .
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There is another way to obtain a representation of the mixed-mass BES phase which
is well-defined for any h which we would like to mention. We write

j{dwl dwsy 1
x(z1,22) =i
1,%2) 27 2mi (wy — wl)( wo — T2)

[T+ 3h(wy + & —wy — L)) D[ = (e + L —wy— L)) (BY)
XIOg 1 7 1 1 )
Pt - h(w1+7*w2*E)]F[1+§h($l+a*w2*@)]

The added term vanishes for finite h but its addition makes the integrand to be regular at
wy = x1, and therefore both circles can be of unit radius. It is not hard to perform this
expansion and verify that this results in the same near-BMN expansion as the regularisation
introduced above.

B.3 Massless-massless BES phase

By the same reasoning as above, we want to define the massless-massless BES phase, when
both x1 and x9 are on the unit circle. Again we continue the phase to complex momenta
keeping the relation #; = 1/2] and x; = 1/z3. We can simplify the expression of (4.17)
as follows,

QBEs(l'l,xg) = 4@(331,3?2) — 2\I’(£CQ, .261) + 2@(0, :Cl) — 2@(0,%2) + \If(xg, 0)
F[l—l— Z'g(x1-+-%— 2 — L)]

2

M[1—ig(r+L —a9— L
T T,

= 4P (z1,x2) + 2¥(21,x2) — 2V (22, 21) + 20(0, 21) — 29(0, 22)

I+ h(azl—i—f—xg—x—g)]

F[ h(a:l—i———xg—i)]'

T2

[ D]

1
FW(r22) — 0 (1, ) + i log
i)

— U(z1,0) + ¥(x2,0) + ¢ log

We first consider the terms of the AFS order, where we have (B.2) and (B.5) as above.
Then, the large h expansion of W(z1,z2) requires |z1| = 1, and is given by
2
h [dw 1 ( +1 1)1 h2(x1+$—w—%)
r1+——-—w——|lo
2 ) 2miw — a9 ! w & 4e2

h 1 1 1 1 1
:—x1—+<x1+—x2—> log<1— )—Hog(l—)
2 I I T2 19 xT9

Uars(21,22) =

h h?
— " log — B.11
2y 08 42 (B.11)
and
h [ dw 1 1 1 h? 1 1\2
WAFS($1’0)2_2%271'1'1U($1+3:_w_w)logM(xl+x_w_)
! ! (B.12)

——h(m +1>—(x —|—1>hloh2
- ! 1 ! x1/ 2 & 4e2”
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Finally, we have

F[l—i—%h(ml—i-;ll—xg—xfg)] B

ilog . i 2 =
B h( L1 1)1 h2< +1 1)2
= 9 Tl 1 ) - og 402 1 1 €T 7o .
By using these formulae one finds that 64ps(z1,22) is given by
1 9 — I1
0 5) =h(z — 1— log ( ——). B.14
Srslai ) = h (o = o) (1= Y log (221 ) (B.14)
At the HL order we have
dw dw 1 1 1
PuL (21, 72) = 2% 27r; 2775 (w1 —x1)(we — x )sign<w1—|—w—w2—w>
1 1)(w2 — 22 1 2 (B.15)

1
= —— d%SIgn(\ml)<log(x2 —wi) — log (xg - > >
w1

21 2w, wi — X1
Next, we need

d d 1 1 1
(I)HL O (L‘Q 7{ UJ1- w? )sign (U)l + wil — W9 — )

27 271 wi(we — o Wy

dwy sign(Swy)

= <log(:n2 —wy) — log (xg - 1) ) (B.16)

2 ) omi w1 w1
1 1 1
(L12 — 4L12)

Finally, the large-h expansion of W(x1,z2) requires |x1| = 1, and is given by

T [ dw 1 ) 1 1
Uy, (21, 22) = 5 P50 _xQSlgn 1+ o w-

, : (B.17)
= %3(901) <log (372 - 3:1) — log (72 — 331)) :
and d 1 1
‘IIHL(ml,O):—— w&gn(m—&——w—)
2) 2m T w (B.18)

= —g — i 3(z1) log 21,

By using these formulae one finds numerically that the massless-massless 0y, (21, x2) phase
is given by
€2i0HL($1,$2) — €2i9HL(71772) — _45(»‘}/1);)4 (Blg)

C Construction of the monodromy factor by Fourier transform

It is easy and instructive to derive the minimal solution of the monodromy equation (3.58)
and see that it is essentially fixed by minimality (and that it matches @(y)). We want to
solve

&(v + i)

T —i@sinh(7)T, BB =1,  d()b() =1,  (C1)
P(v)
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under the assumption that the function has no poles or zeros in the physical strip |J[y]| <
1. Let us pick the positive sign in the monodromy equation above. Taking the logarithmic
derivative of the equation, we have

@' (v +im) — @ (y) = cothy, (C.2)

which is obviously defined up to a constant. Such a constant amounts to a multiplicative
factor ®(y) — e“15%7P(~), which is actually irrelevant for the whole phase, as it cancels in

the ratio of the various @(vy) functions. Taking the Fourier transform of the whole equation
we get

+o0o
1 ~/ . ~/ wy _ /ﬂ— W

Under the condition that there are no poles or zeros in the strip 0 < J[vy] < 7 (the other
half of the strip would be needed to solve the equation with the opposite sign) we may
deform the integration contour of the first term to find

+oo
1 . [T T4
E / dt(QD ('}/) + COHSt.) e =1 Em s (C4)
—00

where the constant is fixed by demanding that the inverse transform of the right-hand side

is regular. This indeed gives

- ~ coth~y
PO = ———

up to a constant. Of course a posteriori it is also easy to verify that this solution is regular

; (C.5)

(i

in the physical strip and solves the monodromy equation. Finally, the primitive @(z) is
fixed by requiring that ¢(0) = 0.

D Lightcone gauge and S-matrix normalisation

One subtle point to bear in mind before comparing our results to the perrturbative compu-
tations in the literature is that the S matrix can be computed in different uniform light-cone
gauges [49]. This results in a gauge factor which sits in front of the S matrix and at all
loops has the form

Ara(a) = e~ iaP1BE@2)—p2E () (D.1)

where E(p) is the all-loop energy and a is the gauge parameter, 0 < a < 1. As a result of
this, the Bethe-Yang equations in the a-gauge are independent from a: schematically

1= PO TT Ayj(a) Spr, p))
. ’ . . (D.2)
= ¢PrlH)=abiod) ciapoc Bk TT S (py, ps) = e+ T] S(pr, pj)
J J
where we used that in the uniform light-cone gauge L(a) = J + aFEio [2] and that the
level-matching constraint sets pyo; = 0 in the absence of winding.'®

8This is not unlike what appears in TT deformations, see [20, 67, 68] for a discussion.

— H8 —



E Near-BMN expansion of Zhukovsky and rapidity variables

The massive Zhukovsky variables are given by

Lip/2 1+ \/1 + 4h? sin?(p/2)

=
2h sin(p/2) ’

X

p)=e (E.1)

so that in the near-BMN [32] limit, where A > 1 and the momentum is rescaled p — p/h
so that it is small, we have

w ) 21— 3w
zE(p) = 1_‘_;.@ (1 + % + 22h2 1;(3;0)(]9)> +0(h™3), w(p) =/1+p%, (E.2)

where w(p) is the tree-level dispersion relation. The massive rapidity variables (3.4) have
the expansion

+ wp) —p i | pP(4+3p?) 3
=log———+ —+—-—"+0(h7"). E.3
7 (p) =log =37 on e TO) (E:3)
The massless Zhukovsky variable is
z*(p) = e*"*/* sgn[sin(p/2)], (E4)

In the near-BMN expansion, we have to distinguish the cases where the momentum is small
and positive, or small and negative. We have

; 2 : 2
p P -3 p P -3
=1+——-=—=54+0(h 0 =—1-—+-—54+0(h 0). (E.5
In the z-plane we are therefore expanding either around x = +1 or x = —1, which are

branchpoints for vy(x), cf. (3.33). As a result, the expansion of the rapidity is singular and
features terms of the form log h:

i +0(h™3) (p>0), v = log i—h ﬁ +0(h™%) (p<0). (E.6)

p D
— log = —
R T »  16h2

4h  16h?

This is a first hint of possible divergences in the near-BMN massless kinematics.

F Near-BMN expansion of the dressing factors

By combining the formulae of appendices A and E we can obtain explicit expressions for
the dressing factors.

F.1 Massive dressing factors
In the near-BMN kinematics we find, the massive-massive BES phase gives

log[(7pes) 2] = LPE@2 = 1) — (w1 — 1)

h p1+ P2

n 1 (p%p%(wm — p1p2) log L2~ P2 Pips > (F.1)
h% \ 2m(wips —wep1)? T wi—p1 2m(wip2 — wap1)

+O(h™3).
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Next we can expand the part of the dressing factors which we denoted by g”(ulcic,atét)*2
and 6“(:6{5,3:3:)_2, which is expressed in terms of the difference of rapidities v*. Using

their representation in terms of polylogarithms (5.8) we find

. 2,2 1 _ lOgL:pl
log(gl'g)*Q ? p1p2(+ + p1p2 W1WQ) 41+ w2—p2 +O(h73)7

 2wh? w1p2 — wap1 wip2 — wap1 (F2)
. 2,2/ _ log ¥1=P1 ’
oo — ) 1+ wiw 08 5= _
log(cr9) 2 _ - pips( p1p2 1w2) 14 w2 —p2 +O(h 3) ’
27h w1p2 — wap1 w1p2 — wap1
It is also useful to write the expansions for
i p2p2 1 w1i—p1
log(sih) 7 = — 5 ———2—— | 14 (pip2 — wiwg) ——=2 | + O(h™%),
Th? wips — wap1 wip2 — wWap1 (F.3)
i p%p% 10g w1—p1

log(s13) >

W1p2 — W2p1

w2—p2 -3
- +O(h™7).
Th? wips — wap1 > B

<(P1P2 — wiwg) —
At this order we can explicitly verify that the sum of the phases is proportional to the HL
phase (1)11{2L’

log(sih) 2 = 201 + O(h™?). (F.4)

F.2 Mixed-mass dressing factor

In this case we will have to discuss the dressing factor along with the whole normalisation of
the S matrix element (we shall choose S|Y}, xp,) for reference), given that our normalisation
differs from the one of [26]. To begin with, we consider the Sine-Gordon factor ¢(z) in the
mixed-mass kinematics. Using the expressions (4.26) for ¢(z) = log ®(z) it is easy to work
out its expansions. In the mixed-mass case we are interested in

log s*° (1, 72) , p2 <0, (F.5)

where it is important to specify the sign of the momentum of the massless particle. In fact,
in the near-BMN limit this excitation is relativistic, hence scattering can only be described
if the particle moves towards the left. We find

0 - Z
log(s* (a1, 22)) " = 5 (w1 — p1)p2

i 2 —(w1 — p1)p2 -3 (£-6)

+ W(wl — p1)pip2 log (4]1) +O(h™7).

In a similar way, we expand the mixed-mass BES phase when po < 0. We find

+ —2 i
log(0ses(wt,72)) ¥ =~ (w1 — Ups

1 2 _(Wl - pl)p2 3 (F7)

— — (w1 — 1 _— = ).

—2 (w1 = p1)pipe Og( P ) +O(h™")

Once again, this is in good accord with the fact that at order O(h~2), i.e. at one loop, the
Sine-Gordon phase gives “half” of the BES (or more precisely, HL) phase.
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To complete the comparison we have also to take into account the rational prefactor
in (2.10) and consider the whole S-matrix element. Expanding the rational prefactor is
straightforward. Let us consider the Y x scattering element, see (2.10). We have

Ty —x2 | -3
log (e 2ple p21—33f$2> = _ﬁ@p? + (w1 —p1)(p1 +p2)) +O(h™7). (F.8)

Putting the pieces together we find that at tree level, in the a = 0 lightcone gauge,

log(Y1X5S[Y1x3) = (Pl (w1 — p1) + 2pawr)

2h

ZZP;L2( — p1)p2 log <_ (1 ;hpl)m) +0(h™?).

(F.9)

Field-theory result. We follow Sundin and Wulff [47] and rewrite the relevant S-matrix
element. First of all, we note that their result is given in the a = 1/2 gauge. Rewriting
their result in the a = 0 gauge by means of (D.1) we find

log(Y1x5[SswlY1x5) = (pl (w1 — p1) + 2pawr)

" 2h

Zpl w1 —Pp1 _3
o (o — P2 {mog( o )}w(h ).

(F.10)

Notice the different argument of the logarithm.

F.3 Massless-massless dressing factor

Like for the mixed-mass dressing factor, we will consider an S-matrix element, to avoid
ambiguities with the normalisation. We will pick the highest-weight states scattering,
S| Xg‘l X}i% which is actually independent from the su(2), indices &, in perturbation the-
ory [47]. We should compare that perturbative S-matrix element with

0o -2
(0 (p17p2)) p1 > Oa D2 < 07 (Fll)

see eq. (2.11). We start by computing

log (—ia(y12)) = —z% +O(h™) (F.12)
as well as
o e p1p2 4
log (z@ (’)/12)) = —H47rh2 <log< 16h2) ) +O(h™%), (F.13)

where we notice that only the latter piece is proportional to 1/m. Together they give
log (s (112)2) = log (a(112)8*(112))

F.14)
_ ;P2 P1p2 _ pip2\ —4 (
=52 Tl (log( 16h2> 1) +O(h™),

while from the BES phase we get

_ i 4 _
10g (0ps (21, 22)) "~ = — P2 = Zgjié (log ( - féi);) - 1) +0(h™?), (F.15)
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where the first term comes from the AFS part of the phase, see appendix A.1, while the
second term comes from the HL order, which is opposite and twice what we got from the
Sine-Gordon part. In conclusion we have

00 -2 i i pip2 . pip2 —P1p2 _
log (¢ (p1,p2) ) = P2~y i (lg oy — 1) +O(F). (F.16)

Field-theory result. We follow once again Sundin and Wulff [47], recalling that their
results are in the a = 1/2 gauge. Rewriting them in the a = 0 gauge by means of (D.1)
we find

log (x5 [Ssw/xix5) = hp1p2 it (log(—dpipo) — 1) + O(h™%),  (F.17)

where the tree-level term matches the expansion above but the one-loop term is rather
different from it.

G The previous proposal for the monodromy factor

The phase 60~ of the ratio of massive dressing factors proposed in [25] is constructed by
using the following function

1

X (x1,22) (7( }[A ) Fy— log {(xg —w) <1 - Wﬂ —(z1 & x2), (G.1)

It is easy to show that the phase can be brought to the form

(e, u) = /2 dv (log(m —v) log(us — v)) : (G.2)

_o 81 v — U UV — U2

where 1 1
up =z, +—, v=w+—. (G.3)

Tk w
This representation makes it obvious that the function is not parity odd, which it should

be due to parity invariance of the theory [2, 10]; instead

X~ (—u1, —ug) # —x " (u1,u2) . (G4)

Even when taking into account that the full phase is given by a linear combination of four
X (uf,uQ) functions, parity invariance is not restored. We conclude that the dressing
phase of [25] breaks parity invariance. This by itself is sufficient to rule out x~ as a
candidate for a dressing phase. It has however another unpleasant property. In addition
to the usual branch points at u; o = %2 the function x~(u1,u2) has a branch point at
ur2 = 0o. Even though the branch point at infinity disappears in the full phase, its
existence for x7(u1,u2) means that the result of the analytic continuation of the phase
to the mirror region depends on whether the path used for the analytic continuation goes
around the branch point —2 or +2. Obviously, the new phase #~ we proposed does not
suffer from this ambiguity.
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