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## 1 Introduction

In effective (super)gravity actions, higher-curvature terms appear as stringy and/or quantum corrections to the corresponding two-derivative actions - see e.g., [1-3]. In the AdS/CFT context [4-6], the holographic duals of such modified actions are inequivalent to the ones defined by Einstein gravity (e.g., the trace anomaly coefficients in four dimensions, $a$ and $c$, no longer coincide in general). This extends beyond explicit top-down constructions and, in fact, particular higher-curvature models - e.g., with certain special properties which makes them more appealing - can be used to probe interesting CFT physics [7-11]. In some cases, this approach has been used to unveil universal properties valid for completely general CFTs [12-21].

An important entry in the holographic dictionary corresponds to entanglement entropy (EE), which for holographic theories dual to Einstein gravity (plus possible additional matter fields) can be computed using the Ryu-Takayanagi (RT) prescription [22, 23]. According to this, the EE for a region $A$ in the boundary CFT is obtained as the area of the bulk surface, $\Gamma_{A}$, which has the smallest area amongst all bulk surfaces which are homologous to $A$, divided by $4 G$, i.e.,

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}(A)=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G} \tag{1.1}
\end{equation*}
$$

where the "E" stands for Einstein gravity. When the action includes higher-curvature terms, the area functional needs to be modified, similarly to the way the BekensteinHawking black hole entropy formula [24, 25] is replaced by Wald's one [26, 27]. The naive modification which would correspond to replacing eq. (1.1) by the same Wald functional fails for entanglement entropy [28], and additional terms involving extrinsic curvatures of the generalized bulk surface are required. A hint of this is the fact that for Lovelock gravities, the result obtained from Wald's entropy differs from the alternative JacobsonMyers functional [29] by terms of that type, which generically vanish for Killing horizons, but not for holographic entangling surfaces. The right expression for the holographic entanglement entropy (HEE) functional in the case of quadratic gravities was obtained in [30]. Building up on the generalized entropy methods of [31], a general formula (in principle) valid for theories involving arbitrary contractions of Riemann tensors and metrics was obtained in [32, 33]. Schematically, it has the form

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathcal{L}_{E}(\text { Riemann })}(A)=S_{\text {Wald }}+S_{\text {Anomaly }}, \tag{1.2}
\end{equation*}
$$

where, in addition to a Wald-like piece, there appears an extra "anomaly" term involving extrinsic curvatures of the generalized holographic surface. In adapted coordinates - see subsection 1.1 below for our conventions - these two terms read ${ }^{1,2}$

$$
\begin{align*}
S_{\text {Wald }} & =2 \pi \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \frac{\partial \mathcal{L}_{E}}{\partial R_{z \bar{z} z \bar{z}}},  \tag{1.3}\\
S_{\text {Anomaly }} & =2 \pi \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \sum_{\alpha}\left(\frac{\partial^{2} \mathcal{L}_{E}}{\partial R_{z i z j} \partial R_{\bar{z} k \bar{z} l}}\right)_{\alpha} \frac{8 K_{z i j} K_{\bar{z} k l}}{\left(1+q_{\alpha}\right)} . \tag{1.4}
\end{align*}
$$

[^0]In principle, the generalized holographic surface $\Gamma_{A}$ should be obtained by extremizing the new functional [43]. In the anomaly term, once the second derivative is performed, each of the Riemann tensor components appearing in the resulting expression has to be split into sums of pieces with different weights $q_{\alpha}$ according to some prescription. That prescription depends on the way the conical defect appearing near the entangling region in the replica trick approach is regulated. As observed and studied in [42, 44-46], this procedure is nonunique, which leads to the so-called "splitting problem". ${ }^{3}$ While the choice of splittings does not affect $f(R)$, Lovelock or quadratic theories, it does play a crucial rôle for general theories involving $n \geq 3$ densities. ${ }^{4}$

The right splittings could in principle be identified for each particular theory by imposing that the relevant bulk geometry satisfies the corresponding equations of motion. In doing so, one would be left with a functional ready to extremize, and the resulting on-shell evaluation would yield non-perturbative results for the HEE of the corresponding theory. Doing this in practice is a highly non-trivial task which has not been pursued for explicit higher-curvature theories so far. If one followed this approach, another relevant issue would arise. For generic higher-curvature theories, the equations of motion implementing the extremization of the functional are not second-order in derivatives, so it is not completely clear how to deal with the associated boundary value problem in those cases.

A different approach, which we follow here, entails considering holographic entangling surfaces which extremize the RT functional (1.1) along with the splittings prescribed by Einstein gravity. By doing so, we avoid the boundary-value-problem issues associated to higher-order equations, and the results obtained are perturbatively valid at leading order in the higher-curvature couplings [46]. Within this framework, we manage to get rid of the $\alpha$ sum in the anomaly piece (1.4) and obtain a general expression which can be compactly written as ${ }^{5}$

$$
\begin{equation*}
S_{\text {Anomaly }}=32 \pi \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h}\left[\int_{0}^{1} \mathrm{~d} u u \mathrm{e}^{-F(u)}\left(\frac{\partial^{2} \mathcal{L}_{E}}{\partial R_{z i z j} \partial R_{\bar{z} k \overline{z l}}} K_{z i j} K_{\bar{z} k l}\right)\right], \tag{1.5}
\end{equation*}
$$

where the operator appearing in the exponential takes the form ${ }^{6}$

$$
\begin{equation*}
F(u) \equiv\left[\left(1-u^{2}\right) \mathcal{K}_{A I} \hat{\partial}^{A I}+(1-u) \mathcal{K}_{B J} \hat{\partial}^{B J}\right], \tag{1.6}
\end{equation*}
$$

and where $\mathcal{K}_{A I} \hat{\partial}^{A I}$ and $\mathcal{K}_{B I} \hat{\partial}^{B I}$ are differential operators involving derivatives with respect to particular Riemann tensor components contracted with extrinsic and Riemann curvature components. They appear defined in eq. (3.31) and eq. (3.32) respectively. This new form of the functional becomes particularly simple for cubic and quartic theories - see

[^1]eq. (3.46) and eq. (3.48) respectively - and we use it to evaluate the explicit (covariant) HEE functionals for all cubic and quartic densities. The result for Lovelock theories is also rather suggestive - see eq. (3.40). Using our new results, we are also able to show that densities constructed exclusively from Ricci curvatures have a vanishing anomaly term, similarly to the well-known case of $f(R)$ gravities. This also extends to densities involving a single Riemann tensor contracted with Ricci curvatures. More generally, we prove that an order- $n$ density involving $n_{R}$ Riemann curvatures and $n-n_{R}$ Ricci curvatures can produce HEE functionals containing at most $2\left(n_{R}-1\right)$ extrinsic curvatures. As an application of our results, we compute a variety of universal contributions to the EE coming from various symmetric regions in general dimensions for holographic theories dual to cubic gravities. Particularly interesting are the results for strips, for which no alternative interpretation of their coefficients exists beyond EE, and for corners, for which the functional form of the Einstein gravity function only starts to get modified at cubic order.

The remainder of the paper goes as follows. In subsection 1.1 we introduce our conventions and some notation. In section 2 we briefly review the construction that leads to the general form of the holographic entanglement entropy functional, the issue with the Riemann tensor splittings and the choice that allows us to obtain results perturbatively valid for general higher-curvature theories. In section 3 we derive a new formula for the anomaly piece of the HEE functional valid for perturbative higher-curvature corrections to Einstein gravity. We show how the formula gets considerably simplified in the cases of cubic, quartic and Lovelock densities. We also illustrate how our formula should be used in concrete cases by performing a detailed example for a term coming from quintic densities, verifying the match with the $\alpha$-expansion method. In section 4 we present the explicit form of the HEE functionals for general: $f(R)$, Lovelock, quadratic, cubic, quartic, $\mathcal{L}$ (Ricci) and $R_{\mu \nu \rho \sigma} T^{\mu \nu \rho \sigma}$ (Ricci) densities in covariant form. We also prove here that the functionals corresponding to densities involving $n-n_{R}$ Ricci tensors contain at most $2\left(n_{R}-1\right)$ extrinsic curvatures. In section 5 we evaluate, for general quadratic and cubic theories, the universal entanglement entropy coefficients characterizing spheres and strips in general dimensions, cylinders in $d=4$ and $d=6$ and corners in $d=3$. For the latter, we show that the functional dependence on the opening angle of the corner gets modified by the introduction of cubic densities with respect to the Einstein gravity result. We perform some comparisons of the result with free fields calculations, strengthening previously observed universal properties of this function. We conclude in section 6 with some final comments and directions. Appendix A contains the proof of a couple of identities which we use in our derivation of the new functional in section 3 .

### 1.1 Notation and conventions

In the present paper we deal with various manifolds and metrics. Here we make some comments on our conventions and notation. We take indices in the $(d+1)$-dimensional bulk to be $\mu, \nu, \ldots$, and the bulk metric is denoted by $g_{\mu \nu}$. The entanglement entropy of a boundary region $A$ is computed as the integral of the entanglement functional on a spatial codimension- 2 bulk surface homologous to $A$, which we call $\Gamma_{A}$. The induced metric on this surface is written as $h_{\mu \nu}$, and we will often have to deal with its extrinsic curvature,
$K^{a}{ }_{\mu \nu}$. This is defined considering two orthonormal vectors to the surface $n_{a}{ }^{\mu}$, where indices $a, b, \ldots$ take values 1 and 2 :

$$
\begin{equation*}
K^{a}{ }_{\mu \nu} \equiv h_{\mu}^{\rho} h_{\nu}^{\sigma} \nabla_{\rho} n^{a}{ }_{\sigma}, \tag{1.7}
\end{equation*}
$$

and we assume an arbitrary extension of $n^{a}{ }_{\mu}$ to a neighborhood of the surface which keeps them normalized. Notice also that we work in Euclidean signature, which means $g_{\mu \nu} n_{a}{ }^{\mu} n_{b}{ }^{\nu}=\delta_{a b}$, and we define $n^{a}{ }_{\mu}=\delta^{a b} g_{\mu \nu} n_{b}{ }^{\nu}$. In particular, the induced metric can be written as

$$
\begin{equation*}
h_{\mu \nu}=g_{\mu \nu}-n^{a}{ }_{\mu} n_{a \nu} . \tag{1.8}
\end{equation*}
$$

We also introduce projectors

$$
\begin{equation*}
t_{i}^{\mu} \equiv \frac{\partial x^{\mu}}{\partial y^{i}}, \tag{1.9}
\end{equation*}
$$

where indices $i, j, \ldots$ denote the tangent directions to the surface. Tensors with these kind of indices are always obtained by application of such projectors to their corresponding bulk tensors, e.g.,

$$
\begin{equation*}
h_{i j} \equiv t_{i}^{\mu} t_{j}^{\nu} h_{\mu \nu}, \quad K_{i j}^{a} \equiv t_{i}^{\mu} t_{j}^{\nu} K_{\mu \nu}^{a} . \tag{1.10}
\end{equation*}
$$

We also define the binormal to the surface and the normal projector, respectively, as

$$
\begin{equation*}
\epsilon_{\mu \nu} \equiv \epsilon_{a b} n^{a}{ }_{\mu} n^{b}{ }_{\nu}, \quad \perp_{\mu \nu} \equiv \delta_{a b} n^{a}{ }_{\mu} n^{b}{ }_{\nu}, \tag{1.11}
\end{equation*}
$$

where $\epsilon_{a b}$ is the two-dimensional Levi-Civita symbol. In particular, this means that when indices $a, b, \ldots$ appear repeated in a tensorial structure the corresponding bulk tensor is contracted with the normal projector, namely

$$
\begin{equation*}
V_{a}^{a} \equiv V^{\mu \nu} \perp_{\mu \nu} . \tag{1.12}
\end{equation*}
$$

The binormal and the normal projector satisfy the useful relations

$$
\begin{equation*}
\epsilon_{\mu \nu} \epsilon_{\rho \sigma}=2 \perp_{\mu[\rho} \perp_{\nu \mid \sigma]}, \quad g^{\mu \rho} \epsilon_{\mu \nu} \epsilon_{\rho \sigma}=\perp_{\nu \sigma}, \quad \epsilon_{\mu \nu} \epsilon^{\mu \nu}=2 . \tag{1.13}
\end{equation*}
$$

When performing generic computations of the entanglement functional we follow the conventions of [32, 46]. This means that we take a particular set of adapted coordinates for $\Gamma_{A}$ so that

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} z \mathrm{~d} \bar{z}+h_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j}, \tag{1.14}
\end{equation*}
$$

where $z \equiv \rho e^{i \tau}, \bar{z} \equiv \rho e^{-i \tau}$ are complex coordinates orthogonal to the surface. In these coordinates, the off-diagonal components $g_{z \bar{z}}=1 / 2$ and $g^{z \bar{z}}=2$ are the only non-vanishing part of the normal metric to the surface.

We take the cosmological constant to be negative throughout the paper, and write $-2 \Lambda \equiv d(d-1) / L^{2}$, so that the action scale $L$ coincides with the $\mathrm{AdS}_{d+1}$ radius, which we denote by $L_{\star}$, for Einstein gravity. For generic higher-curvature gravities, the equation which relates $L$ and $L_{\star}$ involves the corresponding higher-order couplings (it appears in eq. (5.2) below). Nevertheless, at leading order in the couplings - which is the setup we consider here - the two scales are equal to each other, $L=L_{\star}+\mathcal{O}\left(\alpha_{i}\right)$. We choose to present the results (mostly in section 5) in terms of the AdS radius $L_{\star}$.

## 2 GR splittings for perturbative higher-curvature theories

Let us start considering the entanglement entropy for a region $A$ in some global state $\rho$ of some holographic CFT. This can be obtained as the $n \rightarrow 1$ limit of Rényi entropies $S_{n}(A)$, which in turn can be obtained via the replica trick as

$$
\begin{equation*}
S_{n}(A)=-\frac{1}{n-1} \log \operatorname{Tr}\left(\rho_{A}^{n}\right)=-\frac{1}{n-1}\left(\log \mathcal{Z}_{n}-n \log \mathcal{Z}_{1}\right) \tag{2.1}
\end{equation*}
$$

In this expression, $n$ is a positive integer, $\rho_{A}$ is the reduced density matrix of region $A$, and $\mathcal{Z}_{n}$ is the partition function of the field theory in the $n$-fold cover. In particular, $\mathcal{Z}_{1}$ is the partition function of the Euclidean manifold which, upon path integration, prepares the global state. In order to obtain the entanglement entropy $S_{\mathrm{EE}}(A)$ as the limit $n \rightarrow 1$ of the previous expression, an analytic continuation in $n$ is also needed.

Following the argument of [31], when the field theory has a gravity dual, in the saddlepoint approximation it is possible to identify $\log \mathcal{Z}_{n}=-I_{E}\left[B_{n}\right]$, where $I_{E}\left[B_{n}\right]$ is the Euclidean action of the gravitational theory evaluated at the bulk solution $B_{n}$ which is dual to the $n$-fold cover. This boundary geometry has a $\mathbb{Z}_{n}$ symmetry which interchanges the $n$ copies and, if this is respected in the bulk, we can consider the quotient $\hat{B}_{n}=B_{n} / \mathbb{Z}_{n}$, which is regular everywhere except at the codimension-2 bulk surface $\mathcal{C}_{n}$ consisting of the fixed points of $\mathbb{Z}_{n}$. Furthermore, the replica symmetry also guarantees that

$$
\begin{equation*}
I_{E}\left[B_{n}\right]=n I_{E}\left[\hat{B}_{n}\right] . \tag{2.2}
\end{equation*}
$$

We can now analytically continue to non-integer $n$ this construction, and obtain the entanglement entropy as:

$$
\begin{equation*}
S_{\mathrm{HEE}}(A)=\lim _{n \rightarrow 1} \frac{n}{n-1}\left(I_{E}\left[\hat{B}_{n}\right]-I_{E}\left[B_{1}\right]\right)=\left.\partial_{n} I_{E}\left[\hat{B}_{n}\right]\right|_{n=1} . \tag{2.3}
\end{equation*}
$$

Since $I_{E}\left[B_{1}\right]$ is a bulk solution to the equations of motion, this variation away from $n=1$ might seem to vanish. This is not the case because when we vary $n$ we change the opening angle of the conical defect at $\mathcal{C}_{n}$, and this region has to be excluded from the action integral, introducing a boundary where conditions change with $n$. Details of this procedure can be found e.g., in [32]. The relevant fact is that the computation of the entanglement entropy gets reduced to the evaluation of the on-shell Euclidean action of the gravitational theory in the conical defect $\mathcal{C}_{n}$. The opening angle of this defect is $2 \pi / n$, and after obtaining the contributions to the action we must take an $n$-derivative at $n=1$.

In order to compute $S_{\text {HEE }}(A)$ we need to evaluate the action of a given gravitational theory for a bulk geometry which regulates the conical singularity. This is a rather technical task, but there is a key point which was initially overlooked in [32, 33]: there are many ways in which a conical defect can be regulated [42, 44-46]. Different prescriptions produce different functionals. This ambiguity is usually called the "splitting problem". The particular gravitational theory of interest should determine the correct one through its equations of motion [43, 46].

When interested in perturbative higher-curvature corrections to Einstein gravity, the appropriate splittings were obtained in [46]. At first order in the higher-order couplings one
can simply regulate using Einstein's equations. This is so because the particular regularization does not affect the Einstein gravity term in (2.3) (it always produces the usual area law), and the higher curvature terms in the action are already first order in the couplings. As a consequence, corrections to the regulated geometry coming from modifications to the equations of motion are second order in the action.

All in all, the expression for the holographic entanglement entropy for a perturbative higher-curvature gravity with Euclidean action $\mathcal{L}_{E}\left(g_{\mu \nu}, R_{\mu \nu \rho \sigma}\right)$ is given by

$$
\begin{equation*}
S_{\mathrm{HEE}}(A)=2 \pi \int_{\Gamma_{A}} \mathrm{~d}^{D-2} y \sqrt{h}\left[\frac{\partial \mathcal{L}_{E}}{\partial R_{z \bar{z} z \bar{z}}}+\sum_{\alpha}\left(\frac{\partial^{2} \mathcal{L}_{E}}{\partial R_{z i z j} \partial R_{\bar{z} k \bar{z} l}}\right)_{\alpha} \frac{8 K_{z i j} K_{\bar{z} k l}}{q_{\alpha}+1}\right], \tag{2.4}
\end{equation*}
$$

where $\Gamma_{A}$ is just the RT surface and the prescription for the $\alpha$-sum is unambiguously determined - see below. The area term in the previous equation - coming from the Einstein gravity part of the action - is stationary for the RT surface, and therefore first order variations of the surface will not change its value. On the other hand, contributions of higher-order terms to the previous functional will already be first-order in the couplings, and thus insensitive to first-order modifications of the surface.

As we mentioned before, there are in principle different ways to regulate the conical singularity, which give rise to different prescriptions for the $\alpha$ sum. On general grounds, the idea is the following. The second derivative of the Lagrangian will be a sum of terms which are monomials with different contractions of components of the Riemann tensor. These contractions are to be expanded in terms of their $z$ and $\bar{z}$ indices, obtaining an expression of the second derivative of the Lagrangian involving only $R_{z \bar{z} z \bar{z}}, R_{z \bar{z} z i}, R_{z \bar{z} i j}, R_{z i \bar{z} j}, R_{z i z j}$, $R_{z i j k}, R_{i j k l}$, plus components related to these by complex conjugation of the indices. ${ }^{7}$ After this is done, each regularization of the conical defect will provide a "splitting": a rule to divide each of the previous components of the Riemann tensor schematically as

$$
\begin{equation*}
R_{M I}=\tilde{R}_{M I}+\mathcal{K}_{M I} . \tag{2.5}
\end{equation*}
$$

In this expression, $M$ labels the different components of the Riemann tensor enumerated before, while $I$ is a generalized index containing all the $i, j, k, \ldots$ indices of the particular component under consideration (which might be none). This expansion has to be performed in all the components of the Riemann tensor, and once this is done, each of the resulting monomials is labelled by $\alpha$. The splitting provides also a value $q_{\alpha}$ for each $\mathcal{K}_{M I}$. In each term we have a definite value of $q_{\alpha}$, given by the sum of the values of all the $\mathcal{K}_{M I}$ in that monomial. Expression (2.4) instructs us then to divide each term by $q_{\alpha}+1$. Once this is done, we can eliminate the $\tilde{R}_{M I}$ (which are auxiliary objects in this construction whose particular geometrical meaning is irrelevant as far as the functional construction is concerned) in favor of the Riemann tensor components by using (2.5) again.

[^2]The particular example of (2.5) relevant for our purposes comes from the regularization of the conical defect imposed by Einstein's equations, which is valid for any theory containing perturbative corrections to Einstein gravity in the action. In such a case, the splittings take the form

$$
\begin{align*}
R_{z \bar{z} z \bar{z}} & =\tilde{R}_{z \bar{z} z \bar{z}}-\frac{1}{8} K^{a i j} K_{a i j}, \\
R_{z \bar{z} i j} & =\tilde{R}_{z \bar{z} i j}-2 K_{z[i \mid}^{k} K_{\bar{z} \mid j] k}, \\
R_{z i \bar{z} j} & =\tilde{R}_{z i \bar{z} j}-K_{z i}^{k} K_{\bar{z} j k}^{a}, \\
R_{i j k l} & =\tilde{R}_{i j k l}-2 K_{a i[k} K_{l] j}, \tag{2.6}
\end{align*}
$$

with the remaining components having a trivial splitting, i.e., $\tilde{R}_{M I}=0$ for them. The values of $q_{\alpha}$ are: $q_{\alpha}=1$ for any of the previous terms quadratic in extrinsic curvatures, $q_{\alpha}=1$ for $R_{z i z j}$ (and its complex conjugate), and $q_{\alpha}=1 / 2$ for $R_{z i j k}$ and $R_{z \bar{z} z i}$ (and their complex conjugates).

All in all, this complicated procedure is nothing but a way to generate contributions to the holographic entanglement entropy functional containing higher and higher powers of the extrinsic curvature. One of the main results in this paper will consist in reinterpreting and rewriting this algorithm in a more transparent way, making manifest this generation of terms with an increasing number of powers of $K$.

## 3 Rewriting the HEE functional

In this section we perform a rewriting of the holographic entanglement entropy functional for higher-curvature gravities. We manage to write it completely in terms of explicit contractions of extrinsic curvatures and derivatives with respect to Riemann tensors, getting rid of the weighted sum over $\alpha$ appearing in the anomaly piece. We do this for the Riemann tensor splittings corresponding to Einstein gravity, which allows us to produce a new general expression valid for arbitrary higher-curvature theories at leading order in the corresponding couplings. The structure of the expression is particularly simple for densities up to quartic order in curvature, and we provide new explicit formulas for cubic and quartic theories. Applied to the case of Lovelock theories, our formula for the corresponding anomaly piece can be suggestively written in terms of an exponential of the derivative of the only component of the Riemann tensor which is relevant in that case, contracted with two extrinsic curvatures. We also perform a hopefully illustrative application of our formulas to a particular monomial coming from putative quintic densities showing how it agrees with the result obtained via the $\alpha$ sum.

### 3.1 Symmetry factors in derivatives and some notation

Let us start by making a couple of comments regarding how to take derivatives with respect to Riemann tensor components and introducing some notation which we will be using throughout this section.

The issues discussed here arise due to the conventional definition of the derivative with respect to the Riemann tensor:

$$
\begin{equation*}
\frac{\partial R_{\mu \nu \rho \sigma}}{\partial R_{\alpha \beta \gamma \delta}} \equiv \frac{1}{2}\left[\delta_{[\mu}^{\alpha} \delta_{\nu]}^{\beta} \delta_{[\rho}^{\gamma} \delta_{\sigma]}^{\delta}+\delta_{[\rho]}^{\alpha} \delta_{\sigma]}^{\beta} \delta_{[\mu}^{\gamma} \delta_{\nu]}^{\delta}\right] . \tag{3.1}
\end{equation*}
$$

This definition respects the symmetries of the Riemann tensor and, at the same time, it has the following nice (and expected) property,

$$
\begin{equation*}
R_{\alpha \beta \gamma \delta} \frac{\partial R_{\mu \nu \rho \sigma}}{\partial R_{\alpha \beta \gamma \delta}}=R_{\mu \nu \rho \sigma}, \tag{3.2}
\end{equation*}
$$

which will be key when performing Taylor-like expansions of functions of the Riemann tensor.

Some care must be taken, however, when singling out specific components of the Riemann tensor. For instance, using the previous definition one finds

$$
\begin{equation*}
\frac{\partial R_{z \bar{z} i j}}{\partial R_{z z} k l}=\frac{1}{2}\left[\delta_{[z}^{z} \delta_{\bar{z}]}^{\bar{z}} \delta_{[i}^{k} \delta_{j]}^{l}+\delta_{[i}^{z} \delta_{j]}^{\bar{z}} \delta_{[z}^{k} \delta_{\bar{z}]}^{l}\right]=\frac{1}{4} \delta_{[i}^{k} \delta_{j]}^{l}, \tag{3.3}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
R_{z \bar{z} k l} \frac{\partial R_{z \bar{z} i j}}{\partial R_{z \bar{z} k l}}=\frac{1}{4} R_{z \bar{z} i j} . \tag{3.4}
\end{equation*}
$$

The factor $1 / 4$ arises from the different positions in which we can put the $z, \bar{z}$ indices using the symmetries of the Riemann tensor, $R_{z \bar{z} k l}, R_{\bar{z} z k l}, R_{k l z \bar{z}}$, and $R_{k l \bar{z} z}$. Something analogous happens for the rest of components of the Riemann tensor. Hence, whenever performing Taylor-like expansions in terms of such components we will need to take these extra factors into account. In order to do so, it will prove useful to define a new derivative operator, $\hat{\partial}$, which already includes them. The definitions for the different components read

$$
\begin{array}{rlrl}
\frac{\hat{\partial}}{\hat{\partial} R_{z \overline{z z} \bar{z}}} \equiv 4 \frac{\partial}{\partial R_{z \bar{z} \bar{z}}}, & \frac{\hat{\partial}}{\hat{\partial} R_{z \bar{z} z i}} \equiv 8 \frac{\partial}{\partial R_{z \bar{z} z i}}, & & \frac{\hat{\partial} R_{z \bar{z} i j}}{} \equiv 4 \frac{\partial}{\partial R_{z \bar{z} i j}}, \\
\frac{\hat{\partial}}{\hat{\partial} R_{z i z j}} \equiv 4 \frac{\partial}{\partial R_{z i z j}}, & \frac{\hat{\partial}}{\hat{\partial} R_{z i \bar{z} j}} \equiv 8 \frac{\partial}{\partial R_{z i \bar{z} j}}, & & \frac{\hat{\partial} R_{z i j k}}{\hat{\partial}} \equiv 4 \frac{\partial}{\partial R_{z i j k}}, \\
\frac{\hat{\partial}}{\hat{\partial} R_{i j k l}} \equiv \frac{\partial}{\partial R_{i j k l}} . & & \tag{3.7}
\end{array}
$$

The remaining ones can be obtained by complex conjugation.
Below we will manipulate expressions involving multiple derivatives with respect to all these components of the Riemann tensor. In order to do that, it is convenient to introduce some notation which allows us to represent them in a compact form. Firstly, let us define upper case latin indices $I, J, \ldots$ to collect all $i, j, k, \ldots$ indices that might appear in a given tensor. Similarly, we introduce $M, N, \ldots$ indices to represent the different Riemann tensor components involving $z$ and $\bar{z}$ indices. In practice, we just want this notation to perform

Taylor expansions, for which the relevant thing to keep in mind is the following compact definition

$$
\begin{align*}
R_{M I} \hat{\partial}^{M I} \equiv & +R_{z \bar{z} z \bar{z}} \frac{\hat{\partial}}{\hat{\partial} R_{z \bar{z} z \bar{z}}}+R_{z z \bar{z} i j} \frac{\hat{\partial}}{\hat{\partial} R_{z z i j}}+R_{z i \bar{z} j} \frac{\hat{\partial}}{\hat{\partial} R_{z i \bar{z} j}}+R_{i j k l} \frac{\hat{\partial}}{\hat{\partial} R_{i j k l}} \\
& +\left[R_{z \bar{z} z i} \frac{\hat{\partial}}{\hat{\partial} R_{z \bar{z} z i}}+R_{z i z j} \frac{\hat{\partial}}{\hat{\partial} R_{z i z j}}+R_{z i j k} \frac{\hat{\partial}}{\hat{\partial} R_{z i j k}}+\text { c.c. }\right], \tag{3.8}
\end{align*}
$$

where c.c. stands for the complex conjugate components of the terms in the parentheses (which are the only ones that have a different number of $z$ and $\bar{z}$ indices). This can be thought of as a sum over $M$ (the $z$ and $\bar{z}$ indices) and then, for each $M$, an extra sum over tangent indices $I$. Note that for $R_{z \bar{z} z \bar{z}}$ the second sum does not exist, and in that case $I$ represents an empty set of tangent indices.

As we explained in the previous section, different components of the Riemann tensor have different splitting structures. In general, any component splits as in eq. (2.5) where $\tilde{R}_{M I}$ has $q_{\alpha}=0$ and $\mathcal{K}_{M I}$ has $q_{\alpha} \neq 0$. The $q_{\alpha}$ for the $\mathcal{K}_{M I}$ piece can take two values. Components $R_{z \bar{z} z \bar{z}}, R_{z \bar{z} i j}, R_{z i \bar{z} j}, R_{z i z j}, R_{\overline{z i} \bar{z} j}$, and $R_{i j k l}$ have $q_{\alpha}=1$ for that part, and we will generically refer to them with labels $A, A^{\prime}, \ldots$ On the other hand, components $R_{z i j k}, R_{\bar{z} i j k}, R_{z \bar{z} z i}$, and $R_{\bar{z} z \bar{z} i}$ have $q_{\alpha}=1 / 2$ for the $\mathcal{K}_{M I}$ part and we will refer to them with labels $B, B^{\prime}, \ldots$. In terms of these, the operator (3.8) splits into two contributions:

$$
\begin{align*}
R_{A I} \hat{\partial}^{A I} \equiv & +R_{z \bar{z} \bar{z} \bar{z}} \frac{\hat{\partial}}{\hat{\partial} R_{z \bar{z} z \bar{z}}}+R_{z \bar{z} i j} \frac{\hat{\partial}}{\hat{\partial} R_{z \bar{z} i j}}+R_{z i \bar{z} j} \frac{\hat{\partial}}{\hat{\partial} R_{z i \bar{z} j}}+R_{i j k l} \frac{\hat{\partial}}{\hat{\partial} R_{i j k l}}  \tag{3.9}\\
& +\left[R_{z i z j} \frac{\hat{\partial}}{\hat{\partial} R_{z i z j}}+\text { c.c. }\right], \\
R_{B I} \hat{\partial}^{B I} \equiv & {\left[R_{z i j k} \frac{\hat{\partial}}{\hat{\partial} R_{z i j k}}+R_{z \bar{z} z i} \frac{\hat{\partial}}{\hat{\partial} R_{z \bar{z} z i}}+\text { c.c. }\right] . } \tag{3.10}
\end{align*}
$$

### 3.2 New form of the HEE functional

Equipped with this notation, we are ready to start rewriting the anomaly piece in the holographic entanglement entropy functional. The $\alpha$ expansion appearing in that term is performed on the following object, for which we define the shorthand notation

$$
\begin{equation*}
\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right) \equiv 8 \frac{\partial^{2} \mathcal{L}_{E}}{\partial R_{z i z j} \partial R_{\bar{z} k \bar{z} l}} K_{z i j} K_{\bar{z} k l} . \tag{3.11}
\end{equation*}
$$

This object is a complicated expression involving the different Riemann tensor components. Once we have it for a given theory, we have to apply an splitting of the form (2.5) to each component, account for the $q_{\alpha}$ value of each monomial and divide it by $\left(1+q_{\alpha}\right)$.

In order to understand the steps we will follow, it is illustrative to consider first a simplified version of the problem. Suppose we have some function $f(x)$ and we want to substitute $x=\tilde{x}+k$ in a way such that we explicitly isolate monomials depending on the
number of $k$ factors they have. A simple way to do this is to Taylor-expand $f(\tilde{x}+k)$ around $x=0$, namely,

$$
\begin{equation*}
f(\tilde{x}+k)=\sum_{n=0}^{\infty} \frac{1}{n!}(\tilde{x}+k)^{n} f^{(n)}(0), \tag{3.12}
\end{equation*}
$$

and then apply the binomial theorem to $(\tilde{x}+k)^{n}$ to isolate terms with a definite number of $k$ factors. Notice also that, if we wish to avoid evaluating derivatives at 0 , we can also Taylor-expand the derivative around a general point $x$,

$$
\begin{equation*}
f^{(n)}(0)=\sum_{m=0}^{\infty} \frac{1}{m!}(0-x)^{m} f^{(n+m)}(x)=\sum_{m=0}^{\infty} \frac{1}{m!}(-x)^{m} f^{(n+m)}(x) . \tag{3.13}
\end{equation*}
$$

Observe that, despite its appearance, this expression does not really depend on $x$. Putting the pieces together, we see that counting the number of $k$ 's in each monomial appearing in $f(\tilde{x}+k)$ amounts to expanding the binomial $(\tilde{x}+k)^{n}$ in the expression

$$
\begin{equation*}
f(\tilde{x}+k)=\sum_{n, m=0}^{\infty} \frac{1}{n!m!}(\tilde{x}+k)^{n}(-x)^{m} f^{(n+m)}(x), \tag{3.14}
\end{equation*}
$$

where we emphasize that the $x$ 's in the right-hand side are not to be substituted by $\tilde{x}+k$. In the above expression we can pair each of the $n+m$ derivatives with the factors ( $\tilde{x}+k$ ) and $x$ provided we introduce some ordering convention. The idea is to impose that derivatives only act on $f(x)$, and not on explicit $x$ factors,

$$
\begin{equation*}
f(\tilde{x}+k)=\left[: \sum_{n, m=0}^{\infty} \frac{1}{n!m!}\left[(\tilde{x}+k) \partial_{x}\right]^{n}\left(-x \partial_{x}\right)^{m}:\right] f(x) . \tag{3.15}
\end{equation*}
$$

This notation will turn out to be convenient when dealing with the analogous expressions involving Riemann tensor components.

Now, with some care, the idea presented above can be extended to functions of several variables. In the case of interest here, these variables will be Riemann tensor components. Roughly speaking, $f(x)$ will be replaced by the object defined in (3.11) and $x=\tilde{x}+k$ will be the splitting of each component, $R_{M I}=\tilde{R}_{M I}+\mathcal{K}_{M I}$. The first step is the expansion around 0 , which gives an expression in which such splitting is already applied

$$
\begin{align*}
\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)=\sum_{n=0}^{\infty} \frac{1}{n!} & \left(\tilde{R}_{M_{1} I_{1}}+\mathcal{K}_{M_{1} I_{1}}\right) \ldots\left(\tilde{R}_{M_{n} I_{n}}+\mathcal{K}_{M_{n} I_{n}}\right)  \tag{3.16}\\
& \times\left[\frac{\hat{\partial}}{\hat{\partial} R_{M_{1} I_{1}} \ldots \hat{\partial} R_{M_{n} I_{n}}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)\right]_{\text {Riem }=0}
\end{align*}
$$

Just like for $f^{(n)}(0)$ above, the derivatives piece at zero can be traded by derivatives at a general value of the Riemann tensor as

$$
\begin{align*}
& {\left[\frac{\hat{\partial}}{\hat{\partial} R_{M_{1} I_{1}} \ldots \hat{\partial} R_{M_{n} I_{n}}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)\right]_{\text {Riem }=0}=}  \tag{3.17}\\
& \sum_{m=0}^{\infty} \frac{1}{m!}\left(-R_{N_{1} J_{1}}\right) \ldots\left(-R_{N_{m} J_{m}}\right) \frac{\hat{\partial}}{\hat{\partial} R_{N_{1} J_{1}} \ldots \hat{\partial} R_{N_{m} J_{m}} \hat{\partial} R_{M_{1} I_{1}} \ldots \hat{\partial} R_{M_{n} I_{n}}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right) .
\end{align*}
$$

The two previous expressions can be combined into a single and simpler one if we introduce again a sort of normal ordering prescription for derivatives. By this we mean:

$$
\begin{equation*}
:\left(R_{M I} \hat{\partial}^{M I}\right)^{n}: \equiv R_{M_{1} I_{1}} \ldots R_{M_{n} I_{n}} \frac{\hat{\partial}}{\hat{\partial} R_{M_{1} I_{1}} \ldots \hat{\partial} R_{M_{n} I_{n}}} \tag{3.18}
\end{equation*}
$$

so that derivatives only act on the object completely to the right of the expression. Then we have

$$
\begin{equation*}
\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)=\left[: \sum_{n, m=0}^{\infty} \frac{1}{n!m!}\left(\left(\tilde{R}_{M I}+\mathcal{K}_{M I}\right) \hat{\partial}^{M I}\right)^{n}\left(-R_{N J} \hat{\partial}^{N J}\right)^{m}:\right]\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right) . \tag{3.19}
\end{equation*}
$$

From now on, we will work with the operator between brackets alone, since it contains all we need, namely, the explicit dependence on the $\mathcal{K}_{M I}$. We will also implicitly assume the normal ordering convention for derivatives.

Now, let us use the following useful identity

$$
\begin{equation*}
\sum_{n, m=0}^{\infty} f(n, m)=\sum_{S=0}^{\infty} \sum_{n=0}^{S} f(n, S-n) \tag{3.20}
\end{equation*}
$$

to collect terms in the sums depending on the total number of derivatives they have, $S=n+m$. This gives:

$$
\begin{align*}
& \sum_{S=0}^{\infty} \sum_{n=0}^{S} \frac{1}{n!(S-n)!}\left(\left(\tilde{R}_{M I}+\mathcal{K}_{M I}\right) \hat{\partial}^{M I}\right)^{n}\left(-R_{N J} \hat{\partial}^{N J}\right)^{S-n} \\
& \quad=\sum_{S=0}^{\infty} \frac{1}{S!}\left(\left(\tilde{R}_{M I}+\mathcal{K}_{M I}-R_{M I}\right) \hat{\partial}^{M I}\right)^{S} \tag{3.21}
\end{align*}
$$

where we have applied the binomial theorem. ${ }^{8}$ Let us pause for a moment and look at eq. (3.21). Here we could be tempted to use $\tilde{R}_{M I}+\mathcal{K}_{M I}-R_{M I}=0$, which would mean that the previous operator is simply the identity (because of the $S=0$ term). This is not a contradiction. As a matter of fact, the only thing we have done so far is applying the identity in an elaborated way. But we have achieved our goal, since we have isolated the appearances of $\mathcal{K}_{M I}$ in the $\alpha$-expansion: all these factors are the ones explicitly appearing in the previous expression.

From now on, we will have to deal separately with the two types of Riemann tensor components: those we called type $A$ (with $q_{\alpha}=1$ for the corresponding $\mathcal{K}_{M I}$ ) and those we called type $B$ (with $q_{\alpha}=1 / 2$ for the corresponding $\mathcal{K}_{M I}$ ). This can be easily done from the previous expression,

$$
\begin{align*}
& \sum_{S=0}^{\infty} \frac{1}{S!}\left(\left(\tilde{R}_{A I}+\mathcal{K}_{A I}-R_{A I}\right) \hat{\partial}^{A I}+\left(\tilde{R}_{B I}+\mathcal{K}_{B I}-R_{B I}\right) \hat{\partial}^{B I}\right)^{S}=  \tag{3.22}\\
& \quad \sum_{S=0}^{\infty} \sum_{T=0}^{S} \frac{1}{T!(S-T)!}\left[\left(\tilde{R}_{A I}+\mathcal{K}_{A I}-R_{A I}\right) \hat{\partial}^{A I}\right]^{T}\left[\left(\tilde{R}_{B J}+\mathcal{K}_{B J}-R_{B J}\right) \hat{\partial}^{B J}\right]^{S-T}
\end{align*}
$$

[^3]The next step is to isolate the number of $\mathcal{K}$ 's of each type, to prepare for the $\left(1+q_{\alpha}\right)$ division,

$$
\begin{align*}
& \sum_{S=0}^{\infty} \sum_{T=0}^{S} \sum_{\lambda_{1}=0}^{T} \sum_{\lambda_{2}=0}^{S-T} \frac{1}{T!(S-T)!} \frac{T!}{\lambda_{1}!\left(T-\lambda_{1}\right)!}\left[\mathcal{K}_{A I} \hat{\partial}^{A I}\right]^{\lambda_{1}}\left[\left(\tilde{R}_{A^{\prime} I^{\prime}}-R_{A^{\prime} I^{\prime}}\right) \hat{\partial}^{A^{\prime} I^{\prime}}\right]^{T-\lambda_{1}}  \tag{3.23}\\
& \frac{(S-T)!}{\lambda_{2}!\left(S-T-\lambda_{2}\right)!}\left[\mathcal{K}_{B J} \hat{\partial}^{B J}\right]^{\lambda_{2}}\left[\left(\tilde{R}_{B^{\prime} J^{\prime}}-R_{B^{\prime} J^{\prime}}\right) \hat{\partial}^{B^{\prime} J^{\prime}}\right]^{S-T-\lambda_{2}}
\end{align*}
$$

In this expression, it is manifest that we have $\lambda_{1}$ components $\mathcal{K}_{A I}$, which contribute 1 to $q_{\alpha}$, and $\lambda_{2}$ components $\mathcal{K}_{B J}$, which contribute $1 / 2$ to $q_{\alpha}$. Hence, we are ready to divide by $\left(1+q_{\alpha}\right)=\left(1+\lambda_{1}+\lambda_{2} / 2\right)$, obtaining

$$
\begin{gather*}
\sum_{S=0}^{\infty} \sum_{T=0}^{S} \sum_{\lambda_{1}=0}^{T} \sum_{\lambda_{2}=0}^{S-T} \frac{2}{\left(2+2 \lambda_{1}+\lambda_{2}\right)} \frac{1}{\lambda_{1}!\left(T-\lambda_{1}\right)!}\left[\mathcal{K}_{A I} \hat{\partial}^{A I}\right]^{\lambda_{1}}\left[\left(\tilde{R}_{A^{\prime} I^{\prime}}-R_{A^{\prime} I^{\prime}}\right) \hat{\partial}^{A^{\prime} I^{\prime}}\right]^{T-\lambda_{1}} \\
\frac{1}{\lambda_{2}!\left(S-T-\lambda_{2}\right)!}\left[\mathcal{K}_{B J} \hat{\partial}^{B J}\right]^{\lambda_{2}}\left[\left(\tilde{R}_{B^{\prime} J^{\prime}}-R_{B^{\prime} J^{\prime}}\right) \hat{\partial}^{B^{\prime} J^{\prime}}\right]^{S-T-\lambda_{2}} \tag{3.24}
\end{gather*}
$$

At this point, the $\alpha$-sum has been performed, and we do not need to explicitly keep the $\mathcal{K}$ dependence isolated. We can also rewrite the $\tilde{R}$ back in terms of conventional Riemann tensor components. Using $\tilde{R}_{M I}=R_{M I}-\mathcal{K}_{M I}$ we have

$$
\begin{equation*}
\sum_{S=0}^{\infty} \sum_{T=0}^{S} \sum_{\lambda_{1}=0}^{T} \sum_{\lambda_{2}=0}^{S-T} \frac{2}{\left(2+2 \lambda_{1}+\lambda_{2}\right)} \frac{(-1)^{S-\lambda_{1}-\lambda_{2}}}{\lambda_{1}!\left(T-\lambda_{1}\right)!} \frac{1}{\lambda_{2}!\left(S-T-\lambda_{2}\right)!}\left(\mathcal{K}_{A I} \hat{\partial}^{A I}\right)^{T}\left(\mathcal{K}_{B J} \hat{\partial}^{B J}\right)^{S-T} \tag{3.25}
\end{equation*}
$$

At this point we proceed to perform the $\lambda_{1}$ and $\lambda_{2}$ sums, which do not affect the derivative operators. Let us start with the $\lambda_{2}$ one. It is possible to show that

$$
\begin{equation*}
\sum_{\lambda=0}^{S-T} \frac{(-1)^{\lambda}}{\left(2+2 \lambda_{1}+\lambda\right)} \frac{1}{\lambda!(S-T-\lambda)!}=\frac{\left(2 \lambda_{1}+1\right)!}{\left(2 \lambda_{1}+2+S-T\right)!} \tag{3.26}
\end{equation*}
$$

Detailed derivations of this identity as well as of eq. (3.28) are included in appendix A. After performing this sum, the operator becomes:

$$
\begin{equation*}
2 \sum_{S=0}^{\infty} \sum_{T=0}^{S} \sum_{\lambda_{1}=0}^{T} \frac{(-1)^{S-\lambda_{1}}}{\lambda_{1}!\left(T-\lambda_{1}\right)!} \frac{\left(2 \lambda_{1}+1\right)!}{\left(2 \lambda_{1}+2+S-T\right)!}\left(\mathcal{K}_{A I} \hat{\partial}^{A I}\right)^{T}\left(\mathcal{K}_{B J} \hat{\partial}^{B J}\right)^{S-T} . \tag{3.27}
\end{equation*}
$$

We can now try to do the $\lambda_{1}$ one. We find the following integral representation of the sum, ${ }^{9}$

$$
\begin{equation*}
\sum_{\lambda=0}^{T} \frac{(-1)^{\lambda}}{\lambda!(T-\lambda)!} \frac{(2 \lambda+1)!}{(2 \lambda+2+S-T)!}=\frac{1}{T!(S-T)!} \int_{0}^{1} \mathrm{~d} u u\left(1-u^{2}\right)^{T}(1-u)^{S-T} \tag{3.28}
\end{equation*}
$$

[^4]but the integral form turns out to be more useful for our purposes.

Continuing from (3.27), we have

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} u 2 u \sum_{S=0}^{\infty} \sum_{T=0}^{S} \frac{(-1)^{S}}{T!(S-T)!}\left(\left(1-u^{2}\right) \mathcal{K}_{A I} \hat{\partial}^{A I}\right)^{T}\left((1-u) \mathcal{K}_{B J} \hat{\partial}^{B J}\right)^{S-T} \\
& \quad=\sum_{S=0}^{\infty} \frac{(-1)^{S}}{S!} \int_{0}^{1} \mathrm{~d} u 2 u\left[\left(1-u^{2}\right) \mathcal{K}_{A I} \hat{\partial}^{A I}+(1-u) \mathcal{K}_{B J} \hat{\partial}^{B J}\right]^{S} \tag{3.29}
\end{align*}
$$

This is our final result. Let us collect everything here, including the definitions needed to interpret it. We have found that the anomaly term in the holographic entanglement entropy functional can be written as

$$
\begin{align*}
& \sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha}  \tag{3.30}\\
& \quad=\sum_{S=0}^{\infty} \frac{1}{S!} \int_{0}^{1} \mathrm{~d} u 2 u:\left[-\left(1-u^{2}\right) \mathcal{K}_{A I} \hat{\partial}^{A I}-(1-u) \mathcal{K}_{B J} \hat{\partial}^{B J}\right]^{S}:\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)
\end{align*}
$$

where we emphasized again that derivatives have to be taken after normal ordering and

$$
\begin{align*}
\mathcal{K}_{A I} \hat{\partial}^{A I} \equiv & -\frac{1}{2} K^{a i j} K_{a i j} \frac{\partial}{\partial R_{z \bar{z} z \bar{z}}}-8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z \bar{z} i j}}-8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z i \bar{z} j}}  \tag{3.31}\\
& -2 K_{a i k} K^{a}{ }_{l j} \frac{\partial}{\partial R_{i j k l}}+\left(4 R_{z i z j} \frac{\partial}{\partial R_{z i z j}}+\text { c.c. }\right), \\
\mathcal{K}_{B J} \hat{\partial}^{B J} \equiv & \left(4 R_{z i j k} \frac{\partial}{\partial R_{z i j k}}+8 R_{z \bar{z} z i} \frac{\partial}{\partial R_{z \bar{z} z i}}+\text { c.c. }\right) . \tag{3.32}
\end{align*}
$$

Observe that the sum in eq. (3.30) can be formally performed, allowing us to write the result in an exponential form

$$
\begin{equation*}
\sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha}=\int_{0}^{1} \mathrm{~d} u 2 u \mathrm{e}^{-F(u)}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \mathrm{Riem}^{2}} K^{2}\right) \tag{3.33}
\end{equation*}
$$

where

$$
\begin{equation*}
F(u) \equiv\left[\left(1-u^{2}\right) \mathcal{K}_{A I} \hat{\partial}^{A I}+(1-u) \mathcal{K}_{B J} \hat{\partial}^{B J}\right] . \tag{3.34}
\end{equation*}
$$

In subsection 3.7 below we present a covariant version of these new formulas. Observe that even though the anomaly term naively involves the contraction of intrinsic curvatures with two extrinsic curvatures, it is manifest from our formula that the sum over $\alpha$ hides possible contractions with an arbitrary (even) number of extrinsic curvatures - in particular, order $n$ densities will produce terms involving up to $2(n-1)$ extrinsic curvatures.

There are some obvious particular cases in which the above expression simplifies considerably. Firstly, if no $B$ type terms appear in the second derivative of the Lagrangian, we can write

$$
\begin{align*}
\sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha} & =\sum_{S=0}^{\infty} \frac{1}{(S+1)!}\left(-\mathcal{K}_{A I} \hat{\partial}^{A I}\right)^{S}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)  \tag{3.35}\\
& =\left[\mathcal{K}_{A I} \hat{\partial}^{A I}\right]^{-1}\left[1-\mathrm{e}^{-\mathcal{K}_{A I} \hat{\partial}^{A I}}\right]\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)
\end{align*}
$$

Similarly, if only type $B$ terms were present, the result would simplify to

$$
\begin{align*}
\sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha} & =\sum_{S=0}^{\infty} \frac{2}{(S+2)!}\left(-\mathcal{K}_{B I} \hat{\partial}^{B I}\right)^{S}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)  \tag{3.36}\\
& =-2\left[\mathcal{K}_{B I} \hat{\partial}^{B I}\right]^{-2}\left[1-\mathcal{K}_{B I} \hat{\partial}^{B I}-\mathrm{e}^{-\mathcal{K}_{B I} \hat{\partial}^{B I}}\right]\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right) .
\end{align*}
$$

As we will see in a moment, there is at least one important case for which only type $A$ terms appear, namely, Lovelock theories. It is harder to imagine how only type $B$ terms could appear. Nevertheless, the result obtained here will prove to be useful for presenting the explicit form of the anomaly term for cubic and quartic theories.

Before closing this subsection, let us mention that, while our new formulas have been obtained assuming a particular splitting for the Riemann tensor components - namely, the one valid for perturbative higher-curvature gravities summarized in eq. (2.5) - an analogous procedure to the one presented here should allow to produce similar expressions for other possible splittings.

### 3.3 Anomaly term in Lovelock theories

Lovelock gravities [47, 48] are special in many respects - see also subsection 4.2 below. In particular, as argued in [32], the object (3.11) only contains a single kind of Riemann tensor component for them, namely, $R_{i j k l}$. The Lovelock density of order $n$ is defined by

$$
\begin{equation*}
\mathcal{X}_{2 n}(R) \equiv \frac{1}{2^{n}} \delta_{\nu_{1} \nu_{2} \cdots \nu_{2 n-1} \nu_{2 n}}^{\mu_{1} \mu_{2} \cdots \mu_{2 n-1} \mu_{2 n}} R_{\mu_{1} \mu_{2}}^{\nu_{1} \nu_{2}} \cdots R_{\mu_{2 n-1} \mu_{2 n}}^{\nu_{2 n-1} \nu_{2 n}} \tag{3.37}
\end{equation*}
$$

where $\delta_{\nu_{1} \nu_{2} \cdots \nu_{2 n-1} \nu_{2 n}}^{\mu_{1} \mu_{2} \cdots \mu_{2 n-1} \mu_{2 n}}$ is the totally antisymmetric product of $2 n$ Kronecker deltas. Now, since we have that

$$
\begin{equation*}
\frac{\partial R_{\rho \sigma}^{\mu \nu}}{\partial R_{z i z j}}=\frac{1}{2}\left(g^{z[\mu} g^{\nu] i} \delta_{[\rho}^{z} \delta_{\sigma]}^{j}+g^{z[\mu} g^{\nu] j} \delta_{[\rho}^{z} \delta_{\sigma]}^{i}\right)=2 \delta_{\bar{z}}^{[\mu} \delta_{m}^{\nu]} \delta_{[\rho}^{z} \delta_{\sigma]}^{(i} g^{j) m} \tag{3.38}
\end{equation*}
$$

and a similar result for the derivative with respect to $R_{\bar{z} k \bar{z} l}$, the second derivative contracted with $K^{2}$ appearing in the anomaly term is of the form:

$$
\begin{equation*}
\frac{8 \partial^{2} \mathcal{X}_{2 n}}{\partial R_{z i z j} \partial R_{\bar{z} k \bar{z} l}} K_{z i j} K_{\bar{z} k l}=\frac{-8 n(n-1)}{2^{n-2}} \delta_{z \bar{z} k l \nu_{1} \nu_{2} \ldots \nu_{2 n-5} \nu_{2 n-4}}^{z \bar{z} j \mu_{1} \mu_{2} \ldots \mu_{2 n-5} \mu_{2 n-4}} R_{\mu_{1} \mu_{2}}^{\nu_{1} \nu_{2}} \cdots R_{\mu_{2 n-5} \mu_{2 n-4}}^{\nu_{2 n-5} \nu_{2 n-4}} K_{z i}^{k} K_{\bar{z} j}^{l} . \tag{3.39}
\end{equation*}
$$

Due to the completely antisymmetric character of the generalized delta, none of the indices $\mu_{n}$ or $\nu_{n}$ can be $z$ or $\bar{z}$. This forces all components of the Riemann tensor to be of the type $R_{i_{1} i_{2}}^{j_{1} j_{2}}$, as anticipated. ${ }^{10}$ Therefore, we only have to take into account the part proportional to $\partial / \partial R_{i j k l}$ in (3.31). Using the result (3.35) valid when only type $A$ terms are present

[^5]we find
\[

$$
\begin{align*}
& \sum_{\alpha} \quad \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\text {Lovelock }}}{\partial \text { Riem }^{2}} K^{2}\right)_{\alpha}  \tag{3.40}\\
& \quad=\sum_{S=0}^{\infty} \frac{1}{(S+1)!}\left(2 K_{a i k} K^{a}{ }_{l j} \frac{\partial}{\partial R_{i j k l}}\right)^{S}\left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\text {Lovelock }}}{\partial \text { Riem }^{2}} K^{2}\right) \\
& \quad=\left[2 K_{a i k} K^{a}{ }_{l j} \frac{\partial}{\partial R_{i j k l}}\right]^{-1}\left[\exp \left(2 K_{a i k} K^{a}{ }_{j l} \frac{\partial}{\partial R_{i j k l}}\right)-1\right]\left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\text {Lovelock }}}{\partial \text { Riem }^{2}} K^{2}\right) .
\end{align*}
$$
\]

This is a rather suggestive expression. On the other hand, we know that for Lovelock theories the combination of the anomaly and Wald terms must reduce to the so-called Jacobson-Myers (JM) functional - see eq. (4.6) below. Let us see how this works when the anomaly term is written as in eq. (3.40). First of all, notice that the extrinsic curvatures in the second derivative can be written covariantly using the antisymmetry of the generalized delta as

$$
\begin{equation*}
\left(\frac{8 \partial^{2} \mathcal{X}_{2 n}}{\partial \operatorname{Riem}^{2}} K^{2}\right)=\frac{n(1-n)}{2^{n-3}} \delta_{k_{1} l_{1} \ldots k_{n-1} l_{n-1}}^{i_{1} j_{1} \ldots i_{n-1} j_{n-1}} R_{i_{1} j_{1}}^{k_{1} l_{1}} \cdots R_{i_{n-2} j_{n-2}}^{k_{n-2} l_{n-2}} K_{a i_{n-1}}^{k_{n-1}} K_{j_{n-1}}^{a}{ }_{n-1}^{l_{n-1}} \tag{3.41}
\end{equation*}
$$

where we have also reduced the generalized delta eliminating the $z$ and $\bar{z}$ indices. Applying $S$ times the differential operator is now straightforward:

$$
\begin{align*}
& \sum_{S=0}^{\infty} \frac{1}{(S+1)!}\left(2 K_{a i k} K^{a}{ }_{l j} \frac{\partial}{\partial R_{i j k l}}\right)^{S}\left(\frac{8 \partial^{2} \mathcal{X}_{2 n}}{\partial \text { Riem }^{2}} K^{2}\right)  \tag{3.42}\\
& =-\sum_{S=0}^{n-2} \frac{1}{(S+1)!} \frac{n(n-1) \cdots(n-1-S)}{2^{n-3-S}} \delta_{k_{1} l_{1} \cdots k_{n-1} l_{n-1}}^{i_{1} j_{1} \cdots i_{n-1} j_{n-1}} R_{i_{1} j_{1}}^{k_{1} l_{1}} \cdots R_{i_{n-2-S} j_{n-2-S}}^{k_{n-2-S} l_{n-2-S}} \\
& \times K_{a_{n-1-S} i_{n-1-S}}{ }^{k_{n-1-S}} K^{a_{n-1-S}}{ }_{j_{n-1-S}}{ }^{l_{n-1-S}} \ldots K_{a_{n-1} i_{n-1}}{ }^{k_{n-1}} K^{a_{n-1}{ }_{j_{n-1}}{ }^{l_{n-1}}, ~} \\
& =-n \sum_{S=1}^{n-1} \frac{1}{2^{n-2-S}}\binom{n-1}{S} \delta_{k_{1} l_{1} \ldots k_{n-1} l_{n-1}}^{i_{1} j_{1} \cdots i_{n-1} j_{n-1}} R_{i_{1} j_{1}}^{k_{1} l_{1}} \cdots R_{i_{n-1-S} j_{n-1-S}}^{k_{n-1-S} l_{n-1-S}} \\
& \times K_{a_{n-S} i_{n-S}}{ }^{k_{n-S}} K^{a_{n-S}}{ }_{j_{n-S}}{ }^{l_{n-S}} \cdots K_{a_{n-1} i_{n-1}}{ }^{k_{n-1}} K^{a_{n-1}}{ }_{j_{n-1}}{ }^{l_{n-1}} .
\end{align*}
$$

Furthermore, the Wald term reads

$$
\begin{equation*}
\frac{\partial \mathcal{X}_{2 n}}{\partial R_{z \bar{z} z \bar{z}}}=-\frac{n}{2^{n-2}} \delta_{k_{1} l_{1} \ldots k_{n-1} l_{n-1}}^{i_{1} j_{1} \ldots i_{n-1} j_{n-1}} R_{i_{1} j_{1}}^{k_{1} l_{1}} \ldots R_{i_{n-1} j_{n-1}}^{k_{n-1} l_{n-1}} \tag{3.43}
\end{equation*}
$$

This can be combined with (3.42), acting as the $S=0$ term of the sum. When this is included, the binomial coefficient and the $2^{-S}$ factor in each term can be employed to write the full functional as

$$
\begin{gather*}
\frac{\partial \mathcal{X}_{2 n}}{\partial R_{z \bar{z} z \bar{z}}}+\sum_{S=0}^{\infty} \frac{1}{(S+1)!}\left(2 K_{a i k} K^{a}{ }_{l j} \frac{\partial}{\partial R_{i j k l}}\right)^{S}\left(\frac{8 \partial^{2} \mathcal{X}_{2 n}}{\partial \operatorname{Riem}^{2}} K^{2}\right)  \tag{3.44}\\
=-\frac{n}{2^{n-2}} \delta_{k_{1} l_{1} \ldots k_{n-1} l_{n-1}}^{i_{1} j_{1} \ldots i_{n-1} j_{n-1}}\left(R_{i_{1} j_{1}}^{k_{1} l_{1}}+2 K_{a_{1} i_{1}}{ }^{k_{1}} K^{a_{1}}{ }_{j_{1}} l_{1}\right) \\
\ldots\left(R_{i_{n-1} j_{n-1}}^{k_{n-1} l_{n-1}}+2 K_{a_{n-1} i_{n-1}}{ }^{k_{n-1}} K^{a_{n-1}}{ }_{j_{n-1}}{ }^{l_{n-1}}\right),
\end{gather*}
$$

where we used the fact that the binomial factor is the number of ways we can pick $S$ squared extrinsic curvature factors and $(n-1-S)$ Riemann tensors from the previous product (and the antisymmetric delta can be used to rewrite all possible combinations as essentially the same). The final observation is that $\tilde{R}_{i j k l}$ is actually the intrinsic curvature tensor of the surface [32], which we denote $\mathcal{R}_{i j k l}$. Then, comparing with eq. (2.6), it follows that we can write the HEE functional for a given order- $n$ Lovelock density as

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathcal{X}_{2 n}}=-4 \pi n \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \mathcal{X}_{2(n-1)}(\mathcal{R}) \tag{3.45}
\end{equation*}
$$

which is the JM form [28, 29]. This has the interesting property of being fully determined in terms of intrinsic curvatures associated to the holographic entangling surface.

### 3.4 Anomaly term for cubic gravities

Our new formula for the anomaly term in (3.30) gets notably simplified for cubic theories. This is a consequence of the second derivative of the Lagrangian being linear in curvatures for these theories, which implies that only $S=0,1$ terms need to be included in the sum. In addition, the object (3.11) is "neutral" in $z$ and $\bar{z}$ indices - i.e., it has and equal number of $z$ 's and $\bar{z}$ 's ${ }^{11}$ - so no components with a different number of $z$ and $\bar{z}$ indices can appear inside it. In particular, there are no type $B$ terms, and the last term appearing in (3.31) is also missing. Therefore, we can write the anomaly term for cubic theories as

$$
\begin{align*}
\sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\mathrm{Riem}^{3}}}{\partial \mathrm{Riem}^{2}} K^{2}\right)_{\alpha}= & {\left[1+\frac{1}{4} K^{a i j} K_{a i j} \frac{\partial}{\partial R_{z \bar{z} z \bar{z}}}+4 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z \bar{z} i j}}\right.}  \tag{3.46}\\
& \left.+4 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z i \bar{z} j}}+K_{a i k} K^{a}{ }_{j l} \frac{\partial}{\partial R_{i j k l}}\right]\left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\mathrm{Riem}^{3}}}{\partial \mathrm{Riem}^{2}} K^{2}\right)
\end{align*}
$$

In the explicit expressions for the functionals presented in the following section we have obtained the corresponding functionals using both the $\alpha$-expansion procedure and this new derivative expression, finding perfect agreement.

### 3.5 Anomaly term for quartic gravities

Although slightly more complicated than the cubic ones, quartic theories are still simple enough to deserve an independent discussion. In this case, the second derivative of the Lagrangian is quadratic in curvature tensors, so we have to include $S=0,1,2$ in (3.30). However, the neutral character in $z$ 's and $\bar{z}$ 's of (3.11) allows us to simplify the general expression. In the expansion of the second derivative in terms of the basic components of the Riemann tensor, each of the resulting monomials must be neutral in $z$ and $\bar{z}$. The first consequence of this fact is that components $R_{z \bar{z} z \bar{z}}, R_{z \bar{z} i j}, R_{z i \bar{z} j}$, and $R_{i j k l}$ cannot appear paired with the remaining ones, so we can drop all terms that involve mixed second

[^6]derivatives between these two sets. Furthermore, by the same argument, $R_{z i z j}$ can only appear paired with $R_{\bar{z} i \bar{z} j}$ and thus, at second order in derivatives, type $B$ components do not mix with the type $A$ ones. Also, the last term (in parentheses) in (3.31) does not mix with the remaining part of that operator when taking the square. All this means that the $S=2$ term of (3.30) for quartic theories will be:
\[

$$
\begin{align*}
& \frac{1}{3!}\left(\frac{1}{2} K^{a i j} K_{a i j} \frac{\partial}{\partial R_{z \bar{z} z \bar{z}}}+8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z \bar{z} i j}}+8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z i \bar{z}}}+2 K_{a i k} K_{j l}^{a} \frac{\partial}{\partial R_{i j k l}}\right)^{2} \\
& +\frac{1}{3!}\left(-4 R_{z i z j} \frac{\partial}{\partial R_{z i z j}}+\text { c.c. }\right)^{2}+\frac{2}{4!}\left(-4 R_{z i j k} \frac{\partial}{\partial R_{z i j k}}-8 R_{z \bar{z} z i} \frac{\partial}{\partial R_{z \bar{z} z i}}+\text { c.c. }\right)^{2} \tag{3.47}
\end{align*}
$$
\]

where, although not explicitly written, recall that all derivatives are to be understood under the normal ordering prescription, so they do not act on any of the Riemann tensor components appearing explicitly in the previous expression. This can be simplified a little bit more by using once again the fact that all terms in the second derivative of the Lagrangian have to be neutral in $z$ and $\bar{z}$. Thus, in the second term, only the mixed derivative $\partial^{2} /\left(\partial R_{z i z j} \partial R_{\bar{z} k \bar{l}}\right)$ contributes. Something similar happens in the last term, where only globally neutral combinations contribute. All in all, including also the $S=0$ and $S=1$ parts of the anomaly term, we can write, for quartic theories:

$$
\begin{align*}
\sum_{\alpha} & \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\text {Riem }}{ }^{4}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha}  \tag{3.48}\\
= & {\left[1+\frac{1}{2}\left[\frac{1}{2} K^{a i j} K_{a i j} \frac{\partial}{\partial R_{z \bar{z} z \bar{z}}}+8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z \bar{z} i j}}+8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z i \bar{z} j}}+2 K_{a i k} K^{a}{ }_{j l} \frac{\partial}{\partial R_{i j k l}}\right.\right.} \\
& \left.\left(-4 R_{z i z j} \frac{\partial}{\partial R_{z i z j}}+\text { c.c. }\right)\right]+\frac{2}{3!}\left(-4 R_{z i j k} \frac{\partial}{\partial R_{z i j k}}-8 R_{z \bar{z} z i} \frac{\partial}{\partial R_{z \bar{z} z i}}+\text { c.c. }\right) \\
& +\frac{1}{3!}\left(\frac{1}{2} K^{a i j} K_{a i j} \frac{\partial}{\partial R_{z \bar{z} z \bar{z}}}+8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z \bar{z} i j}}+8 K_{z i}{ }^{k} K_{\bar{z} j k} \frac{\partial}{\partial R_{z i \bar{z} j}}+2 K_{a i k} K^{a}{ }_{j l} \frac{\partial}{\partial R_{i j k l}}\right)^{2} \\
& +\frac{32}{3!} R_{z i z j} R_{\bar{z} k \bar{z} l} \frac{\partial^{2}}{\partial R_{z i z j} \partial R_{z k z l}}+\frac{2}{4!}\left(128 R_{z \bar{z} z i l} R_{\bar{z} z \bar{z} j} \frac{\partial^{2}}{\partial R_{z \bar{z} z i} \partial R_{\bar{z} z \bar{z} j}}\right. \\
& \left.\left.+64 R_{z \bar{z} z i} R_{\bar{z} j k l} \frac{\partial^{2}}{\partial R_{z \bar{z} z i} \partial R_{\bar{z} j k l}}+64 R_{\bar{z} z \bar{z} i} R_{z j k l} \frac{\partial^{2}}{\partial R_{\bar{z} \bar{z} i} \partial R_{z j k l}}+32 R_{z i j k} R_{\bar{z} l m n} \frac{\partial^{2}}{\partial R_{z i j k k} \partial R_{\overline{z l m n}}}\right)\right] \\
& \left(\frac{8 \partial^{2} \mathcal{L}_{E}^{\text {Riem }}}{\partial \operatorname{Riem}^{2}} K^{2}\right) .
\end{align*}
$$

When computing the 26 functionals corresponding to independent quartic densities in subsection 4.5 we have made use of this expression, which turns out to be much faster than performing the corresponding $\alpha$ expansions. We have nonetheless verified in a few cases that both procedures yield the same results.

### 3.6 An example mixing type $A$ and type $B$ terms

In the previous subsections involving Lovelock, cubic and quartic densities, we found that it was possible to treat separately type $A$ and $B$ terms. In this subsection we provide a simple example of a situation in which this separation is not possible. The previous arguments show that this happens for densities which are at least fifth-order in the Riemann tensor.

In order to avoid unnecessary complications, let us assume that one of these densities produces a term mixing type $A$ and $B$ with the following form

$$
\begin{equation*}
\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right) \supset C\left(K^{2}\right) R_{z i j k} R_{\bar{z} z \bar{z}}^{k} R_{z}^{i{ }_{z}} \tag{3.49}
\end{equation*}
$$

where $C\left(K^{2}\right) \equiv c K_{z}{ }^{l m} K_{\bar{z} l m}$ with $c$ a constant, and the $\supset$ symbol means that this is only one of many terms that would appear when expanding the second derivative in terms of the different $z$ and $\bar{z}$ components of the curvature tensor for an actual quintic (or higher order) density. We have not checked whether or not a term like this arises from a concrete fifth order Lagrangian, but it certainly could. ${ }^{12}$ In any case, it will serve as an example of how one should proceed if a different combination of type $A$ and $B$ terms arises.

Let us first obtain the result by means of the $\alpha$ sum, which in this case turns out to be particularly simple. Applying the splitting rules, this term becomes

$$
\begin{equation*}
\sum_{\alpha}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha} \supset C\left(K^{2}\right)\left(R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} \tilde{R}_{z}{ }_{z}^{i}{ }_{\bar{z}}^{j}-R_{z i j k} R_{\bar{z} z \bar{z}}^{k} K_{z}{ }^{i l} K_{\bar{z}}{ }^{j}{ }_{l}\right) . \tag{3.50}
\end{equation*}
$$

The first term has $q_{\alpha}=1$, while the second has $q_{\alpha}=2$. Then, dividing by $1+q_{\alpha}$, we get

$$
\begin{align*}
\sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha} & \supset C\left(K^{2}\right)\left(\frac{1}{2} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} \tilde{R}_{z}{ }^{i} \bar{z}{ }^{j}-\frac{1}{3} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} K_{z}{ }^{i l} K_{\bar{z}}{ }^{j}{ }_{l}\right) \\
& =C\left(K^{2}\right)\left(\frac{1}{2} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} R_{z}{ }^{i} \bar{z} \bar{j}+\frac{1}{6} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} K_{z}{ }^{i l} K_{\bar{z}}{ }^{j}{ }_{l}\right), \tag{3.51}
\end{align*}
$$

where we have rewritten $\tilde{R}_{z}{ }^{i}{ }_{\bar{z}}{ }^{j}$ in terms of the Riemann tensor component again in the last line.

Let us now obtain the same result by means of the derivative expression, (3.30). We need to take into account terms up to $S=3$ in the series, but fortunately not every type $A$ or $B$ component appears in the piece of the Lagrangian we are considering. This means we can define new operators including only the relevant parts:

$$
\begin{equation*}
\partial_{A} \equiv-8 K_{z i}^{l} K_{\bar{z} j l} \frac{\partial}{\partial R_{z i \bar{z} j}}, \quad \partial_{B} \equiv 4 R_{z i j k} \frac{\partial}{\partial R_{z i j k}}+8 R_{\bar{z} z \bar{z} k} \frac{\partial}{\partial R_{\bar{z} z \bar{z} k}} . \tag{3.52}
\end{equation*}
$$

Now, the $S=0$ term is just the original (3.49). For the $S=1$ term we apply the operator:

$$
\begin{equation*}
-\frac{1}{2!} \partial_{A}-\frac{2}{3!} \partial_{B}, \tag{3.53}
\end{equation*}
$$

which produces:

$$
\begin{equation*}
s_{1} \equiv C\left(K^{2}\right)\left(-\frac{2}{3} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} R_{z}{ }^{i j}{ }_{\bar{z}}^{j}+\frac{1}{2} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} K_{z}^{i l} K_{\bar{z}}{ }^{j}{ }_{l}\right) . \tag{3.54}
\end{equation*}
$$

For the $S=2$ term operator we already find mixing between $\partial_{A}$ and $\partial_{B}$. Solving the integral expression given in (3.30)

$$
\begin{equation*}
\frac{1}{2!} \int_{0}^{1} \mathrm{~d} u 2 u:\left(-\left(1-u^{2}\right) \partial_{A}-(1-u) \partial_{B}\right)^{2}:=:\left(\frac{1}{6} \partial_{A}^{2}+\frac{7}{30} \partial_{A} \partial_{B}+\frac{1}{12} \partial_{B}^{2}\right): \tag{3.55}
\end{equation*}
$$

[^7]We stress once again that normal ordering means that derivatives do not act on curvature components appearing in the operators (3.52), only on those components in the second derivative object (3.49). This makes $\partial_{A}$ and $\partial_{B}$ commuting objects (inside a normal ordered expression). Furthermore, having only a single type $A$ component, the $\partial_{A}^{2}$ term in the previous expression will not contribute. The last two terms produce

$$
\begin{equation*}
s_{2} \equiv C\left(K^{2}\right)\left(\frac{1}{6} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} R_{z}{ }^{i}{ }_{\bar{z}}^{j}-\frac{7}{15} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} K_{z}{ }^{i l} K_{\bar{z}}{ }^{j}{ }_{l}\right) . \tag{3.56}
\end{equation*}
$$

Finally, let us consider the $S=3$ term. The operator is

$$
\frac{1}{3!} \int_{0}^{1} \mathrm{~d} u 2 u:\left(-\left(1-u^{2}\right) \partial_{A}-(1-u) \partial_{B}\right)^{3}:=-:\left(\frac{\partial_{A}^{3}}{24}+\frac{19 \partial_{A}^{2} \partial_{B}}{210}+\frac{\partial_{A} \partial_{B}^{2}}{15}+\frac{\partial_{B}^{3}}{60}\right): .
$$

In this case, since (3.49) has one type $A$ and two type $B$ terms, the third piece of this operator is the only one giving a non-vanishing contribution. Its value is

$$
\begin{equation*}
s_{3} \equiv \frac{2}{15} C\left(K^{2}\right) R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} K_{z}{ }^{i l} K_{\bar{z}}{ }^{j}{ }_{l} . \tag{3.57}
\end{equation*}
$$

We can finally combine all contributions, $s_{0}$ (which is just the original term (3.49)), $s_{1}, s_{2}$, and $s_{3}$ to obtain

$$
\begin{equation*}
\sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha} \supset C\left(K^{2}\right)\left(\frac{1}{2} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} R_{z \bar{z}}^{i}{ }^{j}+\frac{1}{6} R_{z i j k} R_{\bar{z} z \bar{z}}{ }^{k} K_{z}{ }^{i l} K_{\bar{z}}{ }^{j}{ }_{l}\right), \tag{3.58}
\end{equation*}
$$

which coincides with (3.51), as it should.

### 3.7 Covariant form of the new HEE formula

So far we have presented all our expressions in the particular set of adapted coordinates $\left(z, \bar{z}, y^{i}\right)$. Here we will rewrite our general formulas in covariant form, which is more useful for explicit applications (like the ones in section 5). In order to do that, we first write the metric as in eq. (1.8),

$$
\begin{equation*}
g_{\mu \nu}=h_{\mu \nu}+\delta_{a b} n^{a}{ }_{\mu} n^{b}{ }_{\nu}, \tag{3.59}
\end{equation*}
$$

so that in the adapted coordinates $n^{a}{ }_{i}=0$, and $h_{\mu \nu}$ is non-vanishing only for tangent components ( $h_{z z}=h_{z \bar{z}}=h_{\bar{z} \bar{z}}=0$ ). It is easy to check that, in the adapted coordinates, the binormal to the surface and the normal projector, defined in eq. (1.11), satisfy $\epsilon_{z \bar{z}}=$ $-\epsilon_{z \bar{z}}=i / 2, \perp_{z z}=\perp_{\bar{z} \bar{z}}=0,{ }^{13}$ and $\perp_{z \bar{z}}=1 / 2$. The following identities can then be shown to hold for the adapted coordinates

$$
\begin{array}{ll}
\delta_{\mu}^{z} \delta_{\nu}^{\bar{z}}=\perp_{\mu \nu}-i \epsilon_{\mu \nu}, & \delta_{z}^{\mu} \delta_{\bar{z}}^{\nu}=\frac{1}{4}\left(\perp^{\mu \nu}+i \epsilon^{\mu \nu}\right) \\
\delta_{\mu}^{z} \delta_{z}^{\nu}=\frac{1}{2}\left(\perp_{\mu}{ }^{\nu}-i \epsilon_{\mu}{ }^{\nu}\right), & \delta_{\mu}^{\bar{z}} \delta_{\bar{z}}^{\nu}=\frac{1}{2}\left(\perp_{\mu}{ }^{\nu}+i \epsilon_{\mu}{ }^{\nu}\right) . \tag{3.61}
\end{array}
$$

[^8]These are all different forms of the same identity, related by raising or lowering the $z$ and $\bar{z}$ indices, but the different forms are useful in different contexts. In particular, they can be used to write in a covariant form the different terms appearing in the entanglement entropy functional.

Let us start with the Wald term,

$$
\begin{equation*}
\frac{\partial \mathcal{L}_{E}}{\partial R_{z \bar{z} z \bar{z}}}=\delta_{[\mu}^{z} \delta_{\nu]}^{\bar{z}} \delta_{[\rho}^{z} \delta_{\sigma]}^{\bar{z}} \frac{\partial \mathcal{L}_{E}}{\partial R_{\mu \nu \rho \sigma}}=-\epsilon_{\mu \nu} \epsilon_{\rho \sigma} \frac{\partial \mathcal{L}_{E}}{\partial R_{\mu \nu \rho \sigma}} . \tag{3.62}
\end{equation*}
$$

The last form, which is the familiar one for this piece [26, 27], is fully covariant, as desired. Similar manipulations can be applied to the anomaly term. For the second derivative of the Lagrangian contracted with two extrinsic curvatures we get ${ }^{14}$

$$
\begin{align*}
\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)= & 2\left[\perp^{\lambda_{1} \lambda_{2}}\left(\perp_{\mu_{1} \mu_{2}} \perp_{\nu_{1} \nu_{2}}-\epsilon_{\mu_{1} \mu_{2}} \epsilon_{\nu_{1} \nu_{2}}\right)+\epsilon^{\lambda_{1} \lambda_{2}}\left(\perp_{\mu_{1} \mu_{2}} \epsilon_{\nu_{1} \nu_{2}}+\epsilon_{\mu_{1} \mu_{2}} \perp_{\nu_{1} \nu_{2}}\right)\right] \\
& \times \frac{\partial^{2} \mathcal{L}_{E}}{\partial R_{\mu_{1} \rho_{1} \nu_{1} \sigma_{1}} \partial R_{\mu_{2} \rho_{2} \nu_{2} \sigma_{2}}} K_{\lambda_{1} \rho_{1} \sigma_{1}} K_{\lambda_{2} \rho_{2} \sigma_{2}} \tag{3.63}
\end{align*}
$$

The operator for the type $A$ terms (3.31) becomes

$$
\begin{align*}
\mathcal{K}_{A I} \hat{\partial}^{A I}= & {\left[\frac{1}{2} \perp^{\lambda_{1} \lambda_{2}} h^{\tau_{1} \tau_{2}} h^{\omega_{1} \omega_{2}} \epsilon_{\mu \nu} \epsilon_{\rho \sigma}-2 \epsilon^{\lambda_{1} \lambda_{2}} h_{\rho}^{\tau_{1}} h_{\sigma}^{\tau_{2}} h^{\omega_{1} \omega_{2}} \epsilon_{\mu \nu}-2 \perp^{\lambda_{1} \lambda_{2}} h_{\mu}^{\tau_{1}} h_{\rho}^{\omega_{1}} h_{\nu}^{\tau_{2}} h_{\sigma}^{\omega_{2}}\right.} \\
& \left.-2\left(\perp^{\lambda_{1} \lambda_{2}} \perp_{\mu \rho}+\epsilon^{\lambda_{1} \lambda_{2}} \epsilon_{\mu \rho}\right) h_{\nu}^{\tau_{1}} h_{\sigma}^{\tau_{2}} h^{\omega_{1} \omega_{2}}\right] K_{\lambda_{1} \tau_{1} \omega_{1}} K_{\lambda_{2} \tau_{2} \omega_{2}} \frac{\partial}{\partial R_{\mu \nu \rho \sigma}} \\
& +2\left(\perp_{\mu_{2}}{ }^{\mu_{1}} \perp_{\rho_{2}}{ }^{\rho_{1}}-\epsilon_{\mu_{2}}{ }^{\mu_{1}} \epsilon_{\rho_{2}}{ }^{\rho_{1}}\right) h_{\nu_{2}}^{\nu_{1}} h_{\sigma_{2}}^{\sigma_{1}} R_{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \frac{\partial}{\partial R_{\mu_{2} \nu_{2} \rho_{2} \sigma_{2}}}, \tag{3.64}
\end{align*}
$$

while that of type $B$ terms reads

$$
\begin{equation*}
\mathcal{K}_{B I} \hat{\partial}^{B I}=4\left[\perp_{\mu_{2}}^{\mu_{1}} h_{\nu_{2}}^{\nu_{1}} h_{\rho_{2}}^{\rho_{1}} h_{\sigma_{2}}^{\sigma_{1}}+\perp_{\mu_{2}}^{\mu_{1}} \perp_{\nu_{2}}^{\nu_{1}} \perp_{\rho_{2}}^{\rho_{1}} h_{\sigma_{2}}^{\sigma_{1}}\right] R_{\mu_{1} \nu_{1} \rho_{1} \sigma_{1}} \frac{\partial}{\partial R_{\mu_{2} \nu_{2} \rho_{2} \sigma_{2}}} . \tag{3.65}
\end{equation*}
$$

Note that, since they always appear in pairs, all the binormals in these expressions could be replaced by normal projectors via the first identity appearing in eq. (1.13), so the whole thing would be written exclusively in terms of contractions of $h_{\mu \nu}$ and $\perp_{\mu \nu}$ with curvature tensors.

The covariant form of the full holographic entanglement entropy functional can be finally written as

$$
\begin{align*}
S_{\mathrm{HEE}}(A)= & -2 \pi \int_{\Gamma_{A}} d^{D-2} y \sqrt{h}\left[\epsilon_{\mu \nu} \epsilon_{\rho \sigma} \frac{\partial \mathcal{L}_{E}}{\partial R_{\mu \nu \rho \sigma}}\right.  \tag{3.66}\\
& \left.-\sum_{S=0}^{\infty} \frac{1}{S!} \int_{0}^{1} \mathrm{~d} u 2 u:\left(-\left(1-u^{2}\right) \mathcal{K}_{A I} \hat{\partial}^{A I}-(1-u) \mathcal{K}_{B J} \hat{\partial}^{B J}\right)^{S}:\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \mathrm{Riem}^{2}} K^{2}\right)\right]
\end{align*}
$$

where derivatives are to be taken respecting the normal ordering prescription introduced in (3.18), and the covariant form of the objects appearing in the last line are given in (3.63)-(3.65).

[^9]
## 4 Explicit covariant form of the functionals

In this section we present the explicit holographic entanglement entropy functionals for various classes of higher-curvature theories. Like in the rest of the paper, our approach here is to consider such terms as perturbative corrections to Einstein gravity, so that entanglement entropies are computed by the on-shell evaluation of the corresponding Ryu-Takayanagi surfaces on the corrected functionals obtained using the Einstein gravity splitting. We start with a review of the previously known cases of $f(R)$, Lovelock and quadratic theories, for which the splitting problem plays no rôle (and hence the functionals can be also used non-perturbatively). Then, we present new functionals valid for general cubic and quartic theories at leading order in the couplings. We also show that for theories constructed from general contractions of the Ricci tensor and the metric, the anomaly piece vanishes at leading order in the couplings. We observe that the same happens for densities involving a single Riemann tensor, and make general comments on the structure of the perturbative functionals as a function of the number of Riemann tensors.

## $4.1 \quad f(R)$ gravities

Let us start with $f(R)$ theories. These are the simplest modifications of the Einstein-Hilbert action within the pure-metric class. For an action of the form

$$
\begin{equation*}
I_{E}^{f(R)}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+f(R)\right], \tag{4.1}
\end{equation*}
$$

the HEE functional only contains a Wald-like piece and is simply given by [32]

$$
\begin{equation*}
S_{\mathrm{HEE}}^{f(R)}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{1}{4 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} f^{\prime}(R) . \tag{4.2}
\end{equation*}
$$

Since there is no anomaly piece, this expression can be used non-perturbatively in the putative $f(R)$ couplings by extremizing the full functional.

### 4.2 Lovelock gravities

Let us move to Lovelock theories [47-49]. These are the most general diffemorphisminvariant pure-metric theories of gravity which possess covariantly-conserved second-order equations of motion. The general Euclidean action in $d+1$ dimensions reads

$$
\begin{equation*}
I_{E}^{\text {Lovelock }}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+\sum_{n=2}^{\left\lfloor\frac{d+1}{2}\right\rfloor} \lambda_{n} L^{2(n-1)} \mathcal{X}_{2 n}(R)\right] \tag{4.3}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the integer part of $x$, the $\lambda_{n}$ are dimensionless couplings and the order- $n$ invariants $\mathcal{X}_{2 n}$ were defined in eq. (3.37) above. $\mathcal{X}_{2 n}$ becomes the Euler density of compact manifolds when evaluated in $2 n$ dimensions. The simplest Lovelock theories (besides Einstein gravity) correspond to the Gauss-Bonnet and cubic densities, which read respectively

$$
\begin{align*}
\mathcal{X}_{4}= & +R^{2}-4 R_{\mu \nu} R^{\mu \nu}+R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma},  \tag{4.4}\\
\mathcal{X}_{6}= & +R^{3}-12 R_{\mu}^{\nu} R_{\nu}^{\mu} R+16 R_{\mu}^{\nu} R_{\nu}^{\rho} R_{\rho}^{\mu}+24 R_{\mu \nu \rho \sigma} R^{\mu \rho} R^{\nu \sigma}+3 R R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}  \tag{4.5}\\
& -24 R_{\mu \nu \rho \sigma} R^{\mu \nu \rho}{ }_{\gamma} R^{\sigma \gamma}-8 R_{\mu}{ }^{\rho}{ }_{\nu}{ }^{\sigma} R_{\rho}{ }^{\gamma}{ }_{\sigma}{ }^{\delta} R_{\gamma}{ }^{\mu}{ }^{\nu}{ }^{\nu}+4 R_{\mu \nu}{ }^{\rho \sigma} R_{\rho \sigma}{ }^{\gamma \delta} R_{\gamma \delta}{ }^{\mu \nu} .
\end{align*}
$$

As we mentioned before, for theories beyond quadratic order, the splitting problem challenges the construction of general entanglement entropy functionals. However, the special structure of Lovelock theories makes them unaffected by the splittings choice [4446]. The entanglement entropy is then unambiguously given by the JM functional [28, 29] previously mentioned. This reads, for a general Lovelock theory,

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\text {Lovelock }}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\sum_{n=2}^{\left\lfloor\frac{d+1}{2}\right\rfloor} \frac{L^{2(n-1)}}{4 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \lambda_{n} \Delta_{n}^{\text {Lovelock }}, \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{n}^{\text {Lovelock }}=n \mathcal{X}_{2(n-1)}(\mathcal{R}), \tag{4.7}
\end{equation*}
$$

where the lower-order densities are computed with respect to the induced metric $h_{i j}$.

### 4.3 Quadratic gravities

Next we consider theories involving up to four derivatives of the metric. The most general action can be written as

$$
\begin{equation*}
I_{E}^{\text {Riem }}{ }^{2}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+L^{2} \sum_{i=1}^{3} \alpha_{i} \mathcal{L}_{i}^{(2)}\right] \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{1}^{(2)} \equiv R^{2}, \quad \mathcal{L}_{2}^{(2)} \equiv R_{\mu \nu} R^{\mu \nu}, \quad \mathcal{L}_{3}^{(2)} \equiv R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} . \tag{4.9}
\end{equation*}
$$

The HEE functional for this class of theories was first obtained in [30]. It reads

$$
\begin{equation*}
S_{\mathrm{EE}}^{\mathrm{Riem}^{2}}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{L^{2}}{4 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \sum_{i=1}^{3} \alpha_{i} \Delta_{i}^{(2)}, \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{1}^{(2)}=2 R, \quad \Delta_{2}^{(2)}=R_{a}^{a}-\frac{1}{2} K^{a} K_{a}, \quad \Delta_{3}^{(2)}=2\left(R_{a b}^{a b}-K_{a i j} K^{a i j}\right) . \tag{4.11}
\end{equation*}
$$

Just like for $f(R)$, and Lovelock theories, there is no splitting problem in this case as the expressions only involve terms quadratic in extrinsic curvatures. Consequently, eq. (4.10) can be trusted at all orders in $\alpha_{i}$. When the terms are considered as perturbative corrections to Einstein gravity, the above expressions get slightly simplified, namely

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{Riem}}{ }^{2}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{L^{2}}{4 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \sum_{i=1}^{3} \alpha_{i} \Delta_{i}^{(2)}+\mathcal{O}\left(\alpha_{i}^{2}\right), \tag{4.12}
\end{equation*}
$$

where now

$$
\begin{equation*}
\Delta_{1}^{(2)}=2 R, \quad \Delta_{2}^{(2)}=R_{a}^{a}, \quad \Delta_{3}^{(2)}=2\left(R_{a b}^{a b}-K_{a i j} K^{a i j}\right) . \tag{4.13}
\end{equation*}
$$

The difference with respect to the nonperturbative case is the fact that, in this case, the functional that needs to be extremized is the RT one, whose equation of motion reads $K^{a}=0$. We can then remove all the traces of extrinsic curvatures appearing in the highercurvature functionals when looking for expressions valid at leading order in the couplings.

### 4.4 Cubic gravities

Let us now move to the cubic case. At this order, there are eight independent cubic invariants

$$
\begin{equation*}
I_{E}^{\mathrm{Riem}}{ }^{3}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+L^{4} \sum_{i=1}^{8} \beta_{i} \mathcal{L}_{i}^{(3)}\right] . \tag{4.14}
\end{equation*}
$$

We label our basis of densities as follows

$$
\begin{array}{ll}
\mathcal{L}_{1}^{(3)} \equiv R_{\mu}{ }^{\rho}{ }_{\nu}{ }^{\sigma} R_{\rho}{ }^{\delta}{ }_{\sigma}{ }^{\gamma} R_{\delta}{ }^{\mu}{ }_{\gamma}{ }^{2}, & \mathcal{L}_{2}^{(3)} \equiv R_{\mu \nu}{ }^{\rho \sigma} R_{\rho \sigma}{ }^{\delta \gamma} R_{\delta \gamma}{ }^{\mu \nu},  \tag{4.15}\\
\mathcal{L}_{3}^{(3)} \equiv R_{\mu \nu \rho \sigma} R^{\mu \nu \rho}{ }_{\delta} R^{\sigma \delta}, & \mathcal{L}_{4}^{(3)} \equiv R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} R, \\
\mathcal{L}_{5}^{(3)} \equiv R_{\mu \nu \rho \sigma} R^{\mu \rho} R^{\nu \sigma}, & \mathcal{L}_{6}^{(3)} \equiv R_{\mu}^{\nu} R_{\nu}^{\rho} R_{\rho}^{\mu}, \\
\mathcal{L}_{7}^{(3)} \equiv R_{\mu \nu} R^{\mu \nu} R, & \mathcal{L}_{8}^{(3)} \equiv R^{3} .
\end{array}
$$

Using our new formula in eq. (3.46) for the anomaly piece, we find the following expression for the functional corresponding to a general cubic Lagrangian of the form (4.14),

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{Riem}}{ }^{3}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{L^{4}}{4 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \sum_{i=1}^{8} \beta_{i} \Delta_{i}^{(3)}+\mathcal{O}\left(\beta_{i}^{2}\right), \tag{4.16}
\end{equation*}
$$

where the new terms read

$$
\begin{align*}
\Delta_{1}^{(3)}= & +\frac{3}{2}\left(R^{a \nu}{ }_{a \mu} R^{b \mu}{ }_{b \nu}-R^{a \nu b \mu} R_{a \mu b \nu}\right)  \tag{4.17}\\
& -\frac{3}{2} R^{i j k l} K_{a i k} K^{a}{ }_{j l}-3 R^{a b i j} K_{a i}{ }^{k} K_{b j k}+\frac{3}{4} R^{a b}{ }_{a b} K^{c i j} K_{c i j}-\frac{3}{8} K^{a i j} K_{a i j} K^{b k l} K_{b k l} \\
& +\frac{9}{4} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i}-\frac{3}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }_{l} K^{b}{ }_{l}{ }^{i}-\frac{3}{4} K_{a i j} K_{b k l} K^{b i j} K^{a k l}, \\
\Delta_{2}^{(3)}= & +3 R^{a b \rho \sigma} R_{a b \rho \sigma}  \tag{4.18}\\
& -6 K_{a i}{ }^{k} K_{b j k}\left(R^{a i b j}-R^{b i a j}\right)-6 K_{a i k} K^{a j k} R^{b i}{ }_{b j}+3 K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }_{k}{ }^{\prime} K^{b}{ }_{l}{ }^{i} \\
& -6 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i}, \\
\Delta_{3}^{(3)}= & +\frac{1}{2} R^{a \mu \nu \rho} R_{a \mu \nu \rho}+2 R^{a \lambda} R^{b}{ }_{a b \lambda}  \tag{4.19}\\
& -K^{a}{ }_{i}{ }^{k} K_{a j k} R^{i j}-\frac{1}{2} K^{a i j} K_{a i j} R^{b}{ }_{b}, \\
\Delta_{4}^{(3)}= & +R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+2 R R^{a b}{ }_{a b}  \tag{4.20}\\
& -2 K^{a i j} K_{a i j} R, \\
\Delta_{5}^{(3)}= & +R_{\mu}{ }^{\nu} R^{a \mu}{ }_{a \nu}-\frac{1}{2} R^{a b} R_{a b}+\frac{1}{2} R^{a}{ }_{a} R^{b}{ }_{b},  \tag{4.21}\\
\Delta_{6}^{(3)}= & +\frac{3}{2} R^{a \mu} R_{a \mu},  \tag{4.22}\\
\Delta_{7}^{(3)}= & +R_{\mu \nu} R^{\mu \nu}+R^{a}{ }_{a} R,  \tag{4.23}\\
\Delta_{8}^{(3)}= & +3 R^{2} . \tag{4.24}
\end{align*}
$$

In each case, the first line corresponds to the Wald-like piece, whereas the rest come from the anomaly one. In the above expressions we have already made use of the RT on-shell condition $K^{a}=0$. If they were to be used nonperturbatively (including extremization of the whole functionals, etc.), additional terms would appear [50]. However, in that case one would need to find first the right splittings in each case and the whole functionals would (most likely) change completely - although the results at $\mathcal{O}\left(\beta_{i}\right)$ will have to reduce to the ones found using the perturbatively valid ones presented here.

We observe that the first two functionals, which are the only ones involving chains of three Riemann tensors, have the most complicated expressions. On the other hand, $\Delta_{3}^{(3)}$ and $\Delta_{4}^{(3)}$, which involve pairs of Riemann tensors are simpler but still have pieces coming from the anomaly part. Finally, densities with a single Riemann or none have a vanishing anomaly piece and their HEE functionals at leading order are just given by the corresponding Wald-entropy expressions. We will see later that this hierarchy in the level of complication of the functionals as a function of the number of Riemann tensors involved actually extends to general-order densities.

Besides the cubic Lovelock densities, there are other interesting theories one can consider and whose HEE functionals can be straightforwardly obtained by replacing the corresponding combinations of $\beta_{i}$ in eq. (4.16). Below, when computing EE universal terms, we will also make explicit the results for a couple of such theories in $d=4$ and $d=3$, respectively. The first is five-dimensional Quasi-topological gravity [51-54], whose action reads

$$
\begin{equation*}
I_{E}^{\mathrm{QTG}}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{5} x \sqrt{g}\left[\frac{12}{L^{2}}+R+\frac{7 \mu_{\mathrm{QTG}} L^{4}}{4} \mathcal{Z}_{5}\right], \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Z}_{5} \equiv \mathcal{L}_{1}^{(3)}-\frac{9}{7} \mathcal{L}_{3}^{(3)}+\frac{3}{8} \mathcal{L}_{4}^{(3)}+\frac{15}{7} \mathcal{L}_{5}^{(3)}+\frac{18}{7} \mathcal{L}_{6}^{(3)}-\frac{33}{14} \mathcal{L}_{7}^{(3)}+\frac{15}{56} \mathcal{L}_{8}^{(3)} \tag{4.26}
\end{equation*}
$$

and where we have omitted the usual Gauss-Bonnet density which is usually included in the action. The second is four-dimensional Einsteinian cubic gravity [55-57], whose action is given by

$$
\begin{equation*}
I_{E}^{\mathrm{ECG}}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{4} x \sqrt{g}\left[\frac{6}{L^{2}}+R-\frac{\mu_{\mathrm{ECG}} L^{4}}{8} \mathcal{P}\right] \tag{4.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{P} \equiv 12 \mathcal{L}_{1}^{(3)}+\mathcal{L}_{2}^{(3)}-12 \mathcal{L}_{5}^{(3)}+8 \mathcal{L}_{6}^{(3)} . \tag{4.28}
\end{equation*}
$$

These theories define holographic toy models of non-supersymmetric CFTs in $d=4$ and $d=3$, respectively. Various holographic aspects of such models have been explored before e.g., in $[8,9,12,13,20,21,58]$. The special properties of Quasi-topological and Einsteinian cubic gravities include the fact that they possess second-order equations on maximally symmetric backgrounds, that they allow for generalizations of the Schwarzschild solution with a single function, i.e., satisfying $g_{t t} g_{r r}=-1$, as well as the fact that the associated thermodynamic properties can be computed fully analytically [59-61].

### 4.5 Quartic gravities

At the following order, quartic in curvature, there are 26 independent densities one can write - see e.g., [62, 63],

$$
\begin{equation*}
I_{E}^{\mathrm{Riem}}{ }^{4}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+L^{6} \sum_{i=1}^{26} \gamma_{i} \mathcal{L}_{i}^{(4)}\right] \tag{4.29}
\end{equation*}
$$

where we choose our basis to be

$$
\begin{align*}
& \mathcal{L}_{26}^{(4)} \equiv R^{4},  \tag{4.30}\\
& \mathcal{L}_{25}^{(4)} \equiv R^{2} R_{\mu \nu} R^{\mu \nu}, \\
& \mathcal{L}_{24}^{(4)} \equiv R R_{\mu}{ }^{\nu} R_{\nu}{ }^{\rho} R_{\rho}{ }^{\mu}, \\
& \mathcal{L}_{23}^{(4)} \equiv R_{\mu \nu} R^{\mu \nu} R_{\rho \sigma} R^{\rho \sigma}, \\
& \mathcal{L}_{22}^{(4)} \equiv R_{\mu}{ }^{\nu} R_{\nu}{ }^{\rho} R_{\rho}{ }^{\sigma} R_{\sigma}{ }^{\mu}, \\
& \mathcal{L}_{21}^{(4)} \equiv R R_{\mu \nu \rho \sigma} R^{\mu \rho} R^{\nu \sigma}, \\
& \mathcal{L}_{20}^{(4)} \equiv R^{\mu \nu} R_{\mu \rho \nu \sigma} R^{\delta \rho} R_{\delta}{ }^{\sigma}, \\
& \mathcal{L}_{19}^{(4)} \equiv R^{2} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}, \\
& \mathcal{L}_{18}^{(4)} \equiv R R_{\mu \nu \rho \sigma} R^{\mu \nu \rho}{ }_{\delta} R^{\sigma \delta}, \\
& \mathcal{L}_{17}^{(4)} \equiv R_{\delta \gamma} R^{\delta \gamma} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}, \\
& \mathcal{L}_{16}^{(4)} \equiv R^{\mu \nu} R_{\nu}{ }^{\rho} R^{\sigma \delta \gamma}{ }_{\mu} R_{\sigma \delta \gamma \rho}, \\
& \mathcal{L}_{15}^{(4)} \equiv R^{\mu \nu} R^{\rho \sigma} R^{\delta \gamma}{ }_{\mu \rho} R_{\delta \gamma \nu \sigma}, \\
& \mathcal{L}_{14}^{(4)} \equiv R^{\mu \nu} R^{\rho \sigma} R^{\delta}{ }_{\mu}{ }^{\gamma}{ }_{\nu} R_{\delta \rho \gamma \sigma}, \\
& \mathcal{L}_{13}^{(4)} \equiv R^{\mu \nu} R^{\rho \sigma} R^{\delta}{ }_{\mu}{ }^{\gamma}{ }_{\rho} R_{\delta \nu \gamma \sigma}, \\
& \mathcal{L}_{12}^{(4)} \equiv R R_{\mu \nu}{ }^{\rho \sigma} R_{\rho \sigma}{ }^{\delta \gamma} R_{\delta \gamma}{ }^{\mu \nu} \text {, } \\
& \mathcal{L}_{11}^{(4)} \equiv R R_{\mu}{ }^{\rho}{ }_{\nu}{ }^{\sigma} R_{\rho}{ }^{\delta}{ }_{\sigma}{ }^{\gamma} R_{\delta}{ }^{\mu}{ }_{\gamma}{ }^{\nu}, \\
& \mathcal{L}_{10}^{(4)} \equiv R^{\mu \nu} R_{\mu}{ }^{\rho}{ }_{\nu}{ }^{\sigma} R_{\delta \gamma \xi \rho} R^{\delta \gamma \xi}{ }_{\sigma}, \\
& \mathcal{L}_{9}^{(4)} \equiv R^{\mu \nu} R^{\rho \sigma \delta \gamma} R_{\rho \sigma}{ }^{\xi}{ }_{\mu} R_{\delta \gamma \xi \nu}, \\
& \mathcal{L}_{8}^{(4)} \equiv R^{\mu \nu} R^{\rho \sigma \delta \gamma} R_{\rho}{ }^{\xi}{ }_{\delta \mu} R_{\sigma \xi \gamma \nu}, \\
& \mathcal{L}_{7}^{(4)} \equiv R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} R_{\delta \gamma \xi \chi} R^{\delta \gamma \xi \chi}, \\
& \mathcal{L}_{6}^{(4)} \equiv R^{\mu \nu \rho \sigma} R_{\mu \nu \rho}{ }^{\delta} R_{\gamma \xi \chi \sigma} R^{\gamma \xi \chi}{ }_{\delta}, \\
& \mathcal{L}_{5}^{(4)} \equiv R^{\mu \nu \rho \sigma} R_{\mu \nu}{ }^{\delta \gamma} R_{\delta \gamma}{ }^{\chi \xi} R_{\rho \sigma \chi \xi}, \\
& \mathcal{L}_{4}^{(4)} \equiv R^{\mu \nu \rho \sigma} R_{\mu \nu}{ }^{\delta \gamma} R_{\rho \delta}{ }^{\chi \xi} R_{\sigma \gamma \chi \xi}, \\
& \mathcal{L}_{3}^{(4)} \equiv R^{\mu \nu \rho \sigma} R_{\mu \nu}{ }^{\delta \gamma} R_{\rho}{ }^{\chi}{ }_{\delta}^{\xi} R_{\sigma \chi \gamma \xi}, \\
& \mathcal{L}_{2}^{(4)} \equiv R^{\mu \nu \rho \sigma} R_{\mu}{ }^{\delta}{ }_{\rho}^{\gamma} R_{\delta}{ }^{\chi}{ }_{\gamma}{ }^{\xi} R_{\nu \chi \sigma \xi}, \\
& \mathcal{L}_{1}^{(4)} \equiv R^{\mu \nu \rho \sigma} R_{\mu}{ }^{\delta}{ }_{\rho}{ }^{\gamma} R_{\delta}{ }^{\chi}{ }_{\nu}{ }^{\xi} R_{\gamma \chi \sigma \xi} .
\end{align*}
$$

Using our formula in eq. (3.48), we find the explicit functional for the above densities to be given by

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{Riem}}{ }^{4}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{L^{6}}{4 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{\gamma} \sum_{i=1}^{26} \gamma_{i} \Delta_{i}^{(4)}+\mathcal{O}\left(\gamma_{i}^{2}\right) \tag{4.31}
\end{equation*}
$$

where now we find

$$
\begin{align*}
& \Delta_{26}^{(4)}=+4 R^{3},  \tag{4.32}\\
& \Delta_{25}^{(4)}=+2 R R_{\mu \nu} R^{\mu \nu}+R^{2} R_{a}^{a},  \tag{4.33}\\
& \Delta_{24}^{(4)}=+R_{\mu}{ }^{\nu} R_{\nu}{ }^{\rho} R_{\rho}{ }^{\mu}+\frac{3}{2} R R^{a \mu} R_{a \mu},  \tag{4.34}\\
& \Delta_{23}^{(4)}=+2 R_{a}^{a} R_{\mu \nu} R^{\mu \nu},  \tag{4.35}\\
& \Delta_{22}^{(4)}=+2 R^{a \mu} R_{a}{ }^{\nu} R_{\mu \nu},  \tag{4.36}\\
& \Delta_{21}^{(4)}=+R_{\mu \nu \rho \sigma} R^{\mu \rho} R^{\nu \sigma}+R R^{a \mu}{ }_{a \nu} R_{\mu}^{\nu}-\frac{1}{2} R R^{a b} R_{a b}+\frac{1}{2} R R_{a}^{a} R_{b}^{b},  \tag{4.37}\\
& \Delta_{20}^{(4)}=-R_{a \mu \nu \rho} R^{a \rho} R^{\mu \nu}+\frac{1}{2} R_{a \nu}^{a \mu}{ }_{a \nu} R_{\mu}{ }^{\rho} R_{\rho}{ }^{\nu}-\frac{1}{2} R_{\mu}{ }^{a} R_{a}{ }^{b} R_{b}{ }^{\mu}+\frac{1}{2} R_{a}^{a}{ }_{a} R_{\mu b} R^{\mu b}, \tag{4.38}
\end{align*}
$$

$$
\begin{align*}
& \Delta_{19}^{(4)}=+2 R R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+2 R^{2} R^{a b}{ }_{a b}  \tag{4.39}\\
& -2 R^{2} K^{a i j} K_{a i j}, \\
& \Delta_{18}^{(4)}=+R_{\mu \nu \rho \sigma} R^{\mu \nu \rho}{ }_{\delta} R^{\sigma \delta}+\frac{1}{2} R R_{a \mu \nu \rho} R^{a \mu \nu \rho}+2 R R^{a b}{ }_{a \mu} R^{\mu}{ }_{b}  \tag{4.40}\\
& -\frac{1}{2} R R^{a}{ }_{a} K^{b i j} K_{b i j}-R R^{i j} K_{a i k} K^{a}{ }_{j}{ }^{k}, \\
& \Delta_{17}^{(4)}=+R^{a}{ }_{a} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+2 R^{a b}{ }_{a b} R_{\mu \nu} R^{\mu \nu}  \tag{4.41}\\
& +2 K^{a i j} K_{a i j}\left(R_{b k} R^{b k}+\frac{2}{3} R_{b c} R^{b c}-R_{\mu \nu} R^{\mu \nu}-\frac{1}{3} R_{b}^{b} R_{c}^{c}\right), \\
& \Delta_{16}^{(4)}=+R_{\mu}{ }^{a} R_{a \nu \rho \sigma} R^{\mu \nu \rho \sigma}+2 R_{\mu}{ }^{a} R^{b}{ }_{a b \nu} R^{\mu \nu}  \tag{4.42}\\
& -\frac{1}{2} K^{a i j} K_{a i j}\left(\frac{1}{2} R_{b k} R^{b k}+\frac{1}{3} R_{b c} R^{b c}+\frac{1}{3} R_{b}^{b} R_{c}^{c}\right)-K_{i}^{a}{ }_{i} K_{a j k}\left(R^{i l} R_{l}^{j}+\frac{1}{2} R^{i b} R^{j}{ }_{b}\right), \\
& \Delta_{15}^{(4)}=+R_{a \mu \rho \sigma} R^{a}{ }_{\nu}{ }^{\rho \sigma} R^{\mu \nu}+2 R^{a \mu} R^{b \nu} R_{a b \mu \nu}  \tag{4.43}\\
& -K^{a}{ }_{i}{ }^{k} K_{a j k}\left(R^{b}{ }_{b} R^{i j}-\frac{1}{2} R^{i b} R^{j}{ }_{b}\right)-K^{a}{ }_{i}{ }^{k} K^{b}{ }_{j k} R^{[i}{ }_{a} R^{j]}{ }_{b}, \\
& \Delta_{14}^{(4)}=+R^{a}{ }_{\mu a \rho} R_{\nu \sigma} R^{\mu \nu \rho \sigma}+R_{a}^{a} R^{b}{ }_{\mu b \nu} R^{\mu \nu}-R_{a \mu b \nu} R^{a b} R^{\mu \nu}  \tag{4.44}\\
& +\frac{1}{24} K^{a i j} K_{a i j}\left(R_{b}^{b} R^{c}{ }_{c}-2 R_{b c} R^{b c}\right)-\frac{1}{4} K^{a}{ }_{i}{ }^{k} K_{a j k} R^{i b} R^{j}{ }_{b}-\frac{1}{2} K^{a}{ }_{i}{ }^{k} K^{b}{ }_{j k} R^{[i}{ }_{a} R^{j]}{ }_{b} \\
& -\frac{1}{2} K^{a}{ }_{i j} K_{a k l} R^{i j} R^{k l}, \\
& \Delta_{13}^{(4)}=+R^{a}{ }_{\mu \rho \nu} R_{a}{ }^{\mu}{ }_{\sigma}{ }^{\nu} R^{\rho \sigma}-R_{a \mu b \nu} R^{a \nu} R^{b \mu}+R^{a}{ }_{\mu a \nu} R^{\mu b} R^{\nu}{ }_{b}  \tag{4.45}\\
& -\frac{1}{8} K^{a i j} K_{a i j} R^{b}{ }_{b} R^{c}{ }_{c}-\frac{1}{2} K^{a}{ }_{i}{ }^{k} K_{a j k} R^{b}{ }_{b} R^{i j}-\frac{1}{2} K^{a}{ }_{i j} K_{a k l} R^{i k} R^{j l}, \\
& \Delta_{12}^{(4)}=+R_{\mu \nu}{ }^{\rho \sigma} R_{\rho \sigma}{ }^{\delta \gamma} R_{\delta \gamma}{ }^{\mu \nu}+3 R R_{a b \mu \nu} R^{a b \mu \nu}  \tag{4.46}\\
& -6 K_{a i}{ }^{k} K_{b j k}\left(R^{a i b j}-R^{b i a j}\right) R-6 K^{a}{ }_{i}{ }^{k} K_{a j k} R^{b i}{ }_{b}{ }^{j} R+3 K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R \\
& -6 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R, \\
& \Delta_{11}^{(4)}=+R_{\mu}{ }_{\mu}{ }_{\nu}{ }^{\sigma} R_{\rho}{ }_{\rho}{ }^{\delta}{ }^{\gamma}{ }^{\gamma} R_{\delta}{ }^{\mu}{ }_{\gamma}{ }^{\nu}+\frac{3}{2} R R^{a \mu}{ }_{a \nu} R^{b \nu}{ }_{b \mu}-\frac{3}{2} R R^{a \mu b \nu} R_{b \mu a \nu}  \tag{4.47}\\
& -\frac{3}{2} K^{a}{ }_{i j} K_{a k l} R^{i k j l} R-3 K_{a i}{ }^{k} K_{b j k} R^{a b i j} R+\frac{3}{4} K^{a i j} K_{a i j} R^{b c}{ }_{b c} R-\frac{3}{8} K^{a i j} K_{a i j} K^{b k l} K_{b k l} R \\
& -\frac{3}{4} K_{a i j} K_{b k l} K^{b i j} K^{a k l} R+\frac{9}{4} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R-\frac{3}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R, \\
& \Delta_{10}^{(4)}=+\frac{1}{2} R^{a}{ }_{\mu a \nu} R^{\mu}{ }_{\rho \sigma \delta} R^{\nu \rho \sigma \delta}+2 R^{\mu \nu} R_{\mu}{ }^{a}{ }_{\nu}{ }^{\rho} R^{b}{ }_{a b \rho}+\frac{1}{2} R_{a}^{a} R_{b \mu \nu \rho} R^{b \mu \nu \rho}-\frac{1}{2} R_{b}^{a} R_{a \mu \nu \rho} R^{b \mu \nu \rho} \\
& +K_{a i j} K_{b k l} R^{i[a} R^{b] k j l}-K_{a i j} K^{a}{ }_{k l}\left(R^{i j} R_{b}{ }^{k b l}-\frac{1}{2} R^{i b} R_{b}{ }^{k j l}\right)  \tag{4.48}\\
& -K_{a i}{ }^{k} K_{b j k} R^{i[a} R_{c}{ }^{b] c j}-\frac{1}{2} K^{a i j} K_{a i j}\left(R^{k l} R^{b}{ }_{k b l}+R^{b k} R^{c}{ }_{b c k}+\frac{1}{2} R_{b}^{b} R^{c d}{ }_{c d}\right) \\
& +K_{a i}{ }^{k} K^{a}{ }_{j k}\left(R_{b l} R^{b i j l}-\frac{1}{2} R_{b}{ }^{i} R_{c}{ }^{b c j}+\frac{2}{3} R_{b c} R^{b i c j}-\frac{1}{6} R_{b}{ }^{b} R_{c}{ }^{i c j}-R_{l m} R^{i l j m}\right) \\
& +\frac{1}{2} K_{a l}{ }^{i} K_{b i}{ }^{j} K^{b}{ }_{j}{ }^{k} K^{a}{ }_{k m} R^{l m}-K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{i} K^{b}{ }_{l m} R^{l m}-\frac{1}{4} K^{a i j} K_{a i j} K_{b l}{ }^{k} K^{b}{ }_{m k} R^{l m} \\
& +\frac{1}{8} K^{a i j} K_{a i j} K^{b k l} K_{b k l} R_{c}^{c}-\frac{1}{4} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c}{ }_{c},
\end{align*}
$$

$$
\begin{align*}
& \Delta_{9}^{(4)}=+\frac{1}{2} R^{\mu \nu \rho \sigma} R_{\mu \nu}{ }^{\xi a} R_{\rho \sigma \xi a}+R^{\mu \nu} R^{a b \rho}{ }_{\mu} R_{a b \rho \nu}-2 R^{\mu a} R^{\nu \rho b}{ }_{\mu} R_{\nu \rho a b}  \tag{4.49}\\
& +2 K_{a i j} K_{b k l} R^{i k} R^{j[a b] l}-K_{a i j} K^{a}{ }_{k l} R^{i k} R_{b}{ }^{j b l}+K_{a i}{ }^{k} K_{b j k}\left(-4 R^{i l} R^{j[a b]}{ }_{l}+R^{i c} R^{a b j}{ }_{c}\right. \\
& \left.-2 R^{a l} R^{b[i j]}{ }_{l}+6 R^{c[a} R^{b] j i}{ }_{c}\right)+K_{a i}{ }^{k} K^{a}{ }_{j k}\left(-2 R^{i l} R^{b j}{ }_{b l}-R_{b}{ }^{i} R_{c}{ }^{b c j}+R_{b l} R^{b i j l}\right. \\
& \left.-\frac{2}{3} R_{b c} R^{b i c j}-\frac{7}{6} R_{b}{ }^{b} R_{c}{ }_{c}{ }^{i c j}\right)-\frac{3}{2} K_{a l}{ }^{i} K_{b i}{ }^{j} K^{b}{ }_{j}{ }^{k} K^{a}{ }_{k m} R^{l m}+\frac{3}{2} K_{a l}{ }^{i} K_{b i}{ }^{j} K^{a}{ }_{j}{ }^{k} K^{b}{ }_{k m} R^{l m} \\
& -\frac{3}{2} K_{a l}{ }^{i} K^{a}{ }_{i}{ }^{j} K_{b j}{ }^{k} K^{b}{ }_{k m} R^{l m}+\frac{3}{4} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c}{ }_{c}-\frac{3}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c}{ }_{c}, \\
& \Delta_{8}^{(4)}=+\frac{1}{2} R^{\mu \nu \rho \sigma} R_{\mu}{ }^{a}{ }_{\rho}{ }^{\xi} R_{\nu a \sigma \xi}+R^{\mu \nu} R^{a \rho}{ }_{[a \mid \mu} R^{b}{ }_{\rho \mid b] \nu}+2 R^{a \mu} R_{\mu}{ }^{\nu}{ }_{[a \mid}{ }^{\rho} R^{b}{ }_{\nu \mid b] \rho}  \tag{4.50}\\
& -\frac{1}{2} K_{a i j} K_{b k l}\left(R^{i[a} R^{b] k j l}+R^{i k} R^{a b j l}\right)+K_{a i j} K^{a}{ }_{k l}\left(R^{i m} R^{j k l}{ }_{m}-\frac{1}{4} R_{b}{ }^{i} R^{b k j l}-\frac{1}{4} R_{b}{ }^{b} R^{i k j l}\right) \\
& -K_{a i}{ }^{k} K_{b j k}\left(R^{j l} R^{a b i}{ }_{l}-\frac{1}{2} R^{a l} R^{i j b}{ }_{l}+\frac{1}{2} R^{i[a} R_{c}{ }^{b] c j}+\frac{3}{4} R_{c}{ }^{c} R^{a b i j}\right) \\
& +\frac{1}{4} K_{a i}{ }^{k} K^{a}{ }_{j k}\left(R^{i j} R_{b c}^{b c}-R_{b}{ }^{i} R_{c}{ }^{b c j}\right)+\frac{1}{4} K^{a i j} K_{a i j}\left(R^{b k} R_{b c k}^{c}+R_{b}^{b} R^{c d}{ }_{c d}\right) \\
& -\frac{1}{2} K_{a l}{ }^{i} K_{b i}{ }^{j} K^{b}{ }_{j}{ }^{k} K^{a}{ }_{k m} R^{l m}+\frac{5}{4} K_{a l}{ }^{i} K_{b i}{ }^{j} K^{a}{ }_{j}{ }^{k} K^{b}{ }_{k m} R^{l m}-\frac{1}{4} K_{a l}{ }^{i} K^{a}{ }_{i}{ }^{j} K_{b j}{ }^{k} K^{b}{ }_{k m} R^{l m} \\
& -\frac{1}{2} K_{a}{ }^{i j} K_{b i j} K^{a}{ }_{l}{ }^{k} K^{b}{ }_{m k} R^{l m}-\frac{1}{8} K^{a i j} K_{a i j} K_{b l}{ }^{k} K^{b}{ }_{m k} R^{l m}-\frac{1}{8} K_{a i j} K_{b k l} K^{b i j} K^{a k l} R^{c}{ }_{c} \\
& -\frac{1}{8} K^{a i j} K_{a i j} K^{b k l} K_{b k l} R^{c}{ }_{c}+\frac{1}{2} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c}{ }_{c}-\frac{3}{8} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c}{ }_{c}, \\
& \Delta_{7}^{(4)}=+4 R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} R_{a b}^{a b}  \tag{4.51}\\
& +\frac{64}{3} K_{a i j} K_{b k l} R^{i a j[b \mid} R^{k \mid c] l}{ }_{c}-\frac{8}{3} K_{a i j} K^{a}{ }_{k l} R^{i b j}{ }_{b} R^{k c l}{ }_{c}-4 K^{a i j} K_{a i j}\left(R_{b c}^{b c}{ }_{b} R_{d e}^{d e}+2 R^{b c d k} R_{b c d k}\right. \\
& \left.+2 R^{b c k l} R_{b c k l}+\frac{8}{3} R^{b k c l} R_{b k c l}-\frac{4}{3} R^{b k c l} R_{c k b l}+\frac{4}{3} R_{b}^{k b l} R^{c}{ }_{k c l}+2 R^{b k l m} R_{b k l m}+R^{k l m n} R_{k l m n}\right) \\
& -8 K^{a i j} K_{a i j} K_{b k l} K^{b}{ }_{m n} R^{k m l n}-16 K^{a i j} K_{a i j} K_{b k}{ }^{m} K_{c l m}\left(R^{[b|k| c] l}+R^{b c k l}\right) \\
& -8 K^{a i j} K_{a i j} K_{b k}{ }^{m} K^{b}{ }_{l m} R_{c}{ }^{k c l}+4 K^{a i j} K_{a i j} K^{b k l} K_{b k l} R^{c d}{ }_{c d} \\
& +\frac{32}{3} K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{k}-\frac{32}{3} K^{a i j} K_{a i j} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k} \\
& -\frac{8}{3} K^{a i j} K_{a i j} K_{b k l} K_{c m n} K^{c k l} K^{b m n}-\frac{4}{3} K^{a i j} K_{a i j} K^{b k l} K_{b k l} K^{c m n} K_{c m n}, \\
& \Delta_{6}^{(4)}=+4 R^{\mu \nu \rho \sigma} R_{\nu \rho \sigma}^{a} R_{a b \mu}^{b}  \tag{4.52}\\
& +2 K_{a i j} K_{b k l}\left(R^{[b \mid i j m} R^{\mid a] k l}{ }_{m}+\frac{4}{3} R^{i a j[b \mid} R^{k \mid c] l}{ }_{c}+2 R^{i k j[a \mid} R^{l c \mid b]}{ }_{c}\right) \\
& +K_{a i j} K^{a}{ }_{k l}\left(\frac{1}{3} R^{i b k}{ }_{b} R^{j c l}{ }_{c}-\frac{2}{3} R^{i b k c} R_{b}^{(j)}{ }_{b}{ }_{c}-\frac{7}{3} R^{i b j}{ }_{b} R^{k c l}{ }_{c}-R^{i b j m} R^{k}{ }_{b}{ }^{l}{ }_{m}+2 R^{i k j b} R^{l c}{ }_{b c}\right) \\
& +K_{a i}{ }^{k} K_{b j k}\left(R^{i[b \mid c d} R^{j \mid a]}{ }_{c d}+\frac{4}{3} R^{i[b \mid c l} R^{j \mid a]}{ }_{c l}+\frac{4}{3} R^{i[a b] l} R^{j c}{ }_{c l}\right) \\
& +K_{a i}{ }^{k} K^{a}{ }_{j k}\left(-\frac{3}{2} R^{i b c d} R^{j}{ }_{b c d}+2 R^{i b}{ }_{l[c} R^{j c l}{ }_{b]}-3 R^{i b l c} R^{j}{ }_{b l c}-2 R^{i l b c} R^{j}{ }_{l b c}-R^{i b l m} R^{j}{ }_{b l m}\right. \\
& \left.-2 R^{i l b m} R^{j}{ }_{l b m}-2 R^{i l m n} R^{j}{ }_{l m n}\right)+K^{a i j} K_{a i j}\left(-R^{b c}{ }_{b c} R^{d e}{ }_{d e}-\frac{3}{2} R^{b c d k} R_{b c d k}\right. \\
& \left.-R^{b c k l} R_{b c k l}-\frac{4}{3} R^{b k c l} R_{b k c l}+\frac{2}{3} R^{b k c l} R_{c k b l}-\frac{2}{3} R_{b}^{k b l} R^{c}{ }_{k c l}-\frac{1}{2} R^{b k l m} R_{b k l m}\right)
\end{align*}
$$

$$
\begin{align*}
& -4 K_{a i}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l j} K^{a}{ }_{m n} R^{i m j n}-4 K_{a i}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m j}\left(R^{a b i j}+R^{[a|i| b] j}\right) \\
& -2 K_{a i}{ }^{k} K^{a}{ }_{k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m j} R_{c}{ }^{i c j}-2 K^{a i j} K_{a i j} K_{b k}{ }^{m} K_{c l m}\left(R^{b c k l}+R^{[b|k| c] l}\right) \\
& -K^{a i j} K_{a i j} K_{b k}{ }^{m} K^{b}{ }_{l m} R_{c}{ }^{k c l}-2 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{i} K^{b}{ }^{b}{ }_{l m} R_{c}{ }^{l c m}+K^{a i j} K_{a i j} K^{b k l} K_{b k l} R^{c d}{ }_{c d} \\
& +\frac{10}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{i}-2 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{i} \\
& -\frac{2}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{i}-\frac{2}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{i} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{l} \\
& -\frac{4}{3} K_{a}{ }^{i j} K_{b i j} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k}+K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{k} \\
& -\frac{4}{3} K^{a i j} K_{a i j} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k}-\frac{1}{3} K^{a i j} K_{a i j} K^{b k l} K_{b k l} K^{c m n} K_{c m n}, \\
& \Delta_{5}^{(4)}=+4 R^{\mu \nu \rho \sigma} R_{\mu \nu}{ }^{a b} R_{\rho \sigma a b}  \tag{4.53}\\
& +16 K_{a i j} K_{b k l} R^{i[a b] k} R^{j c l}{ }_{c}+4 K_{a i j} K_{k l}^{a}\left(2 R^{i b k c} R^{j}{ }_{[b c]}^{l}-R^{i b k}{ }_{b} R^{j c l}{ }_{c}\right) \\
& +8 K_{a i}{ }^{k} K_{b j k}\left(R^{i[b \mid c d} R^{j \mid a]}{ }_{c d}+\frac{4}{3} R^{i[b \mid c l} R^{j \mid a]}{ }_{c l}+\frac{8}{3} R^{i[a b] l} R^{j c}{ }_{l c}+R^{[b \mid i l m} R^{\mid a] j}{ }_{l m}\right) \\
& -4 K_{a i}{ }^{k} K^{a}{ }_{j k}\left(R^{i b c d} R^{j}{ }_{b c d}+\frac{8}{3} R^{i b l c} R_{b l c}^{j}-\frac{8}{3} R^{i b l}{ }_{[c \mid} R^{j c}{ }_{l \mid b]}+R^{i b l m} R_{b l m}^{j}\right) \\
& +48 K_{a i}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m j} R^{i[a b] j}+24 K_{a i}{ }^{k} K_{c k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j} R^{a i b j} \\
& -12 K_{a i}{ }^{k} K_{c k}{ }^{l} K^{c}{ }_{l}{ }^{m} K_{b m j} R^{a i b j}-12 K_{c i}{ }^{k} K_{a k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j} R^{a i b j} \\
& -12 K_{a i}{ }^{k} K^{a}{ }_{k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m j} R_{c}{ }^{i c j}+12 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{i} \\
& -12 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{i}-4 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{i}, \\
& \Delta_{4}^{(4)}=+4 R^{a b \mu \nu} R_{a \mu}{ }^{\rho \sigma} R_{b \nu \rho \sigma}  \tag{4.54}\\
& +4 K_{a i j} K_{b k l}\left(2 R^{i[a b] k} R^{j c l}{ }_{c}-R^{[a \mid i k m} R^{\mid b] l j}{ }_{m}\right)+2 K_{a i j} K^{a}{ }_{k l}\left(\frac{4}{3} R^{i b k}{ }_{[c} R^{l c j}{ }_{b]}\right. \\
& \left.-\frac{4}{3} R^{i b k c} R^{l}{ }_{b}{ }^{j}{ }_{c}-R^{i b k m} R_{b}^{l}{ }_{b}{ }_{m}\right)+2 K_{a i}{ }^{k} K_{b j k}\left(-2 R^{a b i j} R^{c d}{ }_{c d}+\frac{4}{3} R^{i[a \mid c l} R^{j \mid b]}{ }_{c l}\right. \\
& \left.+\frac{4}{3} R^{i[a b] l} R^{j c}{ }_{l c}-4 R^{i j a l} R^{b c}{ }_{l c}+R^{[a \mid i l m} R^{\mid b] j}{ }_{l m}-2 R^{a b l m} R^{i j}{ }_{l m}\right) \\
& +K_{a i}{ }^{k} K^{a}{ }_{j k}\left(-2 R^{i b c d} R^{j}{ }_{b c d}-\frac{14}{3} R^{i b l c} R^{j}{ }_{b l c}+\frac{20}{3} R^{i b l}{ }_{[c \mid} R^{j c}{ }_{l \mid b]}-R^{i b l m} R^{j}{ }_{b l m}\right) \\
& -4 K_{a i}{ }^{m} K_{b j m} K^{a}{ }_{k}{ }^{n} K^{b}{ }_{l n} R^{i j k l}+4 K_{a i}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m j}\left(R^{a b i j}+4 R^{i[a b] j}\right) \\
& +4 K_{a i}{ }^{k} K_{c k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j}\left(R^{a i b j}-R^{a b i j}\right)-2 K_{a i}{ }^{k} K_{c k}{ }^{l} K^{c}{ }_{l}{ }^{m} K_{b m j} R^{a i b j} \\
& -2 K_{c i}{ }^{k} K_{a k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j} R^{a i b j}-6 K_{a i}{ }^{k} K^{a}{ }_{k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m j} R_{c}{ }^{i c j} \\
& +2 K^{c l m} K_{c l m} K_{a i}{ }^{k} K_{b j k} R^{a b i j}+2 K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c d}{ }_{c d} \\
& -2 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c d}{ }_{c d}+\frac{2}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{i} \\
& +2 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{i}-\frac{14}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{i} \\
& -\frac{4}{3} K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{k}+\frac{4}{3} K^{a i j} K_{a i j} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k}, \\
& \Delta_{3}^{(4)}=+2 R^{a b \mu \nu} R_{a}{ }^{\rho}{ }_{\mu}{ }^{\sigma} R_{b \rho \nu \sigma}+R^{\mu a \rho \sigma} R^{\nu}{ }_{a \rho \sigma} R^{b}{ }_{\mu b \nu}-R^{\mu a \rho \sigma} R^{\nu b}{ }_{\rho \sigma} R_{\mu b \nu a}  \tag{4.55}\\
& -2 K_{a i j} K_{b k l}\left(R^{i k j[a \mid} R^{l c \mid b]}{ }_{c}+R^{i k a b} R^{j c l}{ }_{c}+2 R^{i[a b] m} R^{j k l}{ }_{m}+R^{[a \mid i k m} R^{j l \mid b]}{ }_{m}\right)
\end{align*}
$$

$$
\begin{align*}
& +K_{a i j} K^{a}{ }_{k l}\left(2 R^{i k b c} R^{j}{ }_{b c}{ }^{l}-\frac{1}{2} R^{i k b c} R^{j l}{ }_{b c}-R^{i k j b} R^{l c}{ }_{b c}+R^{i k b m} R^{j}{ }_{b m}{ }^{l}-\frac{1}{2} R^{i k b m} R^{j l}{ }_{b m}\right. \\
& \left.+2 R^{i b m}{ }_{b} R^{j k l}{ }_{m}-\frac{1}{2} R^{i k m n} R^{j l}{ }_{m n}\right)-K_{a i}{ }^{k} K_{b j k}\left(R^{i[a b] j} R^{c d}{ }_{c d}+R^{a b i j} R^{c d}{ }_{c d}\right. \\
& \left.\left.\left.+\frac{1}{2} R^{i[a \mid c d} R^{j \mid b]}{ }_{c d}+2 R^{i j a l} R^{b c}{ }_{l c}+R^{[a \mid l i m} R^{\mid b]}{ }_{m}{ }^{j}{ }_{l}{ }_{l}+R^{a b l m} R^{i j}{ }_{l m}+2 R^{a l b m} R^{i}{ }_{[l}{ }^{j}{ }^{\prime} m\right]\right), ~\right) \\
& +K_{a i}{ }^{k} K^{a}{ }_{j k}\left(\frac{1}{2} R_{b}{ }^{i b j} R^{c d}{ }_{c d}-\frac{1}{4} R^{i b c d} R^{j}{ }_{b c d}-R^{b}{ }_{l b m} R^{i l j m}+\frac{1}{2} R^{i l b m} R_{m b l}^{j}\right) \\
& +\frac{1}{4} K^{a i j} K_{a i j}\left(R^{b c}{ }_{b c} R^{d e}{ }_{d e}+R^{b c d k} R_{b c d k}+R^{b c k l} R_{b c k l}\right) \\
& +K_{a i}{ }^{m} K_{b j m} K^{a}{ }_{k}{ }^{n} K^{b}{ }_{l n}\left(\frac{1}{2} R^{i l j k}-R^{i j k l}-\frac{3}{2} R^{i k j l}\right)-\frac{1}{2} K_{a i}{ }^{m} K^{a}{ }_{j m} K_{b k}{ }^{n} K^{b}{ }_{l n} R^{i k j l} \\
& +K_{a i j} K_{b k}{ }^{m} K^{a}{ }_{m}{ }^{n} K^{b}{ }_{n l} R^{i k j l}-2 K_{a i j} K^{a}{ }_{k}{ }^{m} K_{b m}{ }^{n} K^{b}{ }_{n l} R^{i k j l} \\
& -K_{a i}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m j}\left(2 R^{b i a j}+3 R^{a i b j}\right)+K_{a i}{ }^{k} K_{c k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j}\left(3 R^{a i b j}+R^{b i a j}-2 R^{a b i j}\right) \\
& +\frac{1}{2} K_{a i}{ }^{k} K_{c k}{ }^{l} K_{l}^{c}{ }_{l}^{m} K_{b m j} R^{a i b j}+\frac{1}{2} K_{c i}{ }^{k} K_{a k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j} R^{a i b j}+K_{a}{ }^{l m} K_{b l m} K_{c i}{ }^{k} K^{c}{ }_{j k} R^{a i b j} \\
& -2 K^{c l m} K_{b l m} K_{a i}{ }^{k} K_{c j k} R^{a i b j}+K^{c l m} K_{c l m} K_{a i}{ }^{k} K_{b j k}\left(R^{a b i j}+\frac{3}{4} R^{b i a j}+\frac{1}{4} R^{a i b j}\right) \\
& +\frac{3}{2} K_{a i}{ }^{k} K^{a}{ }_{k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m j} R_{c}{ }^{i c j}-\frac{1}{2} K_{a k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m}{ }^{k} K^{a}{ }_{i j} R_{c}{ }^{i c j}-\frac{5}{4} K^{b l m} K_{b l m} K_{a i}{ }^{k} K^{a}{ }_{j k} R_{c}{ }^{i c j} \\
& +\frac{1}{4} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c d}{ }_{c d}-\frac{1}{4} K^{a i j} K_{a i j} K^{b k l} K_{b k l} R^{c d}{ }_{c d} \\
& +\frac{2}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{i}+2 K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{i} \\
& -\frac{4}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{i}-\frac{1}{3} K_{a i}{ }^{j} K_{b j}{ }^{k} K_{c k}{ }^{i} K^{a}{ }_{l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{l} \\
& -\frac{1}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{i} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{l}-\frac{2}{3} K_{a}{ }^{i j} K_{b i j} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k} \\
& -\frac{1}{6} K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{l}^{b}{ }^{m} K_{c m}{ }^{n} K_{n}^{c}{ }_{n}{ }^{k}+\frac{1}{12} K^{a i j} K_{a i j} K^{b k l} K_{b k l} K^{c m n} K_{c m n}, \\
& \Delta_{2}^{(4)}=+4 R^{\mu \nu \rho \sigma} R^{[a}{ }_{\mu a \rho} R^{b]}{ }_{\nu b \sigma}  \tag{4.56}\\
& +2 K_{a i j} K_{b k l}\left(\frac{2}{3} R^{i a j[c \mid} R^{k \mid b] l}{ }_{c}+2 R^{i k j[a \mid} R^{l c \mid b]}{ }_{c}-R^{i[a b] k} R^{j c l}{ }_{c}\right) \\
& +K_{a i j} K^{a}{ }_{k l}\left(R^{i k j l} R^{b c}{ }_{b c}-2 R^{i k j b} R^{l c}{ }_{b c}-\frac{1}{6} R^{i b j}{ }_{b} R^{k c l}{ }_{c}-\frac{1}{2} R^{i b k}{ }_{b} R^{j c l}{ }_{c}-\frac{4}{3} R^{i b j c} R^{k}{ }_{b}{ }_{c}\right. \\
& \left.+R^{i b k c} R^{[j}{ }_{b}{ }^{l]}{ }_{c}+R^{i k b c} R^{j l}{ }_{b c}-2 R^{i b j m} R^{k}{ }_{b}{ }^{l}{ }_{m}-2 R^{i m j n} R^{k}{ }_{m}{ }^{l}{ }_{n}\right) \\
& -2 K_{a i}{ }^{k} K_{b j k}\left(\frac{8}{3} R^{i[a b] l} R^{j c}{ }_{l c}+\frac{2}{3} R^{i[a \mid c l} R^{j \mid b]}{ }_{c l}+R^{[a \mid l i m} R^{\mid b]}{ }_{l}{ }^{j}{ }_{m}\right) \\
& -K_{a i}{ }^{k} K^{a}{ }_{j k}\left(R^{i b c d} R_{b c d}^{j}+\frac{4}{3} R^{i b l c} R_{b l c}^{j}+\frac{4}{3} R^{i b l}{ }_{[b \mid} R^{j c}{ }_{l \mid c]}+2 R^{i l b c} R^{j}{ }_{l b c}+R^{i l b m} R^{j}{ }_{l b m}\right) \\
& -\frac{1}{2} K^{a i j} K_{a i j}\left(R_{b c}^{b c} R_{d e}^{d e}+R^{b c d k} R_{b c d k}+\frac{2}{3} R^{b k c l} R_{(b|k| c) l}-\frac{1}{3} R_{b}{ }^{k b l} R^{c}{ }_{k c l}\right) \\
& +2 K_{a i j} K_{b k}{ }^{m} K^{a}{ }_{m}{ }^{n} K^{b}{ }_{n l} R^{i k j l}-2 K_{a}{ }^{m n} K_{b m n} K^{a}{ }_{i j} K^{b}{ }_{k l} R^{i k j l}-\frac{1}{2} K^{a m n} K_{a m n} K_{b i j} K^{b}{ }_{k l} R^{i k j l} \\
& -2 K_{a i}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m j}\left(3 R^{a b i j}+R^{i(a b) j}\right)+K_{a i}{ }^{k} K_{c k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j}\left(2 R^{a b i j}-R^{a i b j}-2 R^{b i a j}\right) \\
& +\frac{1}{2} K_{a i}{ }^{k} K_{c k}{ }^{l} K_{l}^{c}{ }_{l}^{m} K_{b m j} R^{a i b j}+\frac{1}{2} K_{c i}{ }^{k} K_{a k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j} R^{a i b j}-\frac{3}{2} K_{a i}{ }^{k} K^{a}{ }_{k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m j} R_{c}{ }^{i c j}
\end{align*}
$$

$$
\begin{align*}
& -K_{a k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m}{ }^{k} K^{a}{ }_{i j} R_{c}{ }^{i c j}-\frac{1}{2} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c d}{ }_{c d}+\frac{1}{2} K_{a}{ }^{i j} K_{b i j} K^{a k l} K^{b}{ }_{k l} R^{c d}{ }_{c d} \\
& +\frac{1}{2} K^{a i j} K_{a i j} K^{b k l} K_{b k l} R^{c d}{ }_{c d}+\frac{5}{6} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K_{m}^{b}{ }^{n} K^{c}{ }_{n}{ }^{i} \\
& -\frac{7}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{i}+\frac{3}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K_{n}^{c}{ }_{n}{ }^{i} \\
& -\frac{1}{3} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{i} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{l}+\frac{4}{3} K_{a}{ }^{i j} K_{b i j} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k} \\
& +K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{c l}{ }^{m} K_{m}^{b}{ }^{n} K^{c}{ }_{n}{ }^{k}-\frac{2}{3} K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{l}^{b}{ }_{l}^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k} \\
& -\frac{4}{3} K^{a i j} K_{a i j} K_{b}{ }^{k l} K_{c k l} K^{b m n} K^{c}{ }_{m n}+\frac{1}{6} K^{a i j} K_{a i j} K^{b k l} K_{b k l} K^{c m n} K_{c m n}, \\
& \Delta_{1}^{(4)}=+4 R^{a \mu \rho \nu} R_{\nu[a \mid \mu}^{\sigma} R_{\rho \mid b] \sigma}^{b}  \tag{4.57}\\
& +K_{a i j} K_{b k l}\left(\frac{4}{3} R^{i a j[c \mid} R^{k \mid b] l}{ }_{c}+2 R^{i k j[a \mid} R^{l c \mid b]}{ }_{c}+4 R^{i[a b] m} R^{j k l}{ }_{m}+R^{[a \mid i j m} R^{\mid b] k l}{ }_{m}\right) \\
& +K_{a i j} K^{a}{ }_{k l}\left(-R^{i k j b} R^{l c}{ }_{b c}-\frac{1}{3} R^{i b k}{ }_{b} R^{j c l}{ }_{c}-\frac{2}{3} R^{i b j c} R_{b}^{k}{ }_{b}{ }_{c}-\frac{2}{3} R^{i b k c} R^{j}{ }_{b}{ }_{c}{ }_{c}+\frac{1}{3} R^{i b k c} R_{b}^{l}{ }_{b}{ }_{c}\right. \\
& \left.+R^{i k b c} R^{j l}{ }_{b c}+2 R_{b}{ }^{i b m} R^{j k l}{ }_{m}-\frac{1}{2} R^{i b j m} R^{k}{ }_{b}{ }^{l}{ }_{m}-R^{i b k m} R^{j}{ }_{b}{ }^{l}{ }_{m}+\frac{1}{2} R^{i k b m} R^{j l}{ }_{b m}-R^{i m k n} R^{j}{ }_{m}{ }^{l}{ }_{n}\right) \\
& +K_{a i}{ }^{k} K_{b j k}\left(3 R^{i[a b] j} R^{c d}{ }_{c d}+\frac{1}{2} R^{i[a \mid c d} R^{j \mid b]}{ }_{c d}+\frac{2}{3} R^{i[a b] l} R^{j c}{ }_{l c}-4 R^{i[a \mid j l} R^{\mid b] c}{ }_{l c}+\frac{2}{3} R^{i[a \mid c l} R^{j \mid b]}{ }_{c l}\right. \\
& \left.-2 R^{a l b m} R^{i}{ }_{[l l}{ }^{j}{ }_{m]}\right)+K_{a i}{ }^{k} K^{a}{ }_{j k}\left(\frac{1}{2} R_{b}{ }^{i b j} R^{c d}{ }_{c d}-\frac{3}{4} R^{i b c d} R^{j}{ }_{b c d}+\frac{1}{6} R^{i b l}{ }_{b} R^{j c}{ }_{l c}+\frac{1}{3} R^{i b l c} R^{j}{ }_{(b c) l}\right. \\
& \left.-R^{i l b c} R^{j}{ }_{l b c}-R^{i l j m} R^{b}{ }_{l b m}\right)+\frac{1}{4} K^{a i j} K_{a i j}\left(2 R^{b k c l} R_{[b|k| c] l}-R_{b}{ }^{k b l} R^{c}{ }_{k c l}\right) \\
& +K_{a i}{ }^{m} K_{b j m} K^{a}{ }_{k}{ }^{n} K^{b}{ }_{l n} R^{i(k l) j}-\frac{1}{2} K_{a i}{ }^{m} K^{a}{ }_{j m} K_{b k}{ }^{n} K^{b}{ }_{l n} R^{i k j l}-2 K_{a i j} K_{b k}{ }^{m} K^{a}{ }_{m}{ }^{n} K^{b}{ }_{n l} R^{i k j l} \\
& -2 K_{a i}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m j}\left(2 R^{a b i j}+R^{b i a j}\right)+K_{a i}{ }^{k} K_{c k}{ }^{l} K_{b l}{ }^{m} K^{c}{ }_{m j}\left(2 R^{a b i j}+3 R^{b i a j}-R^{a i b j}\right) \\
& +K_{a}{ }^{l m} K_{b l m} K_{c i}{ }^{k} K^{c}{ }_{j k} R^{a i b j}-2 K_{a}{ }^{l m} K_{c l m} K_{b i}{ }^{k} K^{c}{ }_{j k} R^{b i a j} \\
& +\frac{1}{2} K^{c l m} K_{c l m} K_{a i}{ }^{k} K_{b j k}\left(5 R^{a i b j}-3 R^{b i a j}\right)+K_{a i}{ }^{k} K^{a}{ }_{k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m j} R_{c}{ }^{i c j} \\
& -K_{a k}{ }^{l} K_{b l}{ }^{m} K^{b}{ }_{m}{ }^{k} K^{a}{ }_{i j} R_{c}{ }^{i c j}-\frac{3}{2} K^{b l m} K_{b l m} K_{a i}{ }^{k} K^{a}{ }_{j k} R_{c}{ }^{i c j}+\frac{3}{4} K_{a i}{ }^{j} K_{b j}{ }^{k} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c d}{ }_{c d} \\
& -\frac{1}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K^{b}{ }_{l}{ }^{i} R^{c d}{ }_{c d}+\frac{13}{6} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{i} \\
& +\frac{1}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{i}-\frac{7}{6} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{l} K_{l}^{b}{ }_{l}^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{i} \\
& -\frac{1}{3} K_{a i}{ }^{j} K_{b j}{ }^{k} K_{c k}{ }^{i} K^{a}{ }_{l}{ }^{m} K_{m}^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{l}-\frac{1}{2} K_{a i}{ }^{j} K^{a}{ }_{j}{ }^{k} K_{b k}{ }^{i} K_{c l}{ }^{m} K^{c}{ }_{m}{ }^{n} K^{b}{ }_{n}{ }^{l} \\
& -K_{a}{ }^{i j} K_{b i j} K^{a}{ }_{k}{ }^{l} K^{b}{ }_{l}{ }^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k}-\frac{13}{12} K^{a i j} K_{a i j} K_{b k}{ }^{l} K_{c l}{ }^{m} K^{b}{ }_{m}{ }^{n} K^{c}{ }_{n}{ }^{k} \\
& +\frac{5}{6} K^{a i j} K_{a i j} K_{b k}{ }^{l} K^{b}{ }_{l}^{m} K_{c m}{ }^{n} K^{c}{ }_{n}{ }^{k} .
\end{align*}
$$

Again, we observe that the greater the number of Riemann tensors involved in the corresponding density, the more complicated the expressions. In particular, for theories with zero or one Riemann tensors, the contribution comes completely from the Wald piece. For densities with two Riemanns we get contributions which are quadratic in extrinsic curvatures, for those with three Riemanns, we get terms which are quartic, and for densities with four Riemann tensors there are terms involving up to six extrinsic curvatures.

## $4.6 \mathcal{L}\left(g_{\mu \nu}, R_{\rho \sigma}\right)$ gravities

Let us now consider densities constructed from general contractions of the Ricci tensor, i.e., of the form

$$
\begin{equation*}
I_{E}^{\mathcal{L}(\text { Ricci })}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+\lambda \mathcal{L}\left(g_{\mu \nu}, R_{\rho \sigma}\right)\right], \tag{4.58}
\end{equation*}
$$

where $\lambda$ is some constant. By looking at the quadratic, cubic and quartic densities of this kind, we observe that no contribution from the anomaly part arises in the HEE functional when those terms are considered perturbatively. As we show now, this is in fact a general property which holds for all theories of the form (4.58).

The proof goes as follows. For the anomaly term, we need to compute the second derivative of the Lagrangian with respect to $R_{z i z j}$ and $R_{\bar{z} k \bar{z} l}$. Let us consider first the one with $R_{z i z j}$. Since the Lagrangian is a contraction of $n$ Ricci tensors for an $n$-th order theory, we can expand the derivative as

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial R_{z i z j}}=\sum_{k=1}^{n} \frac{\partial R_{\mu \nu}}{\partial R_{z i z j}} T_{(k)}^{\mu \nu}, \tag{4.59}
\end{equation*}
$$

where $T_{(k)}^{\mu \nu}$ represents the remaining part of the Lagrangian contracted with each of the Ricci tensors - this can include metric tensors, so the previous expansion is also valid when there are Ricci scalars in the Lagrangian. Now, it can be shown from eq. (3.1) that

$$
\begin{equation*}
\frac{\partial R_{\mu \nu}}{\partial R_{\alpha \beta \gamma \delta}}=\delta_{(\mu}^{[\beta} g^{\alpha][\gamma} \delta_{\nu)}^{\delta]} \quad \Rightarrow \quad \frac{\partial R_{\mu \nu}}{\partial R_{z i z j}}=\frac{1}{4} h^{i j} \delta_{\mu}^{z} \delta_{\nu}^{z}, \tag{4.60}
\end{equation*}
$$

since $g^{z z}=g^{z i}=0$. Therefore, (4.59) is proportional to $h^{i j}$. An analogous argument with the other derivative shows that it is proportional to $h^{k l}$. The conclusion is that the anomaly term is then some expression containing curvature tensors in which we have to perform the $\alpha$-expansion, times the following contraction of extrinsic curvatures:

$$
\begin{equation*}
h^{i j} h^{k l} K_{z i j} K_{\bar{z} k l}=K_{z} K_{\bar{z}}=\frac{1}{4} K^{a} K_{a} \tag{4.61}
\end{equation*}
$$

which vanishes when evaluated for the RT surface. Hence, the anomaly part of the functional does not contribute perturbatively for theories constructed from general contractions of the Ricci tensor. Note that this is actually true irrespective of the splitting being used.

Hence, for theories of this kind one finds

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathcal{L}(\text { Ricci })}=\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{\lambda}{8 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h} \frac{\partial \mathcal{L}}{\partial R_{\mu \nu}} \perp_{\mu \nu}+\mathcal{O}\left(\lambda^{2}\right) . \tag{4.62}
\end{equation*}
$$

We emphasize that this formula holds for general-order densities of the form $\mathcal{L}\left(g_{\mu \nu}, R_{\rho \sigma}\right)$. Hence, we observe that, at least perturbatively in the higher-curvature couplings, the purely-Wald nature of the $f(R)$ functional actually extends to the much greater family of densities constructed from arbitrary contractions of the Ricci tensor and the metric.

### 4.7 General structure depending on the number of Riemann tensors

The observations made in the previous subsections suggest a more general pattern which we explore here. The starting point is the observation made in subsection 4.6 that whenever one of the two derivatives appearing in (3.11) hits a Ricci tensor, the contraction of the resulting intrinsic metric with the extrinsic curvature produces a trace, $K_{z}$ or $K_{\bar{z}}$, which is zero for the RT surface (and therefore also for the perturbative functional). Consider then an $n$-th order curvature density containing $n_{R}$ Riemann tensors and $n-n_{R}$ Ricci tensors or scalars. After the two derivatives are taken, the only non-vanishing pieces will be of the form

$$
\begin{equation*}
\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right) \sim \sum K^{2} \operatorname{Ricci}_{1} \ldots \operatorname{Ricci}_{n-n_{R}} \operatorname{Riem}_{1} \ldots \operatorname{Riem}_{n_{R}-2} \tag{4.63}
\end{equation*}
$$

In this expression, we use the symbol $\sim$ to represent the structure of the object in terms of the curvature tensors appearing, ignoring the particular components. The sum means that several terms with this structure will show up in general. Each Ricci ${ }_{k}$ represents a particular component of the Ricci tensor or scalar and, analogously, Riem ${ }_{k}$ represents a component of the Riemann tensor.

Observe now the following property. Writing explicitly the Ricci tensor and scalar in terms of Riemann tensor components, we get

$$
\begin{align*}
R_{z z} & =h^{i j} R_{z i z j}, & & R_{z \bar{z}}=-2 R_{z \bar{z} z \bar{z}}+h^{i j} R_{z i \bar{z} j} \\
R_{z i} & =-2 R_{z \bar{z} z i}+h^{j k} R_{z j i k}, & & R_{i j}=2 R_{z i \bar{z} j}+2 R_{z j \bar{z} i}+h^{k l} R_{i k j l} \\
R & =4 R_{z \bar{z}}+h^{i j} R_{i j}, & &
\end{align*}
$$

plus the ones obtained by complex conjugation. Then, the differential operators defined in eq. (3.31) and eq. (3.32) act on these components as follows

$$
\begin{align*}
\mathcal{K}_{A I} \hat{\partial}^{A I} R_{z z} & =R_{z z}, & \mathcal{K}_{B I} \hat{\partial}^{B I} R_{z z} & =0  \tag{4.65}\\
\mathcal{K}_{A I} \hat{\partial}^{A I} R_{z \bar{z}} & =0, & \mathcal{K}_{B I} \hat{\partial}^{B I} R_{z \bar{z}} & =0 \\
\mathcal{K}_{A I} \hat{\partial}^{A I} R_{z i} & =0, & \mathcal{K}_{B I} \hat{\partial}^{B I} R_{z i} & =R_{z i}  \tag{4.66}\\
\mathcal{K}_{A I} \hat{\partial}^{A I} R_{i j} & =-K_{a i j} K^{a}, & \mathcal{K}_{B I} \hat{\partial}^{B I} R_{i j} & =0,  \tag{4.67}\\
\mathcal{K}_{A I} \hat{\partial}^{A I} R & =-K_{a} K^{a}, & \mathcal{K}_{B I} \hat{\partial}^{B I} R & =0 .
\end{align*}
$$

Notice also that if the Ricci components are acted upon with several powers of the differential operators in normal order, like in the functional (3.30), the remaining powers would not act on the curvature tensors appearing in the right-hand side of the previous expressions. In any case, the relevant observation is that after applying the differential operator, any Ricci factor in (4.63) generates either something proportional to the very same component or something proportional to $K^{a}$. When evaluated at the RT surface, this second possibility gives zero, so in a perturbative functional no Ricci tensor component can ever generate powers of the extrinsic curvature. This is not the case with Riemann tensor components, for which the differential operator generates non-vanishing contractions of extrinsic curva-
tures in general. ${ }^{15}$ The conclusion is that the expression which results from applying the full differential operator of the anomaly term to a second derivative of the form (4.63) has the structure

$$
\begin{align*}
& \sum_{\alpha} \frac{1}{1+q_{\alpha}}\left(\frac{8 \partial^{2} \mathcal{L}_{E}}{\partial \operatorname{Riem}^{2}} K^{2}\right)_{\alpha}  \tag{4.70}\\
& \quad \sim \sum \operatorname{Ricci}^{n-n_{R}}\left(\operatorname{Riem}^{n_{R}-2} K^{2}+\operatorname{Riem}^{n_{R}-3} K^{4}+\cdots+\operatorname{Riem} K^{2 n_{R}-4}+K^{2 n_{R}-2}\right)
\end{align*}
$$

One can verify that this is indeed the case for all quadratic, cubic, and quartic Lagrangian densities presented in the previous sections.

In summary, we have shown that densities containing $n_{R}$ Riemann curvatures can contain terms involving extrinsic curvatures up to the power $2 n_{R}-2$. In particular, this implies that densities with zero or one Riemann tensors have no anomaly piece. We already studied the former case in the previous subsection. As for the latter, for a theory of the form

$$
\begin{equation*}
-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{|g|}\left[\frac{d(d-1)}{L^{2}}+R+\lambda R^{\mu \nu \rho \sigma} T_{\mu \nu \rho \sigma}(\text { Ricci })\right], \tag{4.71}
\end{equation*}
$$

where $T_{\mu \nu \rho \sigma}$ (Ricci) is some tensorial structure involving Ricci tensors and metrics, the corresponding functional reads

$$
\begin{equation*}
\frac{\mathcal{A}\left(\Gamma_{A}\right)}{4 G}+\frac{\lambda}{8 G} \int_{\Gamma_{A}} \mathrm{~d}^{d-1} y \sqrt{h}\left[2 T^{\mu \nu \rho \sigma} \perp_{\mu[\rho} \perp_{\nu \mid \sigma]}+R^{\mu \nu \rho \sigma} \frac{\partial T_{\mu \nu \rho \sigma}}{\partial R_{\alpha \beta}} \perp_{\alpha \beta}\right]+\mathcal{O}\left(\lambda^{2}\right) . \tag{4.72}
\end{equation*}
$$

On the other hand, densities with two Riemann tensors have terms with up to two extrinsic curvatures, those with three have terms with up to four extrinsic curvatures, and so on.

## 5 Universal terms

In this section we study how the universal coefficients appearing in the EE of various symmetric entangling regions get modified in the presence of quadratic and cubic corrections. Some of these coefficients can be computed from alternative methods, and in that case we verify that the results agree with them. In other cases, like for strip regions, the corresponding universal coefficients do not have a known alternative interpretation beyond entanglement entropy. Universal terms for various types of regions have been previously computed for particular higher-curvature theories in certain dimensions in several papers such as $[7,8,28,36,45,64-67]$. Our results reproduce the ones found in those papers in the appropriate cases.

We will restrict ourselves to the vacuum state. This means that all expressions involving intrinsic bulk curvatures will be evaluated on pure $\operatorname{AdS}_{d+1}$, for which $R_{\mu \nu}^{\rho \sigma}=$ $-1 / L_{\star}^{2} \cdot\left[\delta_{\mu}^{\rho} \delta_{\nu}^{\sigma}-\delta_{\mu}^{\sigma} \delta_{\nu}^{\rho}\right]$. On such a background - more generally, on any maximally symmetric background - one can show that the variation of any higher-curvature Lagrangian

[^10]with respect to the Riemann tensor is given by
\[

$$
\begin{equation*}
\left.\frac{\partial \mathcal{L}}{\partial R_{\mu \nu \rho \sigma}}\right|_{\mathrm{AdS}}=k_{0}\left[g^{\mu \rho} g^{\sigma \nu}-g^{\mu \sigma} g^{\rho \nu}\right], \tag{5.1}
\end{equation*}
$$

\]

where the constant $k_{0}$ is fixed by imposing $\operatorname{AdS}_{d+1}$ to be a solution of the equations of motion of the theory as [63]

$$
\begin{equation*}
k_{0}=-\left.\frac{L_{\star}^{2}}{4 d} \mathcal{L}\right|_{\mathrm{AdS}}, \tag{5.2}
\end{equation*}
$$

where $\left.\mathcal{L}\right|_{\text {AdS }}$ is the on-shell Lagrangian of the theory evaluated on $\operatorname{AdS}_{d+1}$. Now, it has been argued using different arguments $[9,12,13,68,69]$ that $\left.\mathcal{L}\right|_{\text {AdS }}$ is actually related to the universal coefficient $a^{\star(d)}$ appearing in the EE across spherical regions in general dimensions. For a general CFT in $d$-dimensions, this is given by

$$
\left.S_{\mathrm{EE}}^{(d)}\right|_{\text {sphere }} \supset \begin{cases}(-)^{\frac{d-2}{2}} 4 a^{\star(d)} \log \left(\frac{R}{\delta}\right) & \text { for even } d,  \tag{5.3}\\ (-)^{\frac{d-1}{2}} 2 \pi a^{\star(d)} & \text { for odd } d .\end{cases}
$$

The exact relation for holographic higher-curvature gravities reads

$$
\begin{equation*}
a^{\star(d)}=-\left.\frac{\pi^{d / 2} L_{\star}^{d+1}}{d \Gamma(d / 2)} \mathcal{L}\right|_{\mathrm{AdS}}, \quad \text { so } \quad k_{0}=\frac{\Gamma\left[\frac{d}{2}\right] a^{\star(d)}}{4 \pi^{d / 2} L_{\star}^{d-1}} \tag{5.4}
\end{equation*}
$$

As a consequence, Wald's piece in the HEE formula becomes proportional to the RyuTakayanagi functional in that case, with an overall coefficient controlled by $a^{\star(d)}$. One has

$$
\begin{equation*}
S_{\mathrm{HEE}}=\frac{2 \Gamma\left[\frac{d}{2}\right] a^{\star(d)}}{\pi^{\frac{d-2}{2}} L_{\star}^{d-1}} \int \mathrm{~d}^{d-1} y \sqrt{h}+S_{\text {Anomaly }} . \tag{5.5}
\end{equation*}
$$

Hence, for theories for which the anomaly piece is absent, all possible universal terms are proportional to the coefficient $a^{\star(d)}$. As we saw above this includes, at the perturbative level, all $\mathcal{L}\left(g_{\mu \nu}, R_{\rho \sigma}\right)$ densities as well as those including a single Riemann tensor. For them, all the different universal coefficients we will consider in this section will modify the Einstein gravity result by the same overall factor given by $a^{\star(d)} / a_{\mathrm{E}}^{\star(d)}$, where [22, 23]

$$
\begin{equation*}
a_{\mathrm{E}}^{\star(d)}=\frac{\pi^{\frac{d-2}{2}}}{8 \Gamma\left[\frac{d}{2}\right]} \frac{L_{\star}^{d-1}}{G} \tag{5.6}
\end{equation*}
$$

The coefficient $a^{\star(d)}$ can be easily computed for quadratic and cubic theories, yielding

$$
\begin{align*}
a_{\text {Riem }^{2}}^{\star(d)}= & {\left[1-2 d(d+1) \alpha_{1}-2 d \alpha_{2}-4 \alpha_{3}\right] a_{\mathrm{E}}^{\star(d)} }  \tag{5.7}\\
a_{\text {Riem }^{\star(d)}}= & {\left[1+3(d-1) \beta_{1}+12 \beta_{2}+6 d \beta_{3}+6 d(d+1) \beta_{4}+3 d^{2} \beta_{5}+3 d^{2} \beta_{6}\right.} \\
& \left.+3 d^{2}(d+1) \beta_{7}+3 d^{2}(d+1)^{2} \beta_{8}\right] a_{\mathrm{E}}^{\star(d)} .
\end{align*}
$$

For the reasons explained above, the corrections corresponding to $\alpha_{1}, \alpha_{2}, \beta_{5}, \beta_{6}, \beta_{7}, \beta_{8}$ will appear as overall corrections to the Einstein gravity result with precisely the above
coefficients for all possible entangling regions. Particularizing to the Gauss-Bonnet and cubic Lovelock cases, one finds

$$
\begin{align*}
a_{\mathcal{X}_{4}}^{\star(d)} & =\left[1-2(d-2)(d-1) \lambda_{2}\right] a_{\mathrm{E}}^{\star(d)}  \tag{5.8}\\
a_{\mathcal{X}_{6}}^{\star(d)} & =\left[1+3(d-4)(d-3)(d-2)(d-1) \lambda_{3}\right] a_{\mathrm{E}}^{\star(d)} . \tag{5.9}
\end{align*}
$$

In both cases, the corrections are zero below the critical dimensions, as they should, since in those cases the corresponding contributions to the JM functional (4.6) identically vanish. For a general Lovelock theory of the form (4.3), one would have

$$
\begin{equation*}
a_{\text {Lovelock }}^{\star(d)}=\left[1-\sum_{n} n(-1)^{n} \prod_{k=1}^{2(d-1)}(d-k) \lambda_{n}\right] a_{\mathrm{E}}^{\star(d)} . \tag{5.10}
\end{equation*}
$$

The result for the charges $a^{\star(d)}$ for Quasi-topological gravity and Einsteinian cubic gravity reads in each case

$$
\begin{align*}
a_{\mathrm{QTG}}^{\star(4)} & =\left[1+9 \mu_{\mathrm{QTG}}\right] a_{\mathrm{E}}^{\star(4)}  \tag{5.11}\\
a_{\mathrm{ECG}}^{\star(3)} & =\left[1+3 \mu_{\mathrm{ECG}}\right] a_{\mathrm{E}}^{\star(3)} . \tag{5.12}
\end{align*}
$$

### 5.1 Spherical regions

Let us see how the above results for $a^{\star(d)}$ can be obtained from an explicit calculation for spherical entangling surfaces, $\partial A=\mathbb{S}^{d-2}$, using the corresponding HEE functionals. Across spheres, the universal contribution to the entanglement entropy is given, for a general CFT in $d$-dimensions by eq. (5.3).

In the even-dimensional case, the corresponding logarithmic term for a general smooth region is a linear combination of local integrals over the entangling surface weighted by the different trace-anomaly charges [45, 66, 70, 71] - see eq. (5.52) and eq. (5.64) below. One of the integrals involves the Euler density of the entangling surface and the corresponding trace-anomaly coefficient which appears in front is customarily denoted by " $a$ " (or " $A$ " in $d \geq 6$ ). The rest of integrals involve various combinations of the extrinsic curvature of $\partial A$, and therefore all of them vanish for a spherical entangling surface. Hence, the sphere isolates the $a$-type coefficient, and we have simply $a^{\star}=a$ for even $d$.

The nature of $a^{\star}$ is very different in odd dimensions. In that case, it appears as a constant contribution to the EE, and it has an intrinsically non-local nature. In fact, as shown in [72], $a^{\star}$ is proportional to the free energy, $F=-\log Z$, of the corresponding theory evaluated on $\mathbb{S}^{d}$, namely $F_{\mathbb{S}^{d}}=(-)^{\frac{d+1}{2}} 2 \pi a^{\star}$ or, alternatively, to the thermal entropy of the corresponding CFT at a temperature $T=1 /(2 \pi R)$ on the hyperbolic cylinder $\mathbb{R} \times \mathbb{H}^{d-1}$ [72]. From an holographic perspective, this means that $a^{\star}$ can be obtained, besides from a direct entanglement entropy calculation, like the one we perform here, either from the Euclidean on-shell action of pure $\operatorname{AdS}_{(d+1)}$ with $\mathbb{S}^{d}$ boundary or from the Wald entropy of $\operatorname{AdS}_{(d+1)}$ with $\mathbb{R} \times \mathbb{H}^{d-1}$ boundary - see also [73, 74].

We write the $\operatorname{AdS}_{d+1}$ metric as

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{L_{\star}^{2}}{z^{2}}\left[\mathrm{~d} \tau^{2}+\mathrm{d} z^{2}+\mathrm{d} r^{2}+r^{2} \mathrm{~d} \Omega_{d-2}^{2}\right] \tag{5.13}
\end{equation*}
$$

where $d \Omega_{d-2}^{2}$ is the metric of the usual round sphere. Our entangling surface is a sphere $\mathbb{S}^{d-2}$ of radius $r=\ell$ centered at $r=0$. Let us parametrize the RT surface as: $\tau=0$, $z=Z(r)$. Then, unit normals to the surface are given by

$$
\begin{equation*}
n_{1}=\frac{z}{L_{\star}} \partial_{\tau}, \quad n_{2}=\frac{z}{L_{\star} \sqrt{1+Z^{\prime 2}}}\left(Z^{\prime} \partial_{r}-\partial_{z}\right) . \tag{5.14}
\end{equation*}
$$

We have already extended these vector fields to a neighborhood of the surface while keeping them normalized. On the surface, one fixes $z=Z(r)$, and $Z^{\prime}(r)$ is well-defined for any $(r, z)$ with $r \in(0, \ell)$. The induced metric on the surface is given by

$$
\begin{equation*}
h_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=\frac{L_{\star}^{2}}{Z^{2}}\left[\frac{1}{1+Z^{\prime 2}}\left(\mathrm{~d} r+Z^{\prime} \mathrm{d} z\right)^{2}+r^{2} \mathrm{~d} \Omega_{d-2}^{2}\right] . \tag{5.15}
\end{equation*}
$$

With these results one can compute in full generality the components of the extrinsic curvatures,

$$
\begin{align*}
K^{1}{ }_{\mu \nu} & =0,  \tag{5.16}\\
K^{2}{ }_{r r} & =\frac{L_{\star}}{Z^{2}\left(1+Z^{\prime 2}\right)^{5 / 2}}\left(1+Z^{\prime 2}+Z Z^{\prime \prime}\right), \quad K^{2}{ }_{r z}=Z^{\prime} K^{2}{ }_{r r},  \tag{5.17}\\
K^{2}{ }_{z z} & =Z^{\prime 2} K^{2}{ }_{r r}, \quad K^{2}{ }_{m n}=\frac{L_{\star}}{Z^{2} \sqrt{1+Z^{\prime 2}}}\left(Z Z^{\prime}+r\right) r \hat{g}_{m n}, \tag{5.18}
\end{align*}
$$

where $\hat{g}_{m n}$ is the metric of the unit $\mathbb{S}^{d-2}$. Obtaining the traces is now easy. $K^{1}=0$ trivially, whereas

$$
\begin{equation*}
K^{2}=\frac{1}{L_{\star} r\left(1+Z^{\prime 2}\right)^{3 / 2}}\left[r Z Z^{\prime \prime}+(d-2) Z Z^{\prime}\left(1+Z^{\prime 2}\right)+(d-1) r\left(1+Z^{\prime 2}\right)\right] . \tag{5.19}
\end{equation*}
$$

The vanishing of this trace is exactly the differential equation for the surface one would obtain by minimizing the RT functional, which in this case reads

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}=\frac{L_{\star}^{d-1} \pi^{(d-1) / 2}}{2 G \Gamma\left[\frac{d-1}{2}\right]} \int_{0}^{\ell} \mathrm{d} r \frac{r^{d-2}}{Z^{d-1}} \sqrt{1+Z^{\prime 2}} . \tag{5.20}
\end{equation*}
$$

The solution for this differential equation satisfying the boundary condition $Z(\ell)=0$ is $r^{2}+Z^{2}=\ell^{2}$. The simplicity of this RT surface has another important consequence: since $Z Z^{\prime}=-r$ and $Z Z^{\prime \prime}=-\left(1+Z^{\prime 2}\right)$, the extrinsic curvature $K^{2}{ }_{\mu \nu}$ vanishes. Thus, both $K^{1}{ }_{\mu \nu}$ and $K^{2}{ }_{\mu \nu}$ are zero for the RT surface. Now, since the anomaly term in the general highercurvature functional is quadratic in extrinsic curvatures of the surface, when minimizing the functional, the RT surface will also be extremal for the full functional if we were to consider it fully non-perturbatively. ${ }^{16}$

In order to compute the universal contribution to the HEE the last step is to regulate eq. (5.20), e.g., by writing

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}=\frac{L_{\star}^{d-1} \pi^{(d-1) / 2}}{2 G \Gamma\left[\frac{d-1}{2}\right]} \int_{\delta / \ell}^{1} \mathrm{~d} y \frac{\left(1-y^{2}\right)^{(d-3) / 2}}{y^{d-1}}, \tag{5.21}
\end{equation*}
$$

[^11]where we introduced a cutoff at $z=\delta$. Integrating by parts, it is easy to show that for odd $d$ we get a constant term while for even $d$ we get a logarithmic one. The final result takes the form eq. (5.3), plus a series of non-universal divergent pieces of the form $(\ell / \delta)^{(d-2 k)}$ with $k=1,2, \ldots,(d-1) / 2$ for odd $d$ and $k=1,2, \ldots,(d-2) / 2$ for even $d-$ see e.g., [22] for the numerical coefficients. When higher-curvature terms are included, the vanishing of $K^{1}{ }_{\mu \nu}$ and $K^{2}{ }_{\mu \nu}$ makes the result reduce to the corresponding Wald piece, which in turn reduces to an overall constant proportional to $\left.\mathcal{L}\right|_{\text {AdS }}$ via eq. (5.2) times the Einstein gravity result. Hence, we are left again with eq. (5.3) where $a^{\star}$ is given by eq. (5.4) in each case.

### 5.2 Slab regions

Let us consider now an entangling region consisting of a slab of width $\ell$ along a particular dimension, $x \in[\ell / 2, \ell / 2]$, and infinite along the remaining $(d-2)$. For general theories, the EE in that case takes the form

$$
\begin{equation*}
S_{\mathrm{EE}}=\xi \frac{L_{y}^{d-2}}{\delta^{d-2}}-\kappa^{(d)} \frac{L_{y}^{d-2}}{\ell^{d-2}} \tag{5.22}
\end{equation*}
$$

where $\xi$ is a non-universal constant. As opposed to other universal EE contributions considered here, $\kappa^{(d)}$ does not have any (known) alternative interpretation beyond EE. For instance, it is not expected to be related to charges characterizing simple local correlators. Previous papers where $\kappa^{(d)}$ was computed for certain holographic higher-curvature gravities include [65], where it was evaluated for quadratic theories in $d=3$, and [64], where it was computed for Gauss-Bonnet gravity in $d=4$ fully nonperturbatively using the JM functional.

We write the $\operatorname{AdS}_{d+1}$ metric as

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{L_{\star}^{2}}{z^{2}}\left[\mathrm{~d} \tau^{2}+\mathrm{d} z^{2}+\mathrm{d} x^{2}+\mathrm{d} \vec{y}_{d-2}^{2}\right] . \tag{5.23}
\end{equation*}
$$

The RT surface will be invariant under translations along the $(d-2)$ transverse directions, so we can parametrize it by $z=Z(x)$. Unit normals to the surface will be given by

$$
\begin{equation*}
n_{1}=\frac{z}{L_{\star}} \partial_{\tau}, \quad n_{2}=\frac{z}{L_{\star} \sqrt{1+Z^{\prime 2}}}\left(Z^{\prime} \partial_{x}-\partial_{z}\right) \tag{5.24}
\end{equation*}
$$

The induced metric on the surface is now given by

$$
\begin{equation*}
h_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=\frac{L_{\star}^{2}}{Z^{2}}\left[\frac{1}{1+Z^{\prime 2}}\left(\mathrm{~d} x+Z^{\prime} \mathrm{d} z\right)^{2}+\mathrm{d} \vec{y}_{d-2}^{2}\right] \tag{5.25}
\end{equation*}
$$

The non-vanishing components of the extrinsic curvatures $K_{\mu \nu}^{a}$ read

$$
\begin{equation*}
K^{2}{ }_{x x}=\frac{L_{\star}\left(1+Z^{\prime 2}+Z Z^{\prime \prime}\right)}{Z^{2}\left(1+Z^{\prime 2}\right)^{5 / 2}}=\frac{K_{x z}^{2}}{Z^{\prime}}=\frac{K_{z z}^{2}}{Z^{\prime 2}}, \quad K_{m n}^{2}=\frac{L_{\star} \delta_{m n}}{Z^{2} \sqrt{1+Z^{\prime 2}}} \tag{5.26}
\end{equation*}
$$

whereas all components of $K_{\mu \nu}^{1}$ vanish.
Projectors on the surface are given by

$$
\begin{equation*}
t_{x}=Z^{\prime} \partial_{z}+\partial_{x}, \quad t_{m}=\partial_{m}, \quad \forall m=1, \ldots, d-2 \tag{5.27}
\end{equation*}
$$

Using these, we find

$$
\begin{equation*}
h_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j}=\frac{L_{\star}^{2}}{Z^{2}}\left[\left(1+Z^{\prime 2}\right) \mathrm{d} x^{2}+\mathrm{d} \vec{y}_{d-2}^{2}\right] . \tag{5.28}
\end{equation*}
$$

Also, the non-vanishing components of $K_{i j}^{2}$ read (note the slight abuse of notation)

$$
\begin{equation*}
K_{x x}^{2}=\frac{L_{\star}\left(1+Z^{\prime 2}+Z Z^{\prime \prime}\right)}{Z^{2} \sqrt{1+Z^{\prime 2}}}, \quad K_{m n}^{2}=\frac{L_{\star}}{Z^{2} \sqrt{1+Z^{\prime 2}}} \delta_{m n} \tag{5.29}
\end{equation*}
$$

With these building blocks we can compute all the different pieces appearing in the corresponding EE functionals. For instance, the relevant expressions for the quadratic ones read

$$
\begin{align*}
K_{i j}^{a} K^{a i j} & =\frac{(d-1)\left(1+Z^{\prime 2}\right)^{2}+Z^{2} Z^{\prime \prime 2}+2\left(1+Z^{\prime 2}\right) Z Z^{\prime \prime}}{L_{\star}^{2}\left(1+Z^{\prime 2}\right)^{3}},  \tag{5.30}\\
R^{a b}{ }_{a b} & =-\frac{2}{L_{\star}^{2}}, \quad R=-\frac{d(d+1)}{L_{\star}^{2}}, \quad R^{a}{ }_{a}=-\frac{2 d}{L_{\star}^{2}} . \tag{5.31}
\end{align*}
$$

Now, the Ryu-Takayanagi surface is determined by the condition $K^{2}=0$, where in this case we have

$$
\begin{equation*}
K^{2}=\frac{(d-1)\left(1+Z^{\prime 2}\right)+Z Z^{\prime \prime}}{L_{\star}\left(1+Z^{\prime 2}\right)^{3 / 2}} . \tag{5.32}
\end{equation*}
$$

A first integral can be shown to exist so that

$$
\begin{equation*}
Z^{\prime}=-\frac{\sqrt{z_{\star}^{2(d-1)}-Z^{2(d-1)}}}{Z^{(d-1)}}, \quad \text { where } \quad z_{\star}=\frac{\Gamma\left[\frac{1}{2(d-1)}\right]}{2 \sqrt{\pi} \Gamma\left[\frac{d}{2(d-1)}\right]} \ell \tag{5.33}
\end{equation*}
$$

is the value of $z$ corresponding to the turning point of the surface. Now, after some massaging, the EE for Einstein gravity can be seen to be given by [22, 23]

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}=\frac{L_{\star}^{d-1} L_{y}^{d-2}}{2 G z_{\star}^{d-2}} \int_{\delta}^{1} \frac{\mathrm{~d} y}{y^{d-1} \sqrt{1-y^{2(d-1)}}}=\xi_{\mathrm{E}} \frac{L_{y}^{d-2}}{\delta^{d-2}}-\kappa_{\mathrm{E}}^{(d)} \frac{L_{y}^{d-2}}{\ell^{d-2}}, \tag{5.34}
\end{equation*}
$$

where $L_{y}$ are IR regulators for the $(d-2)$ transverse directions. The universal and nonuniversal constants $\kappa_{\mathrm{E}}^{(d)}$ and $\xi_{\mathrm{E}}$ read respectively

$$
\begin{equation*}
\kappa_{\mathrm{E}}^{(d)}=\frac{2^{d-3} \pi^{\frac{d-1}{2}} \Gamma\left[\frac{d}{2(d-1)}\right]^{d-1}}{(d-2) \Gamma\left[\frac{1}{2(d-1)}\right]^{d-1}} \frac{L_{\star}^{d-1}}{G}, \quad \xi_{\mathrm{E}}=\frac{L_{\star}^{d-1}}{2(d-2) G} . \tag{5.35}
\end{equation*}
$$

Let us see how these generalize when quadratic and cubic terms are introduced. For a general quadratic theory of the form (4.8) one finds

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{Riem}}{ }^{2}=\frac{L_{\star}^{d-1} L_{y}^{d-2}}{2 G z_{\star}^{d-2}} \int_{\delta}^{1} \frac{\left[1-2 d(d+1) \alpha_{1}-2 d \alpha_{2}-2 \alpha_{3}\left[2+(d-1)(d-2) y^{2(d-1)}\right]\right]}{y^{d-1} \sqrt{1-y^{2(d-1)}}} \mathrm{d} y, \tag{5.36}
\end{equation*}
$$

and from this,

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{Riem}^{2}}=\xi_{\mathrm{Riem}^{2}} \frac{L_{y}^{d-2}}{\delta^{d-2}}-\kappa_{\mathrm{Riem}^{2}}^{(d)} \frac{L_{y}^{d-2}}{\ell^{d-2}}, \tag{5.37}
\end{equation*}
$$

where now $\xi_{\text {Riem }}{ }^{2}$ gets a factor identical to the one of $a_{\text {Riem }^{2}}^{\star(d)}$ whereas the universal coefficient reads

$$
\begin{equation*}
\kappa_{\mathrm{Riem}^{2}}^{(d)}=\left[1-2 d(d+1) \alpha_{1}-2 d \alpha_{2}+2(d-3)[2+d(d-2)] \alpha_{3}\right] \kappa_{\mathrm{E}}^{(d)} . \tag{5.38}
\end{equation*}
$$

Note that there are two kinds of terms in the integrand. On the one hand, pieces arising from purely intrinsic curvatures are proportional to the Einstein gravity one, which is of the form $\sim 1 /\left(y^{d-1} \sqrt{1-y^{2(d-1)}}\right)$. On the other hand, the contribution which involves two extrinsic curvatures has an extra $\sim y^{2(d-1)}$ factor. It is easy to see that $\xi_{\text {Riem }^{2}}$ is unaffected by the second type of terms, which explains why the same prefactor as for $a_{\text {Riem }}{ }^{2}$ appears in that case. Nevertheless, recall that $\xi$ is not a universal quantity (we can modify it by changing the regulator), so its interest is very limited. On the other hand, the universal constant $\kappa_{\text {Riem }^{2}}^{(d)}$ does get affected by the extrinsic curvature term. The result for $\kappa_{\text {Riem }}{ }^{2}$ agrees with the one obtained in [65], as it should.

We find a similar kind of behavior for the cubic theories. Wald-like terms produce contributions proportional to the Einstein gravity result, and the non-universal constant $\xi_{\text {Riem }^{3}}$ is proportional to $a_{\text {Riem }^{3}}^{\star(d)}$, namely, $\xi_{\text {Riem }^{3}} / \xi_{\mathrm{E}}=a_{\mathrm{Riem}^{3}}^{\star(d)} / a_{\mathrm{E}}^{\star(d)}$. On the other hand, terms with two extrinsic curvatures have an extra factor $\sim y^{2(d-1)}$ in the integrand, and those with four, one of the form $\sim y^{4(d-1)}$. Both types of terms affect the universal coefficient. ${ }^{17}$ The final result reads

$$
\begin{align*}
\kappa_{\text {Riem }^{3}}^{(d)}= & {\left[1+3\left[d-1+(d-1)(d-2)^{2}+\frac{d(d-2)^{2}\left(8+d\left(d^{2}-9\right)\right)}{8(2 d-1)}\right] \beta_{1}\right.}  \tag{5.39}\\
& +12\left[1-(d-1)(d-2)^{2}+\frac{d(d-1)(d-2)^{2}(7+d(d-5))}{4(2 d-1)}\right] \beta_{2} \\
& +2 d\left[3-(d-1)(d-2)^{2}\right] \beta_{3}+2 d(d+1)\left[3-(d-1)(d-2)^{2}\right] \beta_{4} \\
& \left.+3 d^{2} \beta_{5}+3 d^{2} \beta_{6}+3 d^{2}(d+1) \beta_{7}+3 d^{2}(d+1)^{2} \beta_{8}\right] \kappa_{\mathrm{E}}^{(d)} .
\end{align*}
$$

A check of these results for $\kappa_{\text {Riem }^{2}}^{(d)}$ and $\kappa_{\text {Riem }^{3}}^{(d)}$ can be performed by particularizing them to Lovelock theories, for which the JM formula in eq. (4.6) can be alternatively used. We find

$$
\begin{align*}
& \kappa_{\mathcal{X}_{4}}^{(d)}=\left[1+2(d-3)(d-2)(d-1) \lambda_{2}\right] \kappa_{\mathrm{E}}^{(d)},  \tag{5.40}\\
& \kappa_{\mathcal{X}_{6}}^{(d)}=\left[1-\frac{3(d-5)(d-4)(d-3)(d-2)(d-1)^{2}}{(2 d-1)} \lambda_{3}\right] \kappa_{\mathrm{E}}^{(d)}, \tag{5.41}
\end{align*}
$$

which precisely agree with the ones obtained using eq. (4.6). Observe that the corrections to the Einstein gravity result vanish in dimensions lower or equal to the critical one, i.e., for $d+1 \leq 2 n$. One can also verify that $\kappa_{\mathcal{X}_{4}}^{(4)}$ agrees with the nonperturbative result found

[^12]in [64] at leading order in $\lambda_{2}$. For Quasi-topological and Einsteinian cubic gravity we find, respectively
\[

$$
\begin{align*}
\kappa_{\mathrm{QTG}}^{(4)} & =\left[1+9 \mu_{\mathrm{QTG}}\right] \kappa_{\mathrm{E}}^{(4)},  \tag{5.42}\\
\kappa_{\mathrm{ECG}}^{(3)} & =\left[1+3 \mu_{\mathrm{ECG}}\right] \kappa_{\mathrm{E}}^{(3)} . \tag{5.43}
\end{align*}
$$
\]

As mentioned above, the coefficient $\kappa^{(d)}$ does not have an alternative interpretation beyond entanglement entropy, which is manifest in this case from the fact that in all cases in which various coefficients characterizing the dual theory have been computed for some of the above theories, all the corresponding values differ from the ones obtained here for $\kappa^{(d)} .{ }^{18}$ This includes, in particular, all the rest of coefficients computed in this paper ( $c, a$ in $d=4 ; A, B_{1}, B_{2}, B_{3}$ in $d=6 ; a^{\star(d)}$ in general $d$; the corner charge $\sigma$ in $d=3$ ) as well as others like the stress-tensor two-point function charge $C_{T}$, the coefficient $C_{S}$ relating the thermal entropy of a plasma to its temperature, as well as others arising in the context of holographic complexity $[7,8,28,36,45,64-67]$.

### 5.3 Cylinder regions

Let us now consider (hyper)cylindrical entangling surfaces. We will be mostly interested in the universal logarithmic piece arising for such regions in $d=4$ and $d=6$ theories. We write the Euclidean $\operatorname{AdS}_{(d+1)}$ metric as

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{L_{\star}^{2}}{z^{2}}\left[\mathrm{~d} \tau^{2}+\mathrm{d} z^{2}+\mathrm{d} \vec{y}_{(d-3-j)}^{2}+\mathrm{d} r^{2}+r^{2} \mathrm{~d} \Omega_{(j+1)}^{2}\right] \tag{5.44}
\end{equation*}
$$

where $\mathrm{d} \Omega_{(j+1)}^{2}$ is the metric of a round $(j+1)$-dimensional sphere. Our entangling regions will be parametrized by $\tau=0, r=R_{0}$, with $j$ taking values $j=0, \ldots, d-3$, which correspond to entangling surfaces $\partial A=\mathbb{S}^{1} \times \mathbb{R}^{d-3}, \mathbb{S}^{2} \times \mathbb{R}^{d-4}, \ldots, \mathbb{S}^{d-3} \times \mathbb{R}^{1}, \mathbb{S}^{d-2}$, respectively.

We parametrize the RT surface as $r=R(z)$. Unit normals and projectors on the surface read

$$
\begin{equation*}
n_{1}=\frac{z}{L_{\star}} \partial_{\tau}, \quad n_{2}=\frac{z}{L_{\star} \sqrt{1+R^{\prime 2}}}\left(R^{\prime} \partial_{z}-\partial_{r}\right), \quad t_{z}=\partial_{z}+R^{\prime} \partial_{r}, t_{m}=\partial_{m}, t_{\phi}=\partial_{\phi} \tag{5.45}
\end{equation*}
$$

where $m=1, \ldots, d-3-j$ and $\phi=1, \ldots, j+1$. The induced metric reads

$$
\begin{equation*}
h_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j}=\frac{L_{\star}^{2}}{z^{2}}\left[\left(1+R^{\prime 2}\right) \mathrm{d} z^{2}+\mathrm{d} \vec{y}_{(d-3-j)}^{2}+R^{2} d \Omega_{(j+1)}^{2}\right] \tag{5.46}
\end{equation*}
$$

The non-vanishing components of $K_{i j}^{2}$ read now

$$
\begin{align*}
K_{z z}^{2} & =\frac{-L_{\star}\left(R^{\prime}+R^{\prime 3}-z R^{\prime \prime}\right)}{z^{2} \sqrt{1+R^{\prime 2}}}, \quad K_{m n}^{2}=\frac{-L_{\star} R^{\prime} \delta_{m n}}{z^{2} \sqrt{1+R^{\prime 2}}},  \tag{5.47}\\
K_{\phi_{j} \phi_{k}}^{2} & =\frac{-L_{\star}\left(z+R R^{\prime}\right) R}{z^{2} \sqrt{1+R^{\prime 2}}} \prod_{l=1}^{j-1} \sin ^{2} \phi_{l} \delta_{j k} . \tag{5.48}
\end{align*}
$$

[^13]The equation for the RT surface is, as usual, $K^{2}=0$, where

$$
\begin{equation*}
K^{2}=\frac{\left(R R^{\prime \prime}-(j+1)\right) z-(d-1) R R^{\prime}\left(1+R^{\prime 2}\right)-(j+1) z R^{\prime 2}}{L_{\star} R\left(1+R^{\prime 2}\right)^{3 / 2}} . \tag{5.49}
\end{equation*}
$$

In the case of Einstein gravity, the RT functional reduces to

$$
\begin{equation*}
S_{\mathrm{EE}}^{\mathrm{E}}=\frac{L_{\star}^{d-1} L_{y}^{d-3-j} \Omega_{(j+1)}}{4 G} \int_{\delta}^{z_{\max }} \mathrm{d} z \frac{R^{j+1}}{z^{d-1}} \sqrt{1+R^{\prime 2}} \tag{5.50}
\end{equation*}
$$

where $\Omega_{(j+1)} \equiv 2 \pi^{(j+2) / 2} / \Gamma[(j+2) / 2]$. As anticipated, we are interested in the logarithmic contribution to the entanglement entropy in even dimensional theories. Such a contribution is local in the entangling surface $\partial A$ so, from the holographic perspective, it suffices to consider a perturbative solution to $K^{2}=0$ near the boundary. The result reads ${ }^{19}$

$$
\begin{equation*}
R(z)=R_{0}-\frac{(j+1)}{2 R_{0}(d-2)} z^{2}+\mathcal{O}\left(z^{4}\right) \tag{5.51}
\end{equation*}
$$

which we need to plug back into our functionals.

### 5.3.1 Four dimensions

For general CFTs in four dimensions, the universal contribution to the entanglement entropy for a smooth entangling surface characterized by some scale $\ell$ is given by Solodukhin's formula [70, 71]

$$
\begin{equation*}
S_{\mathrm{EE}}^{(4)} \supset-\frac{1}{2 \pi} \int_{\partial A} \mathrm{~d}^{2} y \sqrt{\gamma}\left[a \mathcal{R}+c\left(\operatorname{tr} k^{2}-\frac{1}{2} k^{2}\right)\right] \log \left(\frac{\ell}{\delta}\right), \tag{5.52}
\end{equation*}
$$

where $\mathcal{R}$ is the Ricci scalar of the induced metric induced on $\partial A, \gamma_{i j}$, and here and in the next subsection we use the notation $k \equiv \gamma^{i j} k_{i j}$ and $\operatorname{tr} k^{n} \equiv k_{i_{1}}^{i_{2}} k_{i_{2}}^{i_{3}} \ldots k_{i_{n}}^{i_{1}}$, where $k_{i j}$ is the extrinsic curvature. $a$ and $c$ are the coefficients appearing in the usual trace-anomaly expression [75]

$$
\begin{equation*}
\left\langle T_{a}^{a}\right\rangle=-\frac{a}{16 \pi^{2}} \mathcal{X}_{4}+\frac{c}{16 \pi^{2}} C_{a b c d} C^{a b c d} \tag{5.53}
\end{equation*}
$$

where $\mathcal{X}_{4}$ and $C_{a b c d}$ are the Euler density and Weyl tensor of the curved manifold in which the CFT is considered.

Let us then start considering our holographic functionals for $d=4$ and $j=0$. For eq. (5.50) one finds

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}=\frac{\pi L_{\star}^{3} L_{y}}{2 G} \int_{\delta}^{z_{\max }} \mathrm{d} z\left[\frac{R_{0}}{z^{3}}-\frac{1}{8 R_{0} z}+\ldots\right]=\cdots-\frac{c_{\mathrm{E}}}{2} \frac{L_{y}}{R_{0}} \log \left(R_{0} / \delta\right)+\ldots, \tag{5.54}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\mathrm{E}}=\frac{\pi L_{\star}^{3}}{8 G} . \tag{5.55}
\end{equation*}
$$

[^14]This takes the form expected for a cylinder region in general CFTs, where the value of $c_{\mathrm{E}}$ matches the corresponding trace anomaly charge. In our conventions, this is in turn related to the stress-tensor two-point function charge ${ }^{20} C_{T}$ through $c=\pi^{4} C_{T} / 40$ for general theories - compare with $C_{T}^{\mathrm{E}}$ in eq. (5.59).

Performing the analogous calculations for quadratic and cubic theories, we observe that introducing the expansion eq. (5.51) in the corresponding functionals there are three kinds of terms which appear multiplying the Einstein gravity integrand in eq. (5.54): terms coming from the Wald pieces, which are constant; terms involving products of two extrinsic curvatures, which are $\sim z^{2}$; and terms involving products of four extrinsic curvatures, which go with $\sim z^{4}$. Terms of the latter kind do not contribute to $c$, which is a manifestation of the splitting-independent nature of this coefficient. The final result for $c_{\text {Riem }}{ }^{2}$ and $c_{\text {Riem }}{ }^{3}$ reads

$$
\begin{align*}
& c_{\text {Riem }^{2}}=\left[1-40 \alpha_{1}-8 \alpha_{2}+4 \alpha_{3}\right] c_{\mathrm{E}},  \tag{5.56}\\
& c_{\text {Riem }^{3}}=\left[1+21 \beta_{1}-36 \beta_{2}-8 \beta_{3}-40 \beta_{4}+48 \beta_{5}+48 \beta_{6}+240 \beta_{7}+1200 \beta_{8}\right] c_{\mathrm{E}} . \tag{5.57}
\end{align*}
$$

These are again in agreement with the general relation with $C_{T}$. Indeed, for general quadratic and cubic theories in $d$-dimensions one finds

$$
\begin{align*}
C_{T}^{\text {Riem }}{ }^{2} & {\left[1-2 d(d+1) \alpha_{1}-2 d \alpha_{2}+4(d-3) \alpha_{3}\right] C_{T}^{\mathrm{E}} }  \tag{5.58}\\
C_{T}^{\mathrm{Riem}}{ }^{3}= & {\left[1+3(3 d-5) \beta_{1}-12(2 d-5) \beta_{2}-2 d(2 d-7) \beta_{3}-2 d(2 d-7)(d+1) \beta_{4}+3 d^{2} \beta_{5}\right.} \\
& \left.+3 d^{2} \beta_{6}+3 d^{2}(d+1) \beta_{7}+3 d^{2}(d+1)^{2} \beta_{8}\right] C_{T}^{\mathrm{E}},
\end{align*}
$$

where the Einstein gravity result reads

$$
\begin{equation*}
C_{T}^{\mathrm{E}}=\frac{\Gamma[d+2]}{8(d-1) \Gamma\left[\frac{d}{2}\right] \pi^{\frac{d+2}{2}}} \frac{L_{\star}^{d-1}}{G} . \tag{5.59}
\end{equation*}
$$

These results for $C_{T}$ can be obtained in different ways. A simple one consists in computing the linearized equations of the theory around an AdS background. For a general higher-curvature gravity, these are fourth-order equations which describe the dynamics of a massive scalar mode and a ghost-like massive graviton in addition to the usual general relativity massless graviton. The resulting equations can be characterized in terms of the masses of the new two modes as well as an effective Newton constant [63, 77]. This generically takes the form $G_{\text {eff }}=G / \gamma$, where $\gamma$ depends on the higher-curvature couplings. Via holography, a rescaling of $G$ is equivalent to a rescaling of the stress-tensor charge $C_{T}$, which becomes $\gamma C_{T}^{\mathrm{E}}$. $G_{\text {eff }}$ was computed in [63] explicitly for general quadratic, cubic and quartic gravities in general dimensions, so we can easily obtain the values of $C_{T}$ shown above. In the particular cases of Lovelock, Quasi-topological and Einsteinian cubic gravity

[^15]densities, they reduce to
\[

$$
\begin{align*}
C_{T}^{\mathcal{X}_{4}} & =\left[1-2(d-2)(d-3) \lambda_{2}\right] C_{T}^{\mathrm{E}}  \tag{5.60}\\
C_{T}^{\mathcal{X}_{6}} & =[1+3(d-2)(d-3)(d-4)(d-5)] C_{T}^{\mathrm{E}},  \tag{5.61}\\
C_{T}^{\mathrm{QTG}} & =\left[1-3 \mu_{\mathrm{QTG}}\right] C_{T}^{\mathrm{E}},  \tag{5.62}\\
C_{T}^{\mathrm{ECG}} & =\left[1-3 \mu_{\mathrm{ECG}}\right] C_{T}^{\mathrm{E}} . \tag{5.63}
\end{align*}
$$
\]

Note that all these differ from the slab coefficients $\kappa^{(d)}$ computed in the previous subsection.

### 5.3.2 Six dimensions

Let us now turn to six dimensions. In this case, a similar expression for the logarithmic term involving the trace anomaly coefficients holds for general CFTs, and is given by $[45,66]$

$$
\begin{array}{r}
S_{\mathrm{EE}}^{(6)} \supset \int_{\partial A} \mathrm{~d}^{4} y \sqrt{\gamma}\left[2 A \mathcal{X}_{4}+\frac{3 \pi}{2} B_{1}\left(3 T_{1}-2 T_{2}\right)-12 \pi B_{2} T_{2}\right.  \tag{5.64}\\
\left.+6 \pi B_{3}\left(T_{3}+9 T_{1}-12 T_{2}\right)\right] \log \left(\frac{\ell}{\delta}\right)
\end{array}
$$

where $\mathcal{X}_{4}$ is the Euler density associated to the induced metric $\gamma_{i j}$ and now

$$
\begin{align*}
& T_{1} \equiv\left(\operatorname{tr} k^{2}\right)^{2}-\frac{1}{2} k^{2} \operatorname{tr} k^{2}+\frac{1}{16} k^{4}  \tag{5.65}\\
& T_{2} \equiv \operatorname{tr} k^{4}-k \operatorname{tr} k^{3}+\frac{3}{8} k^{2} \operatorname{tr} k^{2}-\frac{3}{64} k^{4}  \tag{5.66}\\
& T_{3} \equiv\left(\nabla_{i} k\right)^{2}-\frac{25}{16} k^{4}+11 k^{2} \operatorname{tr} k^{2}-6\left(\operatorname{tr} k^{2}\right)^{2}-16 k \operatorname{tr} k^{3}+12 \operatorname{tr} k^{4} \tag{5.67}
\end{align*}
$$

Similarly, the coefficients $A, B_{1}, B_{2}$ and $B_{3}$ are the ones appearing in the trace anomaly, which in this case takes the form [78-81]

$$
\begin{equation*}
\left\langle T_{a}^{a}\right\rangle=\sum_{i=1}^{3} B_{i} I_{i}+2 A \mathcal{X}_{6} \tag{5.68}
\end{equation*}
$$

where $\mathcal{X}_{6}$ is the Euler density and the $I_{i}$ are cubic conformal invariants given by

$$
\begin{align*}
& I_{1} \equiv C_{d a b c} C^{a e f b} C_{e}^{d c} f, \quad I_{2} \equiv C_{a b}^{c d} C_{c d}^{e f} C_{e f}^{a b}  \tag{5.69}\\
& I_{3} \equiv C_{a c e g}\left(\nabla^{2} \delta_{b}^{a}+4 R_{b}^{a}-\frac{6}{5} R \delta_{b}^{a}\right) C^{b c e g} \tag{5.70}
\end{align*}
$$

For the entangling regions we are considering here, the induced metric on $d=6$ Minkowski space reads

$$
\begin{equation*}
d s_{\gamma}^{2}=\mathrm{d} \vec{y}_{(3-j)}^{2}+R_{0}^{2} \mathrm{~d} \Omega_{(j+1)}^{2} . \tag{5.71}
\end{equation*}
$$

The relevant expressions for the extrinsic curvature invariants read

$$
\begin{equation*}
k=\frac{(j+1)}{R_{0}}, \quad \operatorname{tr} k^{n}=\frac{(j+1)}{R_{0}^{n}} \tag{5.72}
\end{equation*}
$$

and from this, one finds

$$
\begin{align*}
\mathcal{X}_{4} & =\frac{(j-2)(j-1) j(j+1)}{R_{0}^{4}},  \tag{5.73}\\
T_{1} & =\frac{(j-3)^{2}(j+1)^{2}}{16 R_{0}^{4}}  \tag{5.74}\\
T_{2} & =-\frac{(j-3)(j+1)(7+3 j(j-2))}{64 R_{0}^{4}},  \tag{5.75}\\
T_{3} & =\frac{(j-3)(j+1)(3+j(26-25 j)}{16 R_{0}^{4}}, \tag{5.76}
\end{align*}
$$

where, for completeness, we also included the value of $\mathcal{X}_{4}$ which vanishes for all the cylinderlike regions $(j=0,1,2)$. Then, the entanglement entropy universal term reduces, for general CFTs, to

$$
\begin{align*}
S_{\mathrm{EE}} \supset \frac{(j+1) \Omega_{(j+1)}}{64} & {\left[128 A j(j-1)(j-2)+3 \pi(j-3)\left[B_{1}(9 j(j-2)-11)\right.\right.}  \tag{5.77}\\
& \left.\left.+4 B_{2}(3 j(j-2)+7)-8 B_{3}(j+1)(3+7 j)\right]\right] \frac{L_{y}^{3-j}}{R_{0}^{3-j}} \log \left(\frac{\ell}{\delta}\right) .
\end{align*}
$$

On the other hand, the holographic result for Einstein gravity reads

$$
\begin{align*}
S_{\mathrm{HEE}}^{\mathrm{E}} & =\frac{L_{\star}^{5} L_{y}^{3-j} \Omega_{(j+1)}}{4 G} \int_{\delta}^{z_{\max }} \mathrm{d} z\left[\frac{R_{0}^{j+1}}{z^{5}}-\frac{3(j+1)^{2} R_{0}^{j-1}}{32 z^{3}}+\frac{(j+1)^{3}(7 j-9)}{2048 R_{0}^{3-j} z}+\cdots\right], \\
& =\cdots+\frac{(1+j)^{3}(7 j-9) \Omega_{(j+1)} L_{\star}^{5}}{8192 G} \frac{L_{y}^{3-j}}{R_{0}^{3-j}} \log \left(\frac{\ell}{\delta}\right)+\cdots \tag{5.78}
\end{align*}
$$

Comparing with eq. (5.77) for $j=0,1,2,3$ we can obtain the Einstein gravity values of $A$, $B_{1}, B_{2}, B_{3}$. The results read

$$
\begin{equation*}
A_{\mathrm{E}}=\frac{L_{\star}^{5}}{512 G}, \quad B_{1}^{\mathrm{E}}=-\frac{L_{\star}^{5}}{256 \pi G}, \quad B_{2}^{\mathrm{E}}=-\frac{L_{\star}^{5}}{1024 \pi G}, \quad B_{3}^{\mathrm{E}}=\frac{L_{\star}^{5}}{3072 \pi G}, \tag{5.79}
\end{equation*}
$$

in agreement with previous calculations [66, 82]. In particular, the value of the $A$ charge satisfies $A_{\mathrm{E}}=a_{\mathrm{E}}^{\star(6)} /\left(32 \pi^{2}\right)$, a relation which holds for general theories in the present conventions. In particular, the values of $A$ for all the rest of holographic higher-curvature theories are proportional to the corresponding coefficients $a^{\star(6)}$.

Moving to quadratic theories, the contributions without anomaly piece modify the charges in the same way as $a^{\star(6)}$, whereas the term involving two Riemanns contains an extra piece coming from a contraction of extrinsic curvatures, which in this case reads

$$
\begin{equation*}
K_{a i j} K^{a i j}=-\frac{(j-3)(j+1)}{4 L_{\star}^{2} R_{0}^{2}} z^{2}+\frac{(j-3)^{2}(j+1)^{2}}{64 L_{\star}^{2} R_{0}^{4}} z^{4}+\ldots \tag{5.80}
\end{equation*}
$$

Putting the pieces together in the quadratic functional eq. (4.10) and again comparing with eq. (5.77) we find

$$
\begin{align*}
& B_{1}^{\mathrm{Riem}^{2}}=\left[1-84 \alpha_{1}-12 \alpha_{2}+\frac{4}{3} \alpha_{3}\right] B_{1}^{\mathrm{E}}  \tag{5.81}\\
& B_{2}^{\mathrm{Riem}^{2}}=\left[1-84 \alpha_{1}-12 \alpha_{2}-\frac{28}{3} \alpha_{3}\right] B_{2}^{\mathrm{E}}  \tag{5.82}\\
& B_{3}^{\mathrm{Riem}^{2}}=\left[1-84 \alpha_{1}-12 \alpha_{2}+12 \alpha_{3}\right] B_{3}^{\mathrm{E}} \tag{5.83}
\end{align*}
$$

We have verified that these results reduce to the ones found in [83] for seven-dimensional Critical Gravity [84, 85]. In that case, $\alpha_{1}=-1 / 240, \alpha_{2}=1 / 20, \alpha_{3}=-1 / 16$ and the charges read $B_{1}^{\mathrm{CG}}=2 / 3, B_{1}^{\mathrm{CG}}=4 / 3, B_{3}^{\mathrm{CG}}=0$. It is also easy to verify that the resulting charges satisfy the relation $3 B_{3}=\left(B_{2}-B_{1} / 2\right)$, which holds for theories that are unaffected by the splittings choice, as argued in [45].

Proceeding analogously with the cubic densities, we obtain

$$
\begin{align*}
& B_{1}^{\text {Riem }^{3}}=\left[1+39 \beta_{1}-20 \beta_{2}+4 \beta_{3}+28 \beta_{4}+108 \beta_{5}+108 \beta_{6}+756 \beta_{7}+5292 \beta_{8}\right] B_{1}^{\mathrm{E}},  \tag{5.84}\\
& B_{2}^{\text {Riem }^{3}}=\left[1+7 \beta_{1}-20 \beta_{2}+68 \beta_{3}+476 \beta_{4}+108 \beta_{5}+108 \beta_{6}+756 \beta_{7}+5292 \beta_{8}\right] B_{2}^{\mathrm{E}},  \tag{5.85}\\
& B_{3}^{\text {Riem }^{3}}=\left[1+39 \beta_{1}-84 \beta_{2}-60 \beta_{3}-420 \beta_{4}+108 \beta_{5}+108 \beta_{6}+756 \beta_{7}+5292 \beta_{8}\right] B_{3}^{\mathrm{E}} . \tag{5.86}
\end{align*}
$$

We can check, at this order, which theories satisfy the $3 B_{3}-\left(B_{2}-B_{1} / 2\right)=0$ condition. Evaluating the quantity in the left-hand side, one obtains

$$
\begin{equation*}
3 B_{3}-\left(B_{2}-B_{1} / 2\right)=-\frac{\left(\beta_{1}+2 \beta_{2}\right) L_{\star}^{2}}{32 \pi G} \tag{5.87}
\end{equation*}
$$

Hence, such a combination vanishes for all theories for which $\beta_{1}=-2 \beta_{2}$. This includes, in particular, the cubic Lovelock density, in agreement with the result of [66]. The explicit expressions for the quadratic and cubic theories read

$$
\begin{array}{ll}
B_{1}^{\mathcal{X}_{4}}=\left[1-\frac{104}{3} \lambda_{2}\right] B_{1}^{\mathrm{E}}, & B_{2}^{\mathcal{X}_{4}}=\left[1-\frac{136}{3} \lambda_{2}\right] B_{2}^{\mathrm{E}},
\end{array} \quad B_{3}^{\mathcal{X}_{4}}=\left[1-24 \lambda_{2}\right] B_{3}^{\mathrm{E}}, ~ 子 B_{1}^{\mathcal{X}_{6}}=\left[1+200 \lambda_{3}\right] B_{2}^{\mathrm{E}}, \quad B_{3}^{\mathcal{X}_{6}}=\left[1+72 \lambda_{3}\right] B_{3}^{\mathrm{E}} .
$$

### 5.4 Corner regions

In this subsection we construct the universal function characteristic of corner regions for general holographic cubic gravities using the perturbative HEE functionals. We show that the introduction of such terms in the bulk Lagrangian modifies the angular dependence of the Einstein gravity function, as opposed to previously considered quadratic and $f(R)$ theories. We compute the new functions explicitly and perform some comparisons with the analogous ones corresponding to free scalars and fermions.

General aspects of corner entanglement. The structure of divergences and universal terms in the entanglement entropy gets modified when the entangling surface $\partial A$ contains geometric singularities - see e.g., [86, 87] for some general accounts of this phenomenon in various dimensions. Here, we will focus on the prototypical example of (straight) corners
in $d=3$ CFTs. Given a fixed time slice, the entanglement entropy corresponding to a corner region of opening angle $\theta$ in the ground state of a CFT regulated by a UV cutoff $\delta$ takes the form

$$
\begin{equation*}
S_{\mathrm{EE}}=b_{1} \frac{H}{\delta}-a(\theta) \log (H / \delta)+b_{0} \tag{5.90}
\end{equation*}
$$

Here, $H$ is an IR regulator and $b_{1}$ is a non-universal coefficient. On the other hand, $b_{0}$ is a coefficient which generically contains a universal non-local contribution and a non-universal part of intrinsically local nature induced by possible redefinitions of the regulator $\delta$.

With respect to the case of smooth regions, the novelty here is the appearance of a new logarithmic divergence controlled by the corner function $a(\theta)$, of universal nature. By now, many aspects of this function have been studied in a plethora of contexts - e.g., for free fields [88-94], for large- $N$ vector models [95], for holographic theories [19, 65, 73, 96-106], in interacting lattice models [107-114], and for general CFTs [18, 115-118]. As a result of this thorough study, the function $a(\theta)$ has been shown to satisfy a number of properties, universal relations and bounds which we summarize now.

On the one hand, the purity of the ground state, which implies the well-known relation $S_{\mathrm{EE}}(A)=S_{\mathrm{EE}}(\bar{A})$, requires $a(\theta)=a(2 \pi-\theta)$. Besides, using strong subadditivity and Lorentz invariance one can show that [89]

$$
\begin{equation*}
a(\theta) \geq 0, \quad \partial_{\theta} a(\theta) \leq 0, \quad \partial_{\theta}^{2} a(\theta) \geq-\frac{\partial_{\theta} a(\theta)}{\sin \theta}, \quad \text { for } \quad \theta \in[0, \pi] \tag{5.91}
\end{equation*}
$$

In particular, this implies that $a(\theta)$ is a positive, monotonously-decreasing and convex function of the opening angle as we vary it from $\theta \sim 0$, corresponding to a very sharp corner, to $\theta \sim \pi$, corresponding to a very open, almost-smooth, corner. In those two limits, the function behaves, respectively, as [88-90]

$$
\begin{equation*}
a(\theta \simeq 0)=\frac{\kappa}{\theta}+\mathcal{O}(\theta), \quad a(\theta \simeq \pi)=\sigma \cdot(\theta-\pi)^{2}+\sum_{p=2} \sigma^{(p-1)} \cdot(\theta-\pi)^{2 p} \tag{5.92}
\end{equation*}
$$

In the first expression, $\kappa$ is a constant which can be shown to coincide with the slab coefficient $\kappa^{(3)}$ - see eq. (5.22) above - for general theories [65, 86]. In the second formula, we have made manifest the fact that only even powers appear in the expansion. The leading coefficient, $\sigma$, turns out to be related to the stress-energy tensor two-point function coefficient $C_{T}$ through

$$
\begin{equation*}
\sigma=\frac{\pi^{2}}{24} C_{T}, \tag{5.93}
\end{equation*}
$$

for general CFTs. This relation was conjectured in [18] based on holographic and free-field calculations and proved in full generality in [115] - see also [19, 94, 119] for intermediate progress and partial proofs. In fact, the full corner functions of all CFTs considered so far in the literature turn out to become very close to each other when normalized by $C_{T}$ [18].

Using eq. (5.93) and the third relation in eq. (5.91), a lower bound on $a(\theta)$ valid for general CFTs was obtained in [116]. This takes the form

$$
\begin{equation*}
a(\theta) \geq \mathfrak{a}_{\min }(\theta), \quad \text { where } \quad \mathfrak{a}_{\min }(\theta) \equiv \frac{\pi^{2} C_{T}}{3} \log [1 / \sin (\theta / 2)] \tag{5.94}
\end{equation*}
$$

where $C_{T}$ is to be understood as the one corresponding to the theory we are comparing with. The bound turns out to be pretty tight for all theories considered so far, even for considerably small values of the opening angle [116] - see also [120]. In particular, the actual values found from numerical and lattice simulations corresponding to various models for $\theta=\pi / 2$, all fall within the approximate range $a(\pi / 2) / C_{T} \in(1.2,1.3)[108-110,114]$, whereas the bound value reads $\mathfrak{a}_{\min }(\pi / 2) / C_{T} \simeq 1.1402$.

Additional lower bounds valid also for the general Rényi entropy versions of $a(\theta)$ can be constructed using the inequalities

$$
\begin{equation*}
\operatorname{det}\left\{\partial_{\theta}^{j+k+2} a_{n}(\theta)\right\}_{j, k=0}^{M-1} \geq 0 \tag{5.95}
\end{equation*}
$$

which follow from the reflection positivity property of Euclidean QFTs [121]. Such bounds were explored in $[114,116]$ and suggest, in particular, that all coefficients in the almostsmooth expansion in eq. (5.92) are positive, i.e., $\sigma^{(p-1)}>0 \forall p .{ }^{21}$ In fact, for sufficiently large $p$, it was observed in [116] that those coefficients behave as

$$
\begin{equation*}
\sigma^{(p)} \simeq \frac{2 \kappa}{\pi^{2 p+3}}, \quad p \gg 1 \tag{5.96}
\end{equation*}
$$

where $\kappa$ is the sharp-limit coefficient.
The results mentioned so far are valid for general CFTs. Theories for which $a(\theta)$ has been actually computed for general values of the opening angle are nonetheless scarce. For free scalars and fermions, $a(\theta)$ was obtained numerically from a complicated set of coupled differential and algebraic equations in [88-90]. In addition, the Ryu-Takayanagi prescription allowed for the computation of the corresponding corner function for holographic theories dual to Einstein gravity [96]. The resulting expression is shown below in eq. (5.113) and is given implicitly in terms of two integrals. The only two cases for which a completely explicit expression for $a(\theta)$ is known correspond, respectively, to certain Lifshitz quantum critical points [122] and the so-called "Extensive Mutual Information model" [123-125]. The corresponding corner functions read

$$
\begin{equation*}
a_{\text {Lif. }}(\theta)=\frac{(\theta-\pi)^{2}}{\theta(2 \pi-\theta)}, \quad a_{\text {EMI }}(\theta)=1+(\pi-\theta) \cot \theta . \tag{5.97}
\end{equation*}
$$

Using these two functions, it is possible to construct a simple approximation to the corner function of any CFT provided one knows the values of the corresponding sharp and smooth coefficients, $\kappa$ and $\sigma$. This is given by [91]

$$
\begin{equation*}
\tilde{a}(\theta)=\frac{2 \pi(\kappa-3 \pi \sigma)}{\pi^{2}-6} \frac{(\theta-\pi)^{2}}{\theta(2 \pi-\theta)}-\frac{3\left(2 \kappa-\pi^{3} \sigma\right)}{\pi\left(\pi^{2}-6\right)}[1+(\pi-\theta) \cot \theta] \tag{5.98}
\end{equation*}
$$

This respects the asymptotic behavior both as $\theta \rightarrow 0$ and as $\theta \rightarrow \pi$ and produces very precise approximations to the actual free-field and Einstein gravity results. In all cases, the relative agreement is always better than $99 \%$ for all values of $\theta$. If access to some of the subleading coefficients $\sigma^{(p)}$ is also available, improved ansatze can be constructed, as shown in [114].

[^16]Einstein gravity. Let us quickly review how the corner function is obtained for Einstein gravity $[96,126]$. First, it is useful to write the $\mathrm{AdS}_{3}$ metric as

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{L_{\star}^{2}}{z^{2}}\left[\mathrm{~d} \tau^{2}+\mathrm{d} z^{2}+\mathrm{d} r^{2}+r^{2} \mathrm{~d} \phi^{2}\right] . \tag{5.99}
\end{equation*}
$$

The corner region is defined by $\tau=0, r \geq 0,|\phi| \leq \theta / 2$. We can parametrize the bulk surface as $z=r h(\phi)$, where $h(\phi)$ is a function satisfying $h(\phi \rightarrow \pm \theta / 2) \rightarrow 0$. Unit normals to the surface are given by

$$
\begin{equation*}
n_{1}=\frac{z}{L_{\star}} \partial_{\tau}, \quad n_{2}=\frac{z}{L_{\star} \sqrt{1+h^{2}+\dot{h}^{2}}}\left[\partial_{z}-h \partial_{r}-\frac{\dot{h}}{r} \partial_{\phi}\right] . \tag{5.100}
\end{equation*}
$$

Using these we have

$$
\begin{align*}
h_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=\frac{L_{\star}^{2}}{z^{2}} & {\left[\mathrm{~d} \tau^{2}+\frac{1}{\left(1+h^{2}+\dot{h}^{2}\right)}\left[\left(h^{2}+\dot{h}^{2}\right) \mathrm{d} z^{2}+\left(1+\dot{h}^{2}\right) \mathrm{d} r^{2}\right.\right.}  \tag{5.101}\\
& \left.\left.+r^{2}\left(1+h^{2}\right) \mathrm{d} \phi^{2}+2 h \mathrm{~d} z \mathrm{~d} r+2 r \dot{h} \mathrm{~d} z \mathrm{~d} \phi-2 r h \dot{h} \mathrm{~d} r \mathrm{~d} \phi\right]\right] . \tag{5.102}
\end{align*}
$$

Projectors on the surface are given by

$$
\begin{equation*}
t_{r}=h \partial_{z}+\partial_{r}, \quad t_{\phi}=r \dot{h} \partial_{z}+\partial_{\phi} \tag{5.103}
\end{equation*}
$$

and the projected induced metric reads

$$
\begin{equation*}
h_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j}=\frac{L_{\star}^{2}}{r^{2} h^{2}}\left[\left(1+h^{2}\right) \mathrm{d} r^{2}+r^{2}\left(1+\dot{h}^{2}\right) \mathrm{d} \phi^{2}+2 r h \dot{h} \mathrm{~d} r \mathrm{~d} \phi\right] . \tag{5.104}
\end{equation*}
$$

The non-vanishing components of the extrinsic curvatures, $K_{i j}^{2}$, are in turn given by

$$
\begin{align*}
K_{r r}^{2} & =\frac{-L_{\star}\left(1+h^{2}\right)}{r^{2} h^{2} \sqrt{1+h^{2}+\dot{h}^{2}}}, \quad K_{r \phi}^{2}=\frac{-L_{\star} \dot{h}}{r h \sqrt{1+h^{2}+\dot{h}^{2}}},  \tag{5.105}\\
K_{\phi \phi}^{2} & =\frac{-L_{\star}\left(1+h^{2}+\dot{h}^{2}+\ddot{h} h\right)}{h^{2} \sqrt{1+h^{2}+\dot{h}^{2}}} . \tag{5.106}
\end{align*}
$$

These are all the pieces we will need to evaluate the corner function for perturbative higherorder gravities.

For our parametrization of the holographic entangling surface, the Ryu-Takayanagi functional becomes

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}=\frac{L_{\star}^{2}}{2 G} \int_{\delta / h_{0}}^{H} \frac{\mathrm{~d} r}{r} \int_{0}^{\theta / 2-\epsilon} \mathrm{d} \phi \frac{\sqrt{1+h^{2}+\dot{h}^{2}}}{h^{2}} \tag{5.107}
\end{equation*}
$$

where we already made manifest the UV cutoff at $z=\delta$ and where $h_{0} \equiv h(0)$ is the maximum value taken by the function $h(\phi)$. Also, the angular cutoff $\epsilon$ is defined through the condition $r h(\theta / 2-\epsilon)=\delta$, which means that the integral over $r$ cannot be performed without doing the angular one first. The extremal surface condition, $K^{2}=0$, reads

$$
\begin{equation*}
2+3 h^{2}+h^{4}+2 \dot{h}^{2}+h\left(1+h^{2}\right) \ddot{h}=0 . \tag{5.108}
\end{equation*}
$$

This has a first integral,

$$
\begin{equation*}
\frac{1+h^{2}}{h^{2} \sqrt{1+h^{2}+\dot{h}^{2}}}=\frac{\sqrt{1+h_{0}^{2}}}{h_{0}^{2}}, \tag{5.109}
\end{equation*}
$$

which can be used to write $\dot{h}$ in terms of $h$ in the RT functional. Trading the integral over $\phi$ by one over $h$ and making the change of variables $y=\sqrt{1 / h^{2}-1 / h_{0}^{2}}$ we are left with

$$
\begin{align*}
S_{\mathrm{HEE}}^{\mathrm{E}} & =\frac{L_{\star}^{2}}{2 G} \int_{\delta / h_{0}}^{H} \frac{\mathrm{~d} r}{r} \int_{0}^{\sqrt{(r / \delta)^{2}-1 / h_{0}^{2}}} \mathrm{~d} y \sqrt{\frac{1+h_{0}^{2}\left(1+y^{2}\right)}{2+h_{0}^{2}\left(1+y^{2}\right)}}  \tag{5.110}\\
& =\frac{L_{\star}^{2}}{2 G} \int_{\delta / h_{0}}^{H} \frac{\mathrm{~d} r}{r} \int_{0}^{\infty} \mathrm{d} y\left[\sqrt{\frac{1+h_{0}^{2}\left(1+y^{2}\right)}{2+h_{0}^{2}\left(1+y^{2}\right)}}-1\right]+\frac{L_{\star}^{2}}{2 G} \int_{\delta / h_{0}}^{H} \frac{\mathrm{~d} r}{r} \sqrt{\frac{r^{2}}{\delta^{2}}-\frac{1}{h_{0}^{2}}} . \tag{5.111}
\end{align*}
$$

Expanding this expression for small $\delta$ one finally obtains

$$
\begin{equation*}
S_{\mathrm{HEE}}^{\mathrm{E}}=\frac{L_{\star}^{2}}{2 G} \frac{H}{\delta}-a_{\mathrm{E}}(\theta) \log (H / \delta)+\mathcal{O}\left(\delta^{0}\right), \tag{5.112}
\end{equation*}
$$

in agreement with the general expression eq. (5.90). The result for the Einstein gravity corner function can be written as $[96,126]$

$$
\begin{align*}
a_{\mathrm{E}}(\theta) & =\frac{L_{\star}^{2}}{2 G} \int_{0}^{+\infty} \mathrm{d} y\left[1-\sqrt{\frac{1+h_{0}^{2}\left(1+y^{2}\right)}{2+h_{0}^{2}\left(1+y^{2}\right)}}\right]  \tag{5.113}\\
\theta & =\int_{0}^{h_{0}} \mathrm{~d} h \frac{2 \sqrt{1+h_{0}^{2}} h^{2}}{\sqrt{1+h^{2}} \sqrt{\left(h_{0}^{2}-h^{2}\right)\left(h_{0}^{2}+\left(1+h_{0}^{2}\right) h^{2}\right)}} \tag{5.114}
\end{align*}
$$

where the dependence on the opening angle follows implicitly from the relation $h_{0}(\theta)$ determined by the second integral. The above expressions can be alternatively written in terms of elliptic functions [127] as

$$
\begin{align*}
a_{\mathrm{E}}(\theta) & =\frac{L_{\star}^{2}}{2 G} \sqrt{1+\frac{2}{h_{0}^{2}}}\left[\mathbb{E}\left[\frac{1}{2+h_{0}^{2}}\right]-\frac{\left(1+h_{0}^{2}\right)}{\left(2+h_{0}^{2}\right)} \mathbb{K}\left[\frac{1}{2+h_{0}^{2}}\right]\right],  \tag{5.115}\\
\theta & =-\frac{2 h_{0}}{\sqrt{2+h_{0}^{2}\left(3+h_{0}^{2}\right)}}\left[\mathbb{K}\left[\frac{1}{2+h_{0}^{2}}\right]-\Pi\left[\frac{1+h_{0}^{2}}{2+h_{0}^{2}}, \frac{1}{2+h_{0}^{2}}\right]\right] . \tag{5.116}
\end{align*}
$$

It can be verified that $a_{\mathrm{E}}(\theta)$ satisfies all properties explained in the previous subsection. Values of the opening angle close to $\theta=\pi$ correspond to $h_{0} \rightarrow \infty$, and an expansion of the $\theta\left(h_{0}\right)$ integral in that case can be obtained and inverted giving
$h_{0}=\left(\frac{\pi}{\pi-\theta}\right)-\frac{3}{4}\left(\frac{\pi-\theta}{\pi}\right)-\frac{11}{64}\left(\frac{\pi-\theta}{\pi}\right)^{3}-\frac{17}{256}\left(\frac{\pi-\theta}{\pi}\right)^{5}-\frac{383}{16384}\left(\frac{\pi-\theta}{\pi}\right)^{7}+\mathcal{O}(\pi-\theta)^{9}$.
Inserting this in $a_{\mathrm{E}}(\theta)$ one obtains an expansion of the form of the second expression in eq. (5.92), where the leading smooth-limit coefficients are given by $[65,116]$

$$
\sigma_{\mathrm{E}}=\frac{L_{\star}^{2}}{8 \pi G}, \quad \sigma_{\mathrm{E}}^{\prime}=\frac{5 L_{\star}^{2}}{64 \pi^{3} G}, \quad \sigma_{\mathrm{E}}^{\prime \prime}=\frac{37 L_{\star}^{2}}{512 \pi^{5} G}, \quad \sigma_{\mathrm{E}}^{\prime \prime \prime}=\frac{585 L_{\star}^{2}}{8192 \pi^{7} G}, \quad \sigma_{\mathrm{E}}^{(4)}=\frac{9399 L_{\star}^{2}}{131072 \pi^{9} G} .
$$

As many higher-order coefficients as desired can be determined analytically in the same way. On the other hand, the sharp limit coefficient is given by [65]

$$
\begin{equation*}
\kappa_{\mathrm{E}}=\frac{L_{\star}^{2}}{2 \pi G} \Gamma[3 / 4]^{4} . \tag{5.118}
\end{equation*}
$$

Quadratic theories. As observed in [65], the only modification produced on the Einstein gravity corner function $a_{\mathrm{E}}(\theta)$ which arises from including quadratic or $f(R)$ terms in the gravitational action is an overall constant shift. In particular, for an action of the form eq. (4.8) one finds

$$
\begin{equation*}
a_{\text {Riem }^{2}}(\theta)=\left[1-24 \alpha_{1}-6 \alpha_{2}\right] a_{\mathrm{E}}(\theta) . \tag{5.119}
\end{equation*}
$$

Hence, no new functional dependence on the opening angle is found from these gravitational interactions. As discussed in some detail in the same paper, the reason for this can be easily understood. On the one hand, all terms involving bulk curvatures will reduce to terms proportional to the Ryu-Takayanagi functional when evaluated on the pure $\mathrm{AdS}_{4}$ background we are considering. On the other hand, any term proportional to $K^{a} K_{a}$ will also be extremized by RT surfaces, since the extremal surface condition reads $K^{a}=0$. As a consequence, terms proportional to $K^{a} K_{a}$ in the action will simply vanish on extremal surfaces and will not contribute. Finally, a term like $K_{a i j} K^{a i j}$ can also be deduced not to contribute from the fact that we can replace the $R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}$ piece by the Gauss-Bonnet density (plus additional $R^{2}$ and $R_{\mu \nu} R^{\mu \nu}$ terms) whose contribution to the EE functional is the intrinsic Ricci scalar on the RT surface [28, 29], which is a topological term in $(d-1)=2$ dimensions and therefore makes no contribution to the equations of motion. In this case, it does not even modify the Einstein gravity result by an overall constant.

Our results here allow us to compute the corner function for cubic theories and verify that non-trivial modifications of $a_{\mathrm{E}}(\theta)$ arise in the presence of such terms.

Cubic theories. Let us then consider a general cubic action of the form eq. (4.14). If we only turn on the couplings corresponding to $\mathcal{L}_{i}^{(3)}$ with $i=3,4,5,6,7,8$ we find that, similarly to the quadratic case, the corner function is the same as for Einstein gravity up to an overall factor. In the $i=5,6,7,8$ cases, the fact that the functionals have no anomaly contribution imply that the overall coefficient correcting the Einstein gravity result is the same as for $a^{\star(3)}$. For $i=3,4$, even though there is no modification in the functional dependence of the corner function, there is a modification to the overall coefficient coming from the anomaly terms. The result for all these densities reads

$$
\begin{equation*}
a_{\mathcal{L}_{(3,4,5,6,7,8)}^{(3)}}(\theta)=\left[1+6 \beta_{3}+24 \beta_{4}+27 \beta_{5}+27 \beta_{6}+108 \beta_{7}+432 \beta_{8}\right] a_{\mathrm{E}}(\theta) . \tag{5.120}
\end{equation*}
$$

On the other hand, $\mathcal{L}_{1}^{(3)}$ and $\mathcal{L}_{2}^{(3)}$ do modify the angular dependence of $a_{\mathrm{E}}$. Keeping only those two terms in the action, we find instead

$$
\begin{equation*}
a_{\mathcal{L}_{(1,2)}^{(3)}}(\theta)=\left[1+6 \beta_{1}+12 \beta_{2}\right] a_{\mathrm{E}}(\theta)+\sum_{i=1}^{2} \beta_{i} g_{i}(\theta), \tag{5.121}
\end{equation*}
$$

where

$$
\begin{align*}
& g_{1}(\theta) \equiv+\frac{L_{\star}^{2}}{2 G} \int_{0}^{+\infty} \frac{3\left(1+h_{0}^{2}\right)\left[3+h_{0}^{2}\left(5+4 y^{2}\right)+2 h_{0}^{4}\left(1+y^{2}\right)^{2}\right]}{\left[1+h_{0}^{2}\left(1+y^{2}\right)\right]^{7 / 2} \sqrt{2+h_{0}^{2}\left(1+y^{2}\right)}} \mathrm{d} y,  \tag{5.122}\\
& g_{2}(\theta) \equiv-\frac{L_{\star}^{2}}{2 G} \int_{0}^{+\infty} \frac{6\left(1+h_{0}^{2}\right)\left[3+h_{0}^{2}\left(7+8 y^{2}\right)+4 h_{0}^{4}\left(1+y^{2}\right)^{2}\right]}{\left[1+h_{0}^{2}\left(1+y^{2}\right)\right]^{7 / 2} \sqrt{2+h_{0}^{2}\left(1+y^{2}\right)}} \mathrm{d} y . \tag{5.123}
\end{align*}
$$

Hence, at cubic order we find the first examples of holographic corner functions which modify the angular dependence of $a(\theta)$ in a nontrivial way with respect to the Einstein gravity case.

As we mentioned earlier, the almost-smooth limit of the corner function is controlled by $C_{T}$ for all CFTs. For cubic theories, the result for this coefficient appears in eq. (5.58) above. In $d=3$ one finds

$$
\begin{equation*}
C_{T}^{\mathrm{Riem}}{ }^{3}=\left[1+12 \beta_{1}-12 \beta_{2}+6 \beta_{3}+24 \beta_{4}+27 \beta_{5}+27 \beta_{6}+108 \beta_{7}+432 \beta_{8}\right] C_{T}^{\mathrm{E}}, \tag{5.124}
\end{equation*}
$$

where $C_{T}^{\mathrm{E}}=3 L^{2} /\left(\pi^{3} G\right)$. Now, including all cubic terms in the action, we find for the smooth limit of $a_{\text {Riem }}{ }^{3}(\theta)$ that indeed

$$
\begin{equation*}
\sigma_{\mathrm{Riem}^{3}}=\frac{\pi^{2}}{24} C_{T}^{\mathrm{Riem}^{3}}, \tag{5.125}
\end{equation*}
$$

holds, as expected. This was in fact previously verified in [19], where several general results regarding the behavior of $a(\theta)$ for holographic theories were discussed, including the fact that $\kappa$ is not universally related to $C_{T}$, as opposed to $\sigma$. The subleading coefficients in the smooth-limit expansion are modified with respect to the Einstein gravity result in an obvious way for $\mathcal{L}_{(3,4,5,6,7,8)}^{(3)}$ but in a nontrivial one for $\mathcal{L}_{1}^{(3)}$ and $\mathcal{L}_{2}^{(3)}$. The first few of them read

$$
\begin{array}{rlr}
\sigma_{\mathcal{L}_{(1,2)}^{(3)}} & =\left[1+12 \beta_{1}-12 \beta_{2}\right] \sigma_{\mathrm{E}}, & \sigma_{\mathcal{L}_{(1,2)}^{(3)}}^{\prime}=\left[1+15 \beta_{1}-6 \beta_{2}\right] \sigma_{\mathrm{E}}^{\prime}, \\
\sigma_{\mathcal{L}_{(1,2)}^{\prime(3)}}^{\prime 3} & =\left[1+\frac{1173}{74} \beta_{1}-\frac{189}{37} \beta_{2}\right] \sigma_{\mathrm{E}}^{\prime \prime}, & \sigma_{\mathcal{L}_{(1,2)}^{\prime \prime \prime}}^{(3)}=\left[1+\frac{963}{65} \beta_{1}-\frac{414}{65} \beta_{2}\right] \sigma_{\mathrm{E}}^{\prime \prime \prime}, \\
\sigma_{\mathcal{L}_{(1,2)}^{(3)}}^{(4)} & =\left[1+\frac{43946}{3133} \beta_{1}-\frac{24896}{3133} \beta_{2}\right] \sigma_{\mathrm{E}}^{(4)} . &
\end{array}
$$

Just like $\sigma$ is controlled by the stress-tensor two-point coefficient $C_{T}$ for general theories, it is tempting to speculate that $\sigma^{\prime}$ may be controlled by the stress-tensor three-point coefficients, which for $d=3$ CFTs can be chosen to be $C_{T}$ and an additional dimensionless coefficient, customarily denoted $t_{4}$ [128]. This possibility was pointed out in [19] and explored in [116]. There, using the available results for free fields and holographic Einstein gravity it was shown that $\sigma^{\prime}$ was not a linear combination of $C_{T}$ and $C_{T} t_{4}$ in general. Using the results obtained in [129] for $t_{4}$ for general cubic higher-curvature theories, we verify that this is not the case either for this class of theories. In the opposite limit, we find

$$
\begin{equation*}
\kappa_{\text {Riem }^{3}}=\left[1+\frac{69}{5} \beta_{1}-\frac{42}{5} \beta_{2}+6 \beta_{3}+24 \beta_{4}+27 \beta_{5}+27 \beta_{6}+108 \beta_{7}+432 \beta_{8}\right] \kappa_{\mathrm{E}} . \tag{5.129}
\end{equation*}
$$

Obviously, the coefficients for $\mathcal{L}_{i}^{(3)}$ with $i=3, \ldots, 8$ are the same as those appearing in $\sigma_{\text {Riem }}{ }^{3}$, but that is not the case for $\mathcal{L}_{1}^{(3)}$ and $\mathcal{L}_{2}^{(3)}$. On the other hand, as expected on general grounds [65, 86], $\kappa_{\text {Riem }^{3}}$ matches the coefficient of the slab EE computed above compare with eq. (5.39) for $d=3$.

We would like to perform some more comparisons of our new corner functions. For the sake of conciseness, from now on we restrict the discussion to Einsteinian cubic gravity, whose Lagrangian we introduced in eq. (4.27). We find the corner function for this theory to be given by

$$
\begin{equation*}
a_{\mathrm{ECG}}(\theta)=(1+3 \mu) a_{\mathrm{E}}(\theta)-\frac{\mu L_{\star}^{2}}{2 G} \int_{0}^{\infty} \mathrm{d} y \frac{3\left(1+h_{0}^{2}\right)\left(15+8 h_{0}^{4}\left(1+y^{2}\right)^{2}+h_{0}^{2}\left(23+16 y^{2}\right)\right)}{4\left(1+h_{0}^{2}\left(1+y^{2}\right)\right)^{7 / 2} \sqrt{2+h_{0}^{2}\left(1+y^{2}\right)}} \tag{5.130}
\end{equation*}
$$

This can be also written in terms of elliptic functions as

$$
\begin{align*}
& a_{\mathrm{ECG}}(\theta)=(1+3 \mu) a_{\mathrm{E}}(\theta)-\frac{\mu L_{\star}^{2}}{40 G h_{0} \sqrt{1+h_{0}^{2}}}\left[\left(-51-51 h_{0}^{2}+8 h_{0}^{4}\right) \mathbb{E}\left[-\frac{1}{1+h_{0}^{2}}\right]\right.  \tag{5.131}\\
&\left.+\left(51+47 h_{0}^{2}-8 h_{0}^{4}\right) \mathbb{K}\left[-\frac{1}{1+h_{0}^{2}}\right]\right] .
\end{align*}
$$

The first smooth-limit coefficients and the sharp-limit one read in this case

$$
\begin{array}{rlrl}
\sigma_{\mathrm{ECG}} & =[1-3 \mu] \sigma_{\mathrm{E}}, & \sigma_{\mathrm{ECG}}^{\prime}=\left[1-\frac{33}{4} \mu\right] \sigma_{\mathrm{E}}^{\prime} \\
\sigma_{\mathrm{ECG}}^{\prime \prime}=\left[1-\frac{2673}{296} \mu\right] \sigma_{\mathrm{E}}^{\prime \prime}, & \sigma_{\mathrm{ECG}}^{\prime \prime \prime}=\left[1-\frac{2061}{260} \mu\right] \sigma_{\mathrm{E}}^{\prime \prime \prime}, \\
\sigma_{\mathrm{ECG}}^{(4)}=\left[1-\frac{41023}{6266} \mu\right] \sigma_{\mathrm{E}}^{(4)}, & \kappa_{\mathrm{ECG}}=\left[1-\frac{123}{20} \mu\right] \kappa_{\mathrm{E}} \tag{5.134}
\end{array}
$$

The positivity of these coefficients impose the bound $\mu \leq 0.1107$ (coming from $\sigma_{\text {ECG }}^{\prime \prime} \geq 0$ ). However, as shown in [9], the general bounds on the stress-tensor three-point function coefficient $-4 \leq t_{4} \leq 4$ [7] impose more severe constraints on the allowed values of $\mu$, namely, $-0.00322 \leq \mu \leq 0.00312$. In the perturbative analysis performed in the present paper, bounds on finite values of $\mu$ are not so relevant, but we can use them to give us an idea of how much it is sensible to deviate $\mu$ from zero when performing comparisons with other theories. In figure 1 we have plotted $a_{\mathrm{ECG}}(\theta)$ for the limiting values $\mu \simeq-0.00322$ and $\mu \simeq 0.00312$ (all intermediate values of $\mu$ lie between the two curves) along with the Einstein gravity result and the free scalar $\left(t_{4}=+4\right)$ and free fermion $\left(t_{4}=-4\right)$ ones [88-90]. We can see that all curves are remarkably close to each other, in agreement with the observation/conjecture of [18] that $a(\theta) / C_{T}$ is an almost-universal quantity for general CFTs. We observe this to be the case for the whole family of theories parametrized by the continuous parameter $\mu$ lying between the limiting cases extremizing the value of $t_{4}$. By making the values of $|\mu|$ greater, we can obtain curves which deviate more significantly from the Einstein and free-field curves (see dotted lines in figure 1). However, those would correspond to toy models of CFTs which do not respect the general bounds $\left|t_{4}\right| \leq 4$. Hence,


Figure 1. We plot the corner functions (normalized by their respective charges $C_{T}$ ) for a free scalar (blue), a free fermion (red), holographic Einstein gravity (yellow) and holographic Einsteinian cubic gravity (green). For the limit value $\mu \simeq 0.00312$ corresponding to $t_{4}=+4$ (see discussion below), the curve lies very close but slightly below the Einstein gravity result (green dashed line). The case $\mu \simeq-0.00322$ corresponding to the other limit value $\left(t_{4}=-4\right)$ lies even closer but slightly above the Einstein gravity curve and just below the fermion one. The right plot is a zoom of the curves between $\theta=\pi / 4$ and $\theta=3 \pi / 8$. The orange region in the left plot is excluded for general theories by the inequality eq. (5.94). The green dotted curves correspond to the values $\mu=-0.05$ (upper curve) and $\mu=+0.05$ (lower curve) which we have included (only) in the left plot for visual reference.
it is reasonable to expect that for actual CFTs the curves will indeed fall extremely close to each other in general. In fact, the ECG curves with $t_{4}=4$ and $t_{4}=-4$ lie even closer to the Einstein gravity one than the scalar and fermion curves do. This suggests that the scalar field curve may be an upper bound for general CFTs.

On the other hand, the possibility that the Einstein gravity curve is a lower bound for general curves suggested in [18] seems to be ruled out by our analysis: the introduction of higher-curvature corrections allows to go below the Einstein gravity one. ${ }^{22}$ Note that such conjecture was also supported by the fact that while $t_{4}=0$ for Einstein gravity, both the scalar and the fermion curves - which have, respectively, the largest positive and negative values of $t_{4}$ allowed - lie above it. Here we observe that, contrary to the scalar case, ECG theories with $t_{4} \geq 0$ lie below the Einstein gravity one.

In the previous subsection, we mentioned the possibility of approximating the function $a(\theta)$ for a given theory using the values of the almost-smooth and very-sharp limit coefficients, $\sigma$ and $\kappa$. The proposed trial function $\tilde{a}(\theta)$ appears in eq. (5.98). We can use the new ECG corner functions to test the accuracy of such approximation beyond the free-field and Einstein cases explored in [91]. In figure 2, we plot $1-a(\theta) / \tilde{a}(\theta)$ for various values of the ECG coupling falling between the limiting cases of $t_{4}= \pm 4$. We observe that in all cases, the error in the approximation never exceeds $\sim 1.2 \%$ for any value of the opening angle, the approximation being slightly better for negative values of $\mu$. This provides good
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Figure 2. We plot $1-a(\theta) / \tilde{a}(\theta)$ where $a(\theta)$ is the exact corner function and $\tilde{a}(\theta)$ the trial function defined in eq. (5.98) for Einstein gravity (yellow) and ECG for different values of $\mu$ (from top to bottom: $\mu=+0.00312,+0.002,+0.001,-0.001,-0.002,-0.00322)$. The disagreement between both functions is always smaller than $\sim 1.2 \%$ throughout the whole range of values of the opening angle.
evidence that $\tilde{a}(\theta)$ can be used as an accurate approximation to the exact corner function for general CFTs.

## 6 Final comments

The main results of the paper appear summarized in the introduction. Let us conclude with some final comments.

In this paper we have obtained a new formula for the HEE functional valid for general higher-curvature gravities when considered as perturbative corrections to Einstein gravity - the covariant form of the new expression appears in eq. (3.66). This formula, which gets rid of the weighted sum over $\alpha$ present in the original functional (2.4), is computationally much simpler to use in concrete cases beyond cubic order, and allowed us to evaluate the explicit form of the functionals for general quartic densities. If desired, it should be possible to implement it in a mathematical software and compute the analogous expressions for even higher orders.

Besides its computational simplicity, the new form of the anomaly piece can be suggestively written in terms of the exponential of a differential operator - this is particularly neat for Lovelock theories, see eq. (3.40). This form may be useful for potential applications beyond HEE, which may include new versions of the second law for higher-curvature black holes, e.g., along the lines of $[130,131]$.

As we have emphasized throughout the paper, the fact that our new expression is restricted to perturbative higher-curvature theories beyond quadratic order is related to the splitting problem, which requires the identification of the precise way in which Riemann tensor components must be decomposed into pieces of different weight $q_{\alpha}$ in the original functional for a given theory. While this could be in principle determined using the procedure developed in [43] on a theory by theory basis, ${ }^{23}$ general results can be obtained

[^18]at leading order in the couplings by considering the splittings corresponding to Einstein gravity, which has been our approach in this paper. Nonetheless, we would like to stress that, in fact, our formalism should be straightforwardly adaptable to situations in which the Riemann tensor components split in a different fashion. In that case, instead of the separation into type $A$ and $B$ components one may have to introduce additional types $C$, $D$, etc., depending on the different possible weights corresponding to the different split components. One could even think of a sort of general-splitting version of our formulas.

In section 5 we have used our new expressions for cubic theories to evaluate several universal contributions to the EE characterizing the holographic CFTs they define. An analogous catalogue of coefficients could be obtained for quartic theories using the functionals presented in subsection 4.5 . Naturally, there are many possible additional applications within the HEE framework one could consider exploring using the new functionals presented here.

Having studied the perturbative case, it is natural to wonder how difficult it would be to construct functionals valid at second order in the couplings. For theories affected by the splitting problem, this would become considerably more involved. On the one hand, obtaining the right functionals would require identifying the correct splittings for the different Riemann tensor components on a theory-by-theory basis. In addition, once the functionals were available, computing actual entanglement entropies would involve determining the new entangling surfaces by solving the corresponding Euler-Lagrange equations, as the RT ones would no longer be extrema. This would be a challenging task in general, especially given the higher-order nature of the equations in such cases.
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## A Proof of identities (3.26) and (3.28)

In this appendix we present short proofs of the relations eq. (3.26) and eq. (3.28) used in the derivation of the new HEE functional formula.

For the first, we want to show that

$$
\begin{equation*}
\sum_{\lambda=0}^{\tilde{T}} \frac{(-1)^{\lambda}}{(\lambda+n)} \frac{1}{\lambda!(\tilde{T}-\lambda)!}=\frac{(n-1)!}{(\tilde{T}+n)!} . \tag{A.1}
\end{equation*}
$$

Step by step, we have

$$
\left.\left.\begin{array}{rl}
\sum_{\lambda=0}^{\tilde{T}} \frac{(-1)^{\lambda}}{(\lambda+n)} \frac{1}{\lambda!(\tilde{T}-\lambda)!} & =\sum_{\lambda=0}^{\tilde{T}} \frac{(-1)^{\lambda}}{(\lambda+n)!(\tilde{T}-\lambda)!}(\lambda+n-1) \cdots(\lambda+1) \\
& =\frac{1}{(\tilde{T}+n)!} \partial_{x}^{n-1}\left[\sum_{\lambda=0}^{\tilde{T}}\binom{\tilde{T}+n}{\lambda+n}(-1)^{\lambda} x^{\lambda+n-1}\right]_{x=1} \\
& =\frac{1}{(\tilde{T}+n)!} \partial_{x}^{n-1}\left[\sum_{\lambda=n}^{\tilde{T}+n}\binom{\tilde{T}+n}{\lambda}(-1)^{\lambda-n} x^{\lambda-1}\right]_{x=1} \\
& =\frac{1}{(\tilde{T}+n)!} \partial_{x}^{n-1}\left[\sum_{\lambda=n}^{\tilde{T}+n}(\tilde{T}+n\right. \\
\lambda
\end{array}\right)(-1)^{\lambda-n} x^{\lambda-1}\right]_{x=1}{ }^{\tilde{T}} \begin{aligned}
& \left.-\cdots-\binom{\tilde{T}+n}{n-1}(-x)^{n-2}\right] \\
& \\
& =\frac{(-1)^{n}}{(\tilde{T}+n)!} \partial_{x}^{n-1}\left[\frac{1}{x} \sum_{\lambda=0}^{\tilde{T}+n}\binom{\tilde{T}+n}{\lambda}(-x)^{\lambda}-\frac{1}{x}\binom{\tilde{T}+n}{0}\right. \\
&  \tag{A.4}\\
& =\frac{(-1)^{n}}{(\tilde{T}+n)!} \partial_{x}^{n-1}\left[\frac{(1-x)^{\tilde{T}+n}}{x}-\frac{1}{x}\right]_{x=1} \\
& \\
& =\frac{(n-1)!}{(\tilde{T}+n)!},
\end{aligned}
$$

where the first term inside the brackets does not survive after $(n-1)$ derivatives evaluated at $x=1$ because of the factor $(1-x)^{\tilde{T}+n}$, and we have used:

$$
\begin{equation*}
\partial_{x}^{n-1}\left(\frac{1}{x}\right)=\frac{(-1)^{n-1}(n-1)!}{x^{n}} \tag{A.5}
\end{equation*}
$$

As for the second identity, we want to show that

$$
\begin{equation*}
\sum_{\lambda=0}^{T} \frac{(-1)^{\lambda}}{\lambda!(T-\lambda)!} \frac{(2 \lambda+1)!}{(2 \lambda+m)!}=\frac{1}{T!(m-2)!} \int_{0}^{1} \mathrm{~d} z z\left(1-z^{2}\right)^{T}(1-z)^{m-2} \tag{A.6}
\end{equation*}
$$

In hopefully self-evident steps we find

$$
\begin{align*}
\sum_{\lambda=0}^{T} \frac{(-1)^{\lambda}}{\lambda!(T-\lambda)!} \frac{(2 \lambda+1)!}{(2 \lambda+m)!} & =\sum_{\lambda=0}^{T} \frac{(-1)^{\lambda}}{\lambda!(T-\lambda)!} \frac{1}{(2 \lambda+m) \cdots(2 \lambda+2)}  \tag{A.7}\\
& =\sum_{\lambda=0}^{T} \frac{(-1)^{\lambda}}{\lambda!(T-\lambda)!} \int_{0}^{1} \mathrm{~d} x_{1} \int_{0}^{x_{1}} \mathrm{~d} x_{2} \cdots \int_{0}^{x_{m-2}} \mathrm{~d} x_{m-1} x_{m-1}^{2 \lambda+1} \\
& =\int_{0}^{1} \mathrm{~d} x_{1} \int_{0}^{x_{1}} \mathrm{~d} x_{2} \cdots \int_{0}^{x_{m-2}} \mathrm{~d} x_{m-1} x_{m-1} \sum_{\lambda=0}^{T} \frac{\left(-x_{m-1}^{2}\right)^{\lambda}}{\lambda!(T-\lambda)!} \\
& =\frac{1}{T!} \int_{0}^{1} \mathrm{~d} x_{1} \int_{0}^{x_{1}} \mathrm{~d} x_{2} \cdots \int_{0}^{x_{m-3}} \mathrm{~d} x_{m-2} \int_{0}^{x_{m-2}} \mathrm{~d} z z\left(1-z^{2}\right)^{T}
\end{align*}
$$

where we have relabelled $x_{m-1} \equiv z$. We can reorder the integrals now using the following identity:

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x_{1} \int_{0}^{x_{1}} \mathrm{~d} x_{2} \cdots \int_{0}^{x_{m-3}} \mathrm{~d} x_{m-2} \int_{0}^{x_{m-2}} \mathrm{~d} z f(z)  \tag{A.8}\\
& =\int_{0}^{1} \mathrm{~d} z f(z) \int_{z}^{1} \mathrm{~d} x_{1} \int_{z}^{x_{1}} \mathrm{~d} x_{2} \cdots \int_{z}^{x_{m-3}} \mathrm{~d} x_{m-2}
\end{align*}
$$

and then use

$$
\int_{z}^{1} \mathrm{~d} x_{1} \int_{z}^{x_{1}} \mathrm{~d} x_{2} \cdots \int_{z}^{x_{m-3}} \mathrm{~d} x_{m-2}=\frac{1}{(m-2)!}\left(\int_{z}^{1} \mathrm{~d} x\right)^{m-2}=\frac{(1-z)^{m-2}}{(m-2)!}
$$

to finally obtain eq. (A.6).
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[^0]:    ${ }^{1}$ Interesting additional developments and explorations include [34-41].
    ${ }^{2}$ Generalizations of eq. (1.2) to the case in which covariant derivatives of the Riemann appear in the action have also been presented [42].

[^1]:    ${ }^{3}$ See subsection 2 for a more detailed summary of the discussion included in this paragraph and the following two.
    ${ }^{4}$ The final form of the anomaly term once the (some) splitting procedure and the sum over $\alpha$ are performed differs considerably from eq. (1.4). In particular, for $n$-order densities, it may contain terms involving up to $2(n-1)$ extrinsic curvatures. This is evident from our new expression in eq. (1.5).
    ${ }^{5}$ See section 3.7 for the covariant form.
    ${ }^{6}$ As explained later, there is a normal ordering prescription implicit in this expression which forces derivatives to act exclusively on the object in the parentheses - see eq. (3.18) below.

[^2]:    ${ }^{7}$ Notice that components of the Ricci tensor and the Ricci scalar have to be expanded in terms of these basic objects as well. For instance, we would write

    $$
    R_{z \bar{z}}=g^{\mu \nu} R_{z \mu \bar{z} \nu}=-2 R_{z \bar{z} z \bar{z}}+g^{i j} R_{z i \bar{z} j}
    $$

[^3]:    ${ }^{8}$ For this to be valid, we need the elements inside the parentheses to commute with each other. This is guaranteed by the normal ordering prescription for derivatives.

[^4]:    ${ }^{9}$ This can be explicitly written in terms of Gauss' hypergeometric function as

    $$
    \sum_{\lambda=0}^{T} \frac{(-1)^{\lambda}}{\lambda!(T-\lambda)!} \frac{(2 \lambda+1)!}{(2 \lambda+2+S-T)!}=\frac{2+S-(S-T)_{2} F_{1}[1,-T ; 3+S ;-1]}{2(1+S)(2+S)(S-T)!T!}
    $$

[^5]:    ${ }^{10}$ Something similar happens with the Wald term. As a result, the entanglement entropy functional for Lovelock theories can be written in terms of intrinsic curvatures to the surface - see eq. (4.6) below.

[^6]:    ${ }^{11}$ This is a consequence of the scalar character of the Lagrangian, which guarantees that, when written with lower indices, Riemann tensor components are contracted with metrics $g^{\mu \nu}$. The only non-vanishing component in the $z, \bar{z}$ indices is $g^{z \bar{z}}=2$, so for each $z$ there must be one and only one $\bar{z}$. After the two derivatives are taken following (3.11), the number of $z$ 's and $\bar{z}$ 's in Riemann tensor components decreases by two, but it is still equal for both types of indices.

[^7]:    ${ }^{12}$ Notice that the term is globally neutral in $z$ and $\bar{z}$, as it should.

[^8]:    ${ }^{13}$ There is an ordering assumption in the value of $\epsilon_{z \bar{z}}$, the normal vectors $n^{1}$ and $n^{2}$ are defined so that we get $\epsilon_{z \bar{z}}=i / 2$.

[^9]:    ${ }^{14}$ Notice that we take (1.7) as defining a spacetime tensor, $K_{\mu \nu}^{\lambda} \equiv K^{a}{ }_{\mu \nu} n_{a}{ }^{\lambda}$. This tensor satisfies, in adapted coordinates, $K_{\lambda \mu \nu} V^{\nu}=K_{\lambda \mu i} V^{i}$ for any vector $V^{\mu}$.

[^10]:    ${ }^{15}$ This is not true for all Riemann tensor components. As shown in subsection 3.6, some components do not generate extrinsic curvatures, and a second derivative monomial of the form (3.49) produces only something with the structure $\mathrm{Riem}^{3}+\mathrm{Riem}^{2} K^{2}$, as in (3.58).

[^11]:    ${ }^{16}$ This is true irrespective of the splitting used.

[^12]:    ${ }^{17}$ Effectively every extra factor $y^{2(d-1)}$ can be replaced by a $(2-d)$ factor as far as $\kappa^{(d)}$ is concerned, and every extra $y^{4(d-1)}$ can be replaced by a $d(2-d) /(2 d-1)$. If we repeated the calculation including general order- $n$ higher-curvature pieces, we would obtain extra factors generally involving all even powers of $y$ up to $y^{2(n-1)(d-1)}$.

[^13]:    ${ }^{18}$ The exception is the sharp-limit corner coefficient $\kappa$, which can be shown to coincide with $\kappa^{(3)}$ on general grounds, as explained below.

[^14]:    ${ }^{19}$ When performing this expansion, it does not seem to be possible to solve the equation beyond quadratic order for $d=4$ and beyond quartic order in $d=6$. While this does not affect our calculations, it would be interesting to better understand the origin of this issue.

[^15]:    ${ }^{20}$ This is defined as the only theory-dependent content of the stress-tensor correlator, which otherwise is completely fixed by conformal symmetry [76]. For a general CFT in $d$-dimensions one finds $\left\langle T_{a b}(x) T_{c d}(0)\right\rangle=$ $C_{T} I_{a b, c d}(x) / x^{2 d}$, where $I_{a b, c d}(x)$ is a fixed tensorial structure.

[^16]:    ${ }^{21}$ This has been shown to be true in general for $p=1,2,3,4,5$ in [116].

[^17]:    ${ }^{22}$ The same conclusion was previously reached in [19].

[^18]:    ${ }^{23}$ To the best of our knowledge, this has not been done explicitly for any non-trivial higher-curvature theory yet.

