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1 Introduction

After the discovery of the Standard Model (SM) Higgs boson at the Large Hadron Collider
(LHC) [1, 2], arguably one of the most interesting and pressing search directions is the
characterization of its interactions with other SM particles. In this respect, the Yukawa
sector of the SM [3] plays a special but peculiar role, since the coupling of the Higgs boson to
charged fermions is responsible for their masses. The peculiarity is given by the fact that
fermion masses have disparate values in the SM, spanning five orders of magnitude across
different generations and within the same isospin doublet. As far as the value of the mass is
concerned, the clear outlier is the top-quark, with a value of approximately 170 GeV and a
Yukawa coupling predicted by the SM to be of O(1). Therefore, a deep understanding of
the top-Higgs interaction offers a unique path to a potential realization of the SM Yukawa
puzzle and can serve as a portal to physics beyond the SM.

A direct measurement of the top-quark Yukawa coupling is attained in the associated
production of a Higgs boson with a top anti-top (tt̄) pair. The discovery of this production
channel was first reported by the ATLAS and CMS collaborations [4, 5] in 2018, and since
then, great work has been put in better characterizing its properties [6, 7]. Both experimental
collaborations currently report an accuracy on the signal strength of roughly O(15− 20%) [8].
This number is bound to significantly decrease in the High-Luminosity (HL) phase of the
LHC. This will reduce the relative impact of statistical uncertainty and leave the theory
systematics as the dominant outstanding source of uncertainty, which is currently estimated
to be of O(10%) [8, 9]. Projections for the HL-LHC, quote a total uncertainty of O(2%).

These projections call for the most accurate possible theoretical predictions within
the SM. On the side of fixed-order calculations, the first Leading-Order (LO) studies were
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published almost forty years ago [10, 11], followed, twenty years later, by higher-order
QCD corrections at Next-to-Leading (NLO) [12–16]. NLO electroweak corrections have also
been considered [17–19], later including off-shell effects from top-quark decays as well [20].
Important progress has been made with the first NNLO calculation for ttH production in
the off-diagonal channels [21], and the more recent calculation of the inclusive cross section
in all the remaining channels [22], where two-loop hard matrix elements have been included
approximately in the limit of a soft Higgs boson. The soft-Higgs approximation guarantees
remarkable simplifications, due to the factorization of the amplitude in this limit. The
accuracy of this approximation is based on the a posteriori observation that the two-loop
corrections, in the soft-Higgs limit, gives a small contribution to the inclusive rate. One of the
main outcomes of this study is a significant reduction of the theoretical uncertainty, ranging
in the few-percent region at current and future colliders. However, for a formally NNLO
accurate prediction, the two-loop correction is a necessary element and it would be interesting
to assess the validity of the soft-Higgs approximation in extreme kinematic regimes.

The multi-scale nature of this problem renders a full two-loop calculation a formidable
task. Indeed, only recently the computation of all relevant two-loop five-point amplitudes
with massless external particles have been completed [23–29]. In the case of one external
massive particle, first results in leading-color approximation have been computed [30–33], and
although ingredients for going beyond the planar limit are now available [34], a full amplitude
calculation still presents serious challenges. Due to the rapidly increasing complexity with
the number of scales, to this day, no two-loop five-point scattering amplitude with two
massive external states has been computed. Progress in this direction has been made with
the calculation of the tt̄-plus-jet one-loop amplitude to higher orders in the dimensional
regulator [35] and of a set of planar two-loop integrals [36]. A process like tt̄ Higgs, with three
massive external states, clearly represents the boundary of current technology. Nevertheless,
the interest in this calculation is also demonstrated by first results for some classes of planar
two-loop integrals, which have appeared very recently [37].

In this paper, we take a preliminary step towards a complete calculation of the two-loop
tt̄ plus Higgs scattering amplitude, by computing the one-loop corrections to the phenomeno-
logically dominant gluon-gluon channel to higher orders in the dimensional regulator. First
results for the unpolarized amplitude for this process up to order O(ϵ) have recently been
obtained in [38]. In that reference, the relevant master integrals have been identified and a
canonical basis [39] has been provided. In our paper, we go one step forward and propose
an efficient strategy to evaluate both polarized and unpolarized scattering amplitudes for
this processes to order O(ϵ2), which is the order required to fully define the finite remainder
of the corresponding two-loop amplitudes.

The rest of this paper is organized as follows. After reviewing our conventions and color
decomposition in section 2, we discuss the generalization of massless helicity amplitudes within
the projector method in section 3. In section 4, we discuss Ultraviolet (UV) renormalization
and Infrared (IR) subtraction. Using the integral topologies of [38], in section 5 we identify
a non-redundant set of master integrals to express the physical amplitudes, exposing extra
relations missed by a naive application of standard reduction programs. In section 6, we
discuss several approaches to cope with the complexity inherent in a fully analytic calculation,
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including the analytic integration of the master integrals and the analytic reduction of the
scattering amplitude using Integration-by-Parts (IBP) relations [40, 41]. We propose an
alternative semi-numerical approach in section 7 in terms of an augmented version of the
Auxiliary Mass Flow algorithm, which allows the evaluation of the scattering amplitude to
order ϵ2 efficiently and in a stable way. Our final results are implemented in the proof-of-
concept Mathematica package TTH, which can be downloaded from git via

git clone https://github.com/p-a-kreer/TTH.git .

2 Conventions, kinematics and color

We consider the production of a tt̄ pair in association with a Higgs boson H in gluon fusion,
where all particles are on their mass shell, i.e. we do not consider decays of the top quarks
and the Higgs boson. We define the scattering process taking all particles to be incoming,

g(p1) + g(p2) + t(p3) + t(p4) + H(p5) → 0 , (2.1)

such that momentum conservation implies

p1 + p2 + p3 + p4 + p5 = 0. (2.2)

The on-shell conditions read

p2
1 = p2

2 = 0, p2
3 = p2

4 = m2
t , and p2

5 = m2
H , (2.3)

where mt denotes the top-quark mass and mH the Higgs boson mass. The other quarks
are taken to be massless.

The kinematics of the process is described through the Mandelstam variables sij = (pi +
pj)2. Using momentum conservation (2.2) and the on-shell conditions (2.3), we relate all
kinematic invariants to the minimal set

{s12, s13, s14, s23, s24, s34, m2
t } . (2.4)

This set of variables is closed under the exchanges of the momenta p1 ↔ p2 and p3 ↔ p4.
We will exploit this feature later in our discussion. Unless stated otherwise, we rescale all
Mandelstam variables by m2

t , which is equivalent to setting mt = 1. Furthermore, we define
the Gram determinant built out of the four independent momenta {p1, . . . , p4} as

∆ ≡ det (pi · pj) = G(p1, p2, p3, p4). (2.5)

In the physical scattering region, g g → t̄ t H, one has ∆ < 0 [42]. For the description of
polarized amplitudes, one further needs the parity-odd quantity

tr5 ≡ iεp1p2p3p4 ≡ iεµ1µ2µ3µ4pµ1
1 pµ2

2 pµ3
3 pµ4

4 , (2.6)

which is related to the Gram determinant through

∆ = tr2
5. (2.7)
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Let us now discuss the general structure of the scattering amplitude for the process
in eq. (2.1). It can be expressed as

A = y0
t

(
4πα0

s

) ∞∑
ℓ=0

(
α0

s

4π

)ℓ

A(ℓ) , (2.8)

where we perturbatively expand in powers of the bare strong-coupling constant α0
s, and where

ℓ refers to the ℓ-loop contribution. We also factor out the leading-order terms, ℓ = 0, in α0
s

and in the bare top-quark Yukawa coupling y0
t . The latter is defined via the bare top-quark

mass m0
t and the vacuum-expectation value v as

y0
t = m0

t

v
. (2.9)

At any loop order, the scattering amplitude can be further decomposed into three
gauge-independent color structures,

A(ℓ) = A(ℓ)
1 |C1⟩+A(ℓ)

2 |C2⟩+A(ℓ)
3 |C3⟩ , (2.10)

where |Ci⟩ are basis elements of the color vector space and A(ℓ)
i are the so-called partial

amplitudes. For the color basis we choose

|C1⟩ ≡ T a1
i4kT a2

ki3
, |C2⟩ ≡ T a2

i4kT a1
ki3

, |C3⟩ ≡ δa1a2δi4i3 . (2.11)

Here, an are indices in the adjoint representation and they refer to the gluons, whereas in

are in the fundamental representation and they refer to the top-quarks. The color operators
T a

ij satisfy the normalization condition Tr
[
T aT b

]
= δab/2. Let us note that the coefficient

A(0)
3 is identically zero; thus, at leading-order, only |C1,2⟩ contribute.

3 Helicity-chirality amplitudes in the projector method

Besides the color-decomposition, the scattering amplitude also admits a decomposition into
Lorentz structures, often referred to as tensors Ti. The latter multiply coefficients, so-called
form factors Fi, which transform trivially under the action of the Lorentz group

A =
∑

i

Fi Ti . (3.1)

While the tensors are loop independent, the form factors Fi are not. As in eq. (2.8), we
expand the Fi in powers of α0

s, so that they are related to the perturbative coefficients A(ℓ) via

A(ℓ) =
16∑

i=1
F

(ℓ)
i Ti . (3.2)

This decomposition is valid for any partial amplitude A(ℓ)
j and is carried out independently

of color. Therefore, to ease readability, we suppress color indices in the following discussion.
In the ’t Hooft-Veltman (tHV) dimensional regularization scheme [43], where external

states are four dimensional, the number of independent tensor structures is in one-to-one
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correspondence with the number of helicity configurations of the external particles [44, 45].
In our case, we have two massless spin-1 bosons and two massive spin-1/2 fermions, which
account in total for 2 × 2 × 2 × 2 = 16 different polarizations.

A spanning basis for the corresponding tensor structures is given by

tijk = v̄(p4)Γiu(p3) ε1 · pj ε2 · pk , with j, k = 3, 4 . (3.3)

Here, v̄(p4) and u(p3) are the four-dimensional spinors of the antitop and the top quarks, εµ
1

and εµ
2 are the four-dimensional polarization vectors of the two gluons, and

Γi = {I, /p1, /p2, /p1/p2} . (3.4)

We derived the tensor basis by noticing that the four independent momenta pµ
1 , pµ

2 , pµ
3 , pµ

4
span the whole four-dimensional space. Hence, any four-dimensional Lorentz tensor can be
expressed in terms of these momenta. This is true in particular for the γ-matrices

γµ =
4∑

i=1
âip

µ
i , (3.5)

where the coefficients âi are operators in spinor space built out of /pi
. Their explicit form

is immaterial for the derivation of a spanning tensor basis, as they can be absorbed in the
overall normalization of the tensors. Hence, Γi is obtained by inserting the /pi

in all possible
ways and noticing that combinations with three or more instances of /pi

are linked to the
previous ones through Dirac algebra. Importantly, due to the Dirac equation

(/p3 − m)u(p3) = 0 , v̄(p4)(/p4 + m) = 0 , (3.6)

Γi cannot have any dependence on /p3 and /p4. Finally, we impose transversality on the
external gluons

ε1 · p1 = ε2 · p2 = 0, (3.7)

and choose the gluons’ reference vectors such that

ε1 · p2 = ε2 · p1 = 0 . (3.8)

These constraints leave us with the spanning basis in eq. (3.3).
As expected, there are 16 independent tensors. There is clearly some freedom in the choice

of a basis, and the latter has a significant impact on the complexity of the corresponding form
factors. For convenience, we choose tensors which are either symmetric or anti-symmetric
under the exchange of the two gluons. We further order the tensors into two groups, the
first one consisting of 4 and the second one of 12 tensors. Explicitly:

Group 1:

1. T1S = mt

[(
ε1 · p3ε2 · p4 − ε1 · p4ε2 · p3

)
v(p4)

(
̸p1−̸p2

)
u(p3)

]
,

2. T2S =
[(

ε1 · p3ε2 · p4 − ε1 · p4ε2 · p3
)
v(p4)

(
̸p1 ̸p2−̸p2 ̸p1

)
u(p3)

]
,

3. T3A = m2
t

[(
ε1 · p3ε2 · p4 − ε1 · p4ε2 · p3

)
v(p4)u(p3)

]
,

4. T1A = mt

[(
ε1 · p3ε2 · p4 − ε1 · p4ε2 · p3

)
v(p4)

(
̸p1+ ̸p2

)
u(p3)

]
, (3.9)
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Group 2:

5. T3S = m2
t

[(
ε1 · p3ε2 · p4 + ε1 · p4ε2 · p3

)
v(p4)u(p3)

]
,

6. T4S = mt

[
ε1 · p3ε2 · p3v(p4)

(
̸p1+ ̸p2

)
u(p3)

]
,

7. T5S = mt

[
ε1 · p4ε2 · p4v(p4)

(
̸p1+ ̸p2

)
u(p3)

]
,

8. T6S = mt

[(
ε1 · p3ε2 · p4 + ε1 · p4ε2 · p3

)
v(p4)

(
̸p1+ ̸p2

)
u(p3)

]
,

9. T7S =
[
ε1 · p3ε2 · p3v(p4)

(
̸p1 ̸p2+ ̸p2 ̸p1

)
u(p3)

]
= s12

[
ε1 · p3ε2 · p3v(p4)u(p3)

]
,

10. T8S =
[
ε1 · p4ε2 · p4v(p4)

(
̸p1 ̸p2+ ̸p2 ̸p1

)
u(p3)

]
= s12

[
ε1 · p4ε2 · p4v(p4)u(p3)

]
,

11. T4A = mt

[
ε1 · p3ε2 · p3v(p4)

(
̸p1−̸p2

)
u(p3)

]
,

12. T5A = mt

[
ε1 · p4ε2 · p4v(p4)

(
̸p1−̸p2

)
u(p3)

]
,

13. T6A = mt

[(
ε1 · p3ε2 · p4 + ε1 · p4ε2 · p3

)
v(p4)

(
̸p1−̸p2

)
u(p3)

]
,

14. T7A =
[
ε1 · p3ε2 · p3v(p4)

(
̸p1 ̸p2−̸p2 ̸p1

)
u(p3)

]
,

15. T8A =
[
ε1 · p4ε2 · p4v(p4)

(
̸p1 ̸p2−̸p2 ̸p1

)
u(p3)

]
,

16. T2A =
[(

ε1 · p3ε2 · p4 + ε1 · p4ε2 · p3
)
v(p4)

(
̸p1 ̸p2−̸p2 ̸p1

)
u(p3)

]
. (3.10)

Tensors belonging to distinct groups are mutually orthogonal, i.e.

T †
i · Tj = 0, if i = 1, . . . , 4; j = 5, . . . , 16 , (3.11)

where T †
i are the dual tensors. The scalar product among tensors and their dual ones is

defined by summing over polarization of the external particles

T †
i · Tj =

∑
pol

T †
i Tj . (3.12)

For consistency with our choice of reference vectors eq. (3.8), one must use the polarization
sum rule ∑

pol

εµ
1 εν∗

1 =
∑
pol

εµ
2 εν∗

2 = −gµν + pµ
1 pν

2 + pµ
2 pν

1
p1 · p2

. (3.13)

Next, we construct projector operators to single out the individual form factors

Pi =
16∑

j=1

(
M−1

)
ij

Tj , with Mij = T †
i · Tj . (3.14)

The matrix M−1 contains in general inverse powers of the Gram determinant ∆, eq. (2.5).
This is expected, since it follows from the fact that the tensors become linearly dependent
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if four external momenta are not all independent. For our specific tensor choice (3.3), the
inverse matrix M−1 contains a global factor of ∆−2 for the tensors belonging to the first group,
and ∆−3 for the tensors belonging to the second group. Interestingly, this dependence is
milder than a generic tensor basis choice in which an overall factor ∆−3 multiplies all tensors.

At tree level, these inverse powers of ∆ are clearly a spurious residue of the projector
method, since none of the individual Feynman diagrams depend on ∆. After an explicit
computation, we verified that the tree-level form factors associated to these tensors, contain
indeed inverse powers of ∆. As a matter of fact, in massless multileg calculations, the residual
∆ dependence introduced by the projectors, cancels out after recombining the form factors
into physical helicity amplitudes. We, therefore, would expect similar simplifications in the
presence of massive external states, once the unphysical form factor are recombined into
suitable physical quantities.

However, defining such physical combinations is non-trivial in the massive case. In fact,
for massless particles, helicity is a well defined quantum number and it is convenient to
represent helicity amplitudes using massless spinor helicity formalism, see e.g. [46]. In contrast,
for massive particles, helicity is a frame-dependent quantum number. While spinor helicity
formalism can be generalized to the massive case, see for example [47, 48] and references
therein, it is not obvious that decomposing the amplitude in helicity eigenstates is the right
thing to do. In our calculation, we decide to follow an hybrid approach, which allows us to
see the explicit cancellation of the unphysical Gram determinant ∆ at tree-level, without
committing to a specific choice of massive spinor helicity formalism.

Gluons are massless and therefore helicity is a good quantum number to label their
quantum states. There are four configurations for the two gluons (+,+), (+,−), (−,+), (−,−)
of which two are related by parity. We choose (+,+) and (+,−) as independent helicities and
fix them explicitly by rewriting the polarization vectors ε1 and ε2 in spinor helicity formalism

εµ
1+ = 1√

2
⟨2γµ1]
⟨12⟩ , εµ

1− = 1√
2
⟨1γµ2]
[12] ,

εµ
2+ = 1√

2
⟨1γµ2]
⟨21⟩ , εµ

2− = 1√
2
⟨2γµ1]
[21] . (3.15)

The choice of reference vectors corresponds to the choice in eq. (3.8).
Let us consider the two independent possibilities separately. In the (+,+) configuration,

it is easy to rewrite the product of the two polarizations vectors for the two gluons as a trace

εµ
1+εν

2+ = − 1
2 ⟨12⟩2 ⟨2γµ1] ⟨1γν2] = Φ++ tr [PL ̸p2γµ̸p1γν ] , (3.16)

where the overall spinor weight is collected out in the spinor phase Φ++

Φ++ ≡ − 1
2 ⟨12⟩2 . (3.17)

The polarization vectors appear in the various tensor structures contracted with pµ
3 and pµ

4 .
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More precisely, we require the following four contractions

c++
3,3 ≡ Φ−1

++

[
p3 · ε

(+)
1 p3 · ε

(+)
2

]
= m4

t − m2
t (s12 + s13 + s23) + s13s23,

c++
4,4 ≡ Φ−1

++

[
p4 · ε

(+)
1 p4 · ε

(+)
2

]
= m4

t − m2
t (s12 + s14 + s24) + s14s24,

c++
3,4; S ≡ Φ−1

++

[
p3 · ε

(+)
1 p4 · ε

(+)
2 + p4 · ε

(+)
1 p3 · ε

(+)
2

]
= m2

t (2s12 − s13 − s14 − s23 − s24)− s12s34 + s13s24 + s14s23 + 2m4
t ,

c++
3,4; A ≡ Φ−1

++

[
p3 · ε

(+)
1 p4 · ε

(+)
2 − p4 · ε

(+)
1 p3 · ε

(+)
2

]
= −4 tr5. (3.18)

We repeat the same steps for the (+,−) configuration. The only difference is that we
must introduce two auxiliary vectors r, q in order to close the Dirac trace and to extract
a spinor phase. In particular, we write

εµ
1+εν

2− = − 1
2s12

⟨2γµ1]⟨2γν1]

= − 1
2s12

⟨2γµ1]⟨1 r 2]⟨2γν1]⟨1 q 2]
⟨1 r 2]⟨1 q 2]

= − 1
2s12

tr [PL ̸p2γµ̸p1̸ r̸p2γν ̸p1̸q]
⟨1 r 2]⟨1 q 2]

= Φ+− tr [PL ̸p2γµ̸p1̸ r̸p2γν ̸p1̸q] , (3.19)

with
Φ+− ≡ − 1

2s12

1
⟨1 r 2]⟨1 q 2] . (3.20)

In order to preserve the symmetry under the exchange µ ↔ ν, it is convenient to choose
r = q = p3. Contracting eq. (3.20) with p3 and p4 yields

c+−
3,3 ≡ Φ−1

+−

[
p3 · ε

(+)
1 p3 · ε

(−)
2

]
= 1

m2
t

(
m4

t − m2
t (s12 + s13 + s23) + s13s23

)2
,

c+−
4,4 ≡ Φ−1

+−

[
p4 · ε

(+)
1 p4 · ε

(−)
2

]
= ĉ+−

4,4 + tr5c̃+−
4,4 ,

c+−
3,4; S ≡ Φ−1

+−

[
p3 · ε

(+)
1 p4 · ε

(−)
2 + p4 · ε

(+)
1 p3 · ε

(−)
2

]
= ĉ+−

3,4; S + tr5c̃+−
3,4; S ,

c+−
3,4; A ≡ Φ−1

+−

[
p3 · ε

(+)
1 p4 · ε

(−)
2 − p4 · ε

(+)
1 p3 · ε

(−)
2

]
= 0, (3.21)

with

c̃+−
4,4 = 2

m2
t

[
m4

t + m2
t (s12 − s13 − s14)−

1
2s12s34 + s13s24 + {1 ↔ 2}

]
,

ĉ+−
4,4 = 1

2

{
m2

t

[
s2

12 − 6s12(s13 + s14)− 2s12s34 + s2
13 + 4s13s24 + s2

14

]
+ 2m4

t (3s12 − s13 − s14) +
[
−2s2

12s34 − 2s13s24(s13 + s24)

+ s12(2s13s34 + 2s14s34 + s13s23 + 4s13s24 + s14s24)
]
+ {1 ↔ 2}

}
+ 1

2m2
t

[
(s13s24 − s12s34)2 − 2s12s14s23s34 + s2

14s2
23 + 2m8

t

]
,

c̃+−
3,4; S = 4

(
m4

t − m2
t (s12 + s13 + s23) + s13s23

)
,

ĉ+−
3,4; S = 1

4 c̃+−
3,4; S

[
2m4

t − s12s34 + [m2
t (s12 − s13 − s14) + s13s24] + (1 ↔ 2)

]
. (3.22)

– 8 –



J
H
E
P
0
3
(
2
0
2
4
)
0
9
3

With these results, we now rotate our original tensor basis to the new one Tj

T1 = Φ++Ψ1, T2 = Φ++Ψ2, T3 = Φ++Ψ3, T4 = Φ++Ψ4,

T5 = Φ+−Ψ1, T6 = Φ+−Ψ2, T7 = Φ+−Ψ3, T8 = Φ+−Ψ4 ,
(3.23)

where we introduced the combinations of spinor structures

Ψ1 ≡ s12v(p4)u(p3), Ψ2 ≡ v(p4)
(
̸p1 ̸p2−̸p2 ̸p1

)
u(p3),

Ψ3 ≡ mtv(p4)
(
̸p1+ ̸p2

)
u(p3), Ψ4 ≡ mtv(p4)

(
̸p1−̸p2

)
u(p3). (3.24)

The four structures in eq. (3.24) are independent in D = 4 space-time dimensions, as one
can check by verifying that their Gram matrix has full rank

det(χij) ̸= 0 , with χij ≡
∑
spin

Ψ†
iΨj . (3.25)

We refer to the form factors Fi corresponding to the new tensor basis T as helicity
form factors. We decompose them into an even and an odd part under the action of parity
transformations

Fi = Feven
i + tr5 Fodd

i . (3.26)

With these, the four helicity amplitudes with fixed gluon helicities become explicitly

A(ℓ)
++ ≡ Φ++

4∑
i=1

(
F (ℓ)even

i + tr5F (ℓ)odd
i

)
Ψi,

A(ℓ)
+− ≡ Φ+−

8∑
i=5

(
F (ℓ)even

i + tr5F (ℓ)odd
i

)
Ψ(i−4),

A(ℓ)
−− ≡ Φ†

++

4∑
i=1

(
F (ℓ)even

i − tr5F (ℓ)odd
i

)
Ψi,

A(ℓ)
−+ ≡ Φ†

+−

8∑
i=5

(
F (ℓ)even

i − tr5F (ℓ)odd
i

)
Ψ(i−4) , (3.27)

where the relation between the form factors Fi and the helicity form factors Fi is

Feven
i =



c++
3,3 F7S + c++

4,4 F8S + c++
3,4; SF3S

c++
3,3 F7A + c++

4,4 F8A + c++
3,4; SF2A

c++
3,3 F4S + c++

4,4 F5S + c++
3,4; SF6S

c++
3,3 F4A + c++

4,4 F5A + c++
3,4; SF6A

c+−
3,3 F7S + ĉ+−

4,4 F8S + ĉ+−
3,4; SF3S

c+−
3,3 F7A + ĉ+−

4,4 F8A + ĉ+−
3,4; SF2A

c+−
3,3 F4S + ĉ+−

4,4 F5S + ĉ+−
3,4; SF6S

c+−
3,3 F4A + ĉ+−

4,4 F5A + ĉ+−
3,4; SF6A



, Fodd
i =



tr−1
5 c++

3,4; AF3A

tr−1
5 c++

3,4; AF2S

tr−1
5 c++

3,4; AF1A

tr−1
5 c++

3,4; AF1S

c̃+−
4,4 F8S + c̃+−

3,4; SF3S

c̃+−
4,4 F8A + c̃+−

3,4; SF2A

c̃+−
4,4 F5S + c̃+−

3,4; SF6S

c̃+−
4,4 F5A + c̃+−

3,4; SF6A



. (3.28)

A similar decomposition would be desirable for the massive quarks. A common way to
generalize spinor helicity formalism for massive particles is to split each massive momentum
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into two massless momenta, which are then treated with the conventional spinor helicity
formalism. The splitting is arbitrary and necessarily introduces an ambiguity in the calculation.
Alternatively, the authors of [47] suggested a generalization which manifests the little group
scaling of the scattering amplitude. In our case, following the second approach is equivalent
to a simple renaming of the same tensor structures, without any obvious simplifications.
While this indicates that the tensor basis in eq. (3.23) is already in a minimal form, we stress
that the spinor helicity formalism obscures momentum conservation, such that additional
non-trivial rearrangements of the tensor structures cannot be excluded. Therefore, we decide
to work with our helicity form factors without any further rearrangement. As we will see
below, this is sufficient to guarantee that unphysical powers of the inverse Gram determinant
cancel out in the tree-level helicity form factors, as expected, and also in many of the one-loop
master integral coefficients.

4 Renormalization and infrared structure

Our goal is to evaluate the helicity form factors in eq. (3.27) up to one-loop order. The results
will contain divergences both of ultraviolet (UV) and infrared (IR) origin, which we regulate
in dimensional regularization. UV divergences are removed by standard renormalization. In
particular, in our calculation, we renormalize the strong-coupling constant in the MS scheme,
whereas we renormalize the top-quark mass, the Yukawa coupling, and both the top-quark
and gluon wave functions in the on-shell scheme, see e.g. [49]. For later convenience, we
introduce the normalization factor

Cϵ = (4π)ϵ Γ(1 + ϵ) . (4.1)

The renormalized strong-coupling constant αs is related to the bare one through

Cϵ µ2ϵ
0 α0

s = µ2ϵαs(µ2)Zαs = µ2ϵαs(µ2)
(
1− αs(µ2)

4π

β0
ϵ

+O(α2
s)
)

, (4.2)

where β0 is the first coefficient of the QCD β-function,

β0 = 11
3 CA − 2

3(Nf + Nh) , (4.3)

with Nf the number of light quarks and Nh the number of heavy quarks, so in our case
Nf = 5 and Nh = 1. For definiteness, from now on we fix the renormalization scale to be
µ = mt and we drop the explicit µ dependence in αs. Results for a generic value of µ can
be easily recovered via renormalization group evolution arguments.

The relation between the bare mass m0
t and the on-shell renormalized mass mt is [50]

m0
t = Zmtmt = mt

(
1− αs

4π

δmt

ϵ
+O(α2

s)
)

, (4.4)

where we introduced

δmt = CF

(
3 + 4ϵ

1− 2ϵ

)
. (4.5)
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The one-loop mass renormalization is equivalent to a counter-term insertion into the top-
quark propagators, which is effectively given by

i

̸p − m0
t

→ i

̸p − mt

(
1− αs

4π

δmt

ϵ

mt

̸p − mt

)
+O

(
α2

s

)
. (4.6)

The renormalization of the top Yukawa coupling is linked to the mass-renormalization
simply via

y0
t = m0

t

v
= Zmtmt

v
= yt

(
1− αs

4π

δmt

ϵ
+O(α2

s)
)

. (4.7)

Finally, the wave-function renormalization of external particles is realized by simply mul-
tiplying the scattering amplitude by

√
Zt for each external top quark and

√
Zg for each

gluon. In the on-shell scheme, these factors read [50]

Zt = 1− αs

4π

δt

ϵ
+O(α2

s), with δt = δmt , (4.8)

Zg = 1− αs

4π

δg

ϵ
+O(α2

s), with δg = 2
3Nh . (4.9)

Combining everything together, the tree-level and one-loop contributions to the UV
renormalized scattering amplitude read

A(0)
r = A(0),

A(1)
r = A(1) − A(1)

ct
ϵ

, with A(1)
ct = (β0 + δmt + δt + δg)A(0) + δmt A

(0)
m,ct , (4.10)

where the subscript r refers to renormalized quantities and A(0)
m,ct is obtained applying the

shift in eq. (4.6) to the tree-level scattering amplitude.
After UV renormalization, the amplitude contains residual ϵ-poles of pure IR origin.

Their general structure is fully predicted in terms of lower-loop results [51–54], thus the
agreement between our left-over poles and their universal behavior will serve as a powerful
check of our calculation. For our purposes, we follow the approach of [52] and define the
IR-finite one-loop amplitude

A(1)
fin = A(1)

r − I1(µ2, ϵ)A(0)
r . (4.11)

The explicit form of the insertion operator I1(µ2, ϵ) can be found in [52], but we report
it here for completeness

I1(µ2, ϵ)=−αs
4π

(4π)ϵ

Γ(1−ϵ)2
4∑

j=1

1
T 2

j

4∑
k=1,k ̸=j

T j ·T k (4.12)

×
[
T 2

j

(
µ2

2pipj

)ϵ(
Vj (sjk,mj ,mk;ϵ)−

π2

3

)
+Γj +γj ln

(
µ2

2pipj

)
+γj +Kj +O(ϵ)

]
.

The operators T k act on the elements of the color space |Ci⟩ defined in eq. (2.11), see e.g. [51].
Their form depends on the flavour of the corresponding external parton k, which could be
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either a gluon, k = g, or a top (antitop) quark, k = t. The constants in eq. (4.12) read

γq = 3
2CF , γg = 11

6 CA − 1
3Nf , (4.13)

Γt = CF

(
1
ϵ
− 1

2 ln µ2

m2
t

− 2
)

, Γg = 1
ϵ

γg +
1
3 ln µ2

m2
t

, (4.14)

and

Kq =
(
7
2 − π2

6

)
CF , Kg =

(
67
18 − π2

6

)
CA − 5

9Nf . (4.15)

Following [52], we split the function Vj into a singular part V(S)
j and a non-singular

one V(NS)
j . Since we are interested only in the poles structure, we report here only the

singular piece. The form of V(S)
j depends on the masses of the pair of particles (jk). In

the various configurations they read

V(S) (sjk, 0, 0; ϵ) = 1
ϵ2 ,

V(S) (sjk, mj , 0; ϵ) = V(S) (sjk, 0, mj ; ϵ)

= 1
2ϵ2 + 1

2ϵ
ln

m2
j

sjk − m2
j

− 1
4 ln2 m2

j

sjk − m2
j

− π2

12

− 1
2 ln

m2
j

sjk − m2
j

ln
sjk − m2

j

sjk
− 1

2 ln
m2

j

sjk
ln

sjk − m2
j

sjk
,

V(S) (sjk, mj , mk; ϵ) =
1

vjk

[1
ϵ
ln
√

1− vjk

1 + vjk
− 1

4 ln2 ρ2
jk − 1

4 ln2 ρ2
kj −

π2

6

+ ln
√

1− vjk

1 + vjk
ln
(

sjk

sjk − m2
j − m2

k

)]
. (4.16)

In the last line, we defined the relative velocity

vij =

√√√√1−
4m2

i m2
j

(sij − m2
i − m2

j )2 , (4.17)

and the auxiliary quantity

ρjk =

√√√√√√√1− vjk + 2m2
j

sjk−m2
j−m2

k

1 + vjk + 2m2
j

sjk−m2
j−m2

k

. (4.18)

Let us conclude this section with a final remark regarding the interplay between the
renormalization procedure and our choice of regularization scheme. The relevant anomalous
dimensions in the IR poles prediction and part of the UV counterterms, see e.g. eq. (4.5),
were derived in CDR, where external states are D dimensional. Formally, this corresponds to
a different regularization scheme with respect to ours. However, this difference is immaterial
in our scheme. Indeed, assume that external states were D-dimensional. The tensors
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Ti, i = 1, . . . , 8 defined in eq. (3.23), would still be a valid choice, but they alone would be
insufficient to span the whole D-dimensional space. Thus, we would have to account for
additional tensors T̃i. Without loss of generality, these additional tensors T̃i can be chosen
to be orthogonal to the original Ti [44, 45] such that∑

spin

T †
i · T̃j = 0. (4.19)

Therefore, the form factors Fi in eq. (3.28) can be computed in CDR completely independently
from the form factors F̃i corresponding to the extra tensors T̃ . By adding this extra set of
tensors, the scattering amplitude in CDR can be expressed as

ACDR =
8∑

i=1
FiTi +

N∑
j=1

F̃j T̃j . (4.20)

Upon performing the UV renormalization and subtracting IR poles, the corresponding results
in CDR become

ACDR
r =

8∑
i=1

Fi,rTi +
N∑

j=1
F̃j,rT̃j , (4.21)

ACDR
fin =

8∑
i=1

Fi,finTi +
N∑

j=1
F̃j,finT̃j . (4.22)

The poles cancellation is realized at the level of individual form factors. This means that one
can perform UV renormalization on each individual form factor in CDR and, if one neglects
the extra F̃i, one obtains the UV renormalized amplitude in tHV. Secondly, if one subtracts
also all IR poles and computes the finite remainder, since the extra tensors T̃j are zero for
four-dimensional external states, the difference in the regularization schemes has no impact
and the finite remainder in tHV is identical to the one in CDR.

5 Amplitude and master integral calculation

We compute the form factors in eq. (3.26) by applying suitable combinations of the projection
operators defined in eq. (3.14) directly on the Feynman diagrams. In particular, we generate
all tree-level and one-loop Feynman diagrams with QGRAF [55] and use FORM [56] to derive
and apply the projectors on the individual Feynman diagrams. This requires performing
color and Dirac algebra. In this way, we express the helicity form factors in terms of linear
combinations of scalar Feynman integrals. The latter can be organized in four independent
integral families and crossings thereof. In contrast to [38], where the four integral families
were studied individually, we consider all of them at once in order to obtain a non-redundant
integral basis for the complete scattering amplitude. This will also allow us to uncover
extra relations among the master integrals, which are not straightforwardly identified by
automated reduction programs.

We use the four independent integral families Y = A, B, C, D [38]

IY
ν1ν2ν3ν4ν5(D) =

∫ dDk

iπ
D
2

1
P ν1

1 P ν2
2 P ν3

3 P ν4
4 P ν5

5
, Y ∈ {A, B, C, D} , (5.1)
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A B C D

P1 k2 − m2
t k2 − m2

t k2 − m2
t k2 − m2

t

P2 (k + p4)2 (k + p2)2 − m2
t (k + p1)2 − m2

t (k + p2)2 − m2
t

P3 (k + p2 + p4)2 (k + p2 + p4)2 (k + p1 + p2)2 − m2
t (k + p2 + p4)2

P4 (k − p3 − p5)2 (k − p3 − p5)2 (k − p3 − p5)2 (k − p1 − p5)2 − m2
t

P5 (k − p5)2 − m2
t (k − p5)2 − m2

t (k − p5)2 − m2
t (k − p5)2 − m2

t

Table 1. Definition of the four independent integral families contributing at one loop.

where the inverse propagators take the form

Pi = (k + ri)2 − m2
i . (5.2)

The definition of the four independent integral families is reported in table 1, see also
figure 1 for a graphical representation. In addition, for each family Y ∈ {A, B, C, D}, we
define the corresponding crossed families

Yx12 ≡ Y{p1↔p2}, Yx34 ≡ Y{p3↔p4}, Yx12x34 ≡ Y{p1↔p2,p3↔p4}. (5.3)

We reduce all the ensuing integrals using the IBP reduction programs Reduze [57] and
KIRA [58, 59]. We find 87 apparently independent master integrals. However, both reduction
codes miss five extra identities, reducing the number of independent integrals to 82. We
group these relations into two box-symmetry relations,

IB
11110(D) = IBx12

11110(D) , IBx34
11110(D) = IBx12x34

11110 (D) , (5.4)

and three triangle-symmetry relations

0 = (1− s12 − s24)IB
11010(D)− (1− s24)IB

11100(D)
− (1− s12 − s14)IBx12

11010(D) + (1− s14)IBx12
11100(D),

0 = (1− s12 − s13)IBx12x34
11010 (D)− (1− s13)IBx12x34

11100 (D)
− (1− s12 − s23)IBx34

11010(D) + (1− s23)IBx34
11100(D), (5.5)

0 = (s12 + s23 + s24 − 2)IB
11001(D)− (s12 + s13 + s14 − 2)IBx12

11001(D)
+ (2− s23 − s24)IC

01101(D)− (2− s13 − s14)ICx12
01101(D).

We discovered these extra relations as follows. Following [38], we started by introducing a
canonical basis of master integrals. We then evaluated the canonical integrals numerically to
high precision, roughly 300 significant digits, up to transcendental weight six, using our refined
implementation of the AMFlow algorithm [60], see section 7. Using the PSLQ algorithm [61],
we searched for linear relations among the various epsilon coefficients of the canonical master
integrals. As expected, at low transcendental weights one finds many such relations, since
not all analytic structures contribute to the poles and to the finite part of the scattering
amplitude. Surprisingly, we observed that the five relations in eq. (5.4) and eq. (5.6) hold
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(a) Topology A (b) Topology B

(c) Topology C (d) Topology D

Figure 1. Integral families for gg → ttH. Red lines denote massive propagators and external legs of
mass mt, green lines denote massive propagators of mass mh, and dotted lines are massless.

identically to all the computed ϵ orders. This provided us with the motivation to prove
them analytically to all orders.

Let us start with the box-symmetry relations eq. (5.4). We prove them in Feynman
parameter representation. The graph polynomials for IB

11110(D) and IBx12
11110(D) are [62]

U11110 = x1 + x2 + x3 + x4, (5.6)
FB

11110 = −s12x1x4 − s14(x1 + x2)x4 − s24x1(x3 + x4)

+ m2
t

[
x2

1 + x2(x2 + x4) + x1(2x2 + x3 + 2x4)
]

,

FBx12
11110 = −s12x1x4 − s13(x1 + x2)x4 − s23x1(x3 + x4)

+ m2
t

[
x2

1 + x2(x2 + x4) + x1(2x2 + x3 + 2x4)
]

. (5.7)

Under the variable change

(x1, x2, x3, x4) →
((x1 + x2)x4

x3 + x4
,
(x1 + x2)x3

x3 + x4
,
x2(x3 + x4)

x1 + x2
,
x1(x3 + x4)

x1 + x2

)
, (5.8)
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FBx12
11110 maps to FB

11110. The Jacobian of this transformation is 1 and the δ-function constraint
in the integrand is mapped onto itself. Hence, the equivalence is proved. The second box
symmetry relation then follows from crossing the momenta p3 ↔ p4 in eq. (5.7).

To prove the triangle-symmetry relations eq. (5.6) instead, we start from their differential
equations. We first computed their derivatives with respect to all variables and verified
that the derivatives add to zero. As a consequence, each combination can at most be
equal to a constant. By taking a suitable limit, we show that this constant is zero in all
triangle-symmetry relations. In the first relation, the second graph polynomials are

FB
11100 = −x2x3m2

t − x1x3s24 + (x1 + x2)m2
t + (x1 + x2)(x1 + x2 + x3)m2

t ,

FBx12
11100 = −x2x3m2

t − x1x3s14 + (x1 + x2)m2
t + (x1 + x2)(x1 + x2 + x3)m2

t , (5.9)
FB

11010 = x1x4(m2
t − s12 − s14)− x2x4s24 + (x1 + x2)m2

t + (x1 + x2)(x1 + x2 + x4)m2
t ,

FBx12
11010 = x1x4(m2

t − s12 − s24)− x2x4s14 + (x1 + x2)m2
t + (x1 + x2)(x1 + x2 + x4)m2

t .

From eq. (5.9), it is clear that in the limit s24 → s14

IB
11100 = IBx12

11100 and IB
11010 = IBx12

11010. (5.10)

This limit is smooth, so the terms cancel pairwise. This completes the proof of the first
triangle-symmetry relation eq. (5.6). The second triangle-symmetry relation directly follows
from the first relation upon permuting p3 ↔ p4.

In the last relation, the second graph polynomials are

FB
11001 = x1x5(4m2

t − s12 − s13 − s14 − s23 − s24 − s34) + x2x5(2m2
t − s13 − s14 − s34)

+ (x1 + x2 + x5)2m2
t ,

FBx12
11001 = x1x5(4m2

t − s12 − s13 − s14 − s23 − s24 − s34) + x2x5(2m2
t − s23 − s24 − s34)

+ (x1 + x2 + x5)2m2
t ,

FC
01101 = x2x5(2m2

t − s23 − s24 − s34)− x3x5s34 + (x2 + x3 + x5)2m2
t ,

FCx12
01101 = x2x5(2m2

t − s13 − s14 − s34)− x3x5s34 + (x2 + x3 + x5)2m2
t . (5.11)

From eq. (5.11), it is clear that in the limit s23 → s13, s24 → s14

IB
11001 = IBx12

11001 and IC
01101 = ICx12

01101. (5.12)

Similarly to the first triangle-symmetry relation, the terms cancel pairwise in this limit,
thus, the constant is zero.

We stress here that, somewhat unexpectedly, the differential equations for the redundant
set of 87 master integrals satisfy the integrability condition, which is sometimes used as a check
of the fact that all relations among master integrals have been identified, see for example [63].
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In conclusion, we choose the following 82 master integrals

I1 = IA
00102(D), I2 = IA

01002(D), I3 = IA
01011(D), I4 = IA

01111(D),
I5 = IA

02010(D), I6 = IA
10011(D), I7 = IA

10101(D), I8 = IA
10111(D),

I9 = IA
11001(D), I10 = IA

11010(D), I11 = IA
11011(D), I12 = IA

11101(D),
I13 = IA

11110(D), I14 = IA
11111(D), I15 = IA

20000(D), I16 = IA
20001(D),

I17 = IA
20010(D), I18 = IA

20100(D), I19 = IAx12
00102(D), I20 = IAx12

01111(D),
I21 = IAx12

10101(D), I22 = IAx12
10111(D), I23 = IAx12

11101(D), I24 = IAx12
11110(D),

I25 = IAx12
11111(D), I26 = IAx12

20100(D), I27 = IB
01011(D), I28 = IB

01101(D),
I29 = IB

01111(D), I30 = IB
02001(D), I31 = IB

11001(D), I32 = IB
11010(D),

I33 = IB
11011(D), I34 = IB

11100(D), I35 = IB
11101(D), I36 = IB

11110(D),
I37 = IB

11111(D), I38 = IBx12
01011(D), I39 = IBx12

01101(D), I40 = IBx12
01111(D), (5.13)

I41 = IBx12
02001(D), I42 = IBx12

11001(D), I43 = IBx12
11011(D), I44 = IBx12

11100(D),
I45 = IBx12

11101(D), I46 = IBx12
11111(D), I47 = IBx12x34

11010 (D), I48 = IBx12x34
11011 (D),

I49 = IBx12x34
11101 (D), I50 = IBx12x34

11111 (D), I51 = IBx34
11010(D), I52 = IBx34

11011(D),
I53 = IBx34

11100(D), I54 = IBx34
11101(D), I55 = IBx34

11110(D), I56 = IBx34
11111(D),

I57 = IC
00201(D), I58 = IC

01101(D), I59 = IC
01111(D), I60 = IC

10101(D),
I61 = IC

10110(D), I62 = IC
10111(D), I63 = IC

11100(D), I64 = IC
11101(D),

I65 = IC
11110(D), I66 = IC

11111(D), I67 = IC
20100(D), I68 = ICx12

01111(D),
I69 = ICx12

11101(D), I70 = ICx12
11110(D), I71 = ICx12

11111(D), I72 = ICx12x34
01111 (D),

I73 = ICx12x34
11110 (D), I74 = ICx12x34

11111 (D), I75 = ICx34
01111(D), I76 = ICx34

10110(D),
I77 = ICx34

10111(D), I78 = ICx34
11110(D), I79 = ICx34

11111(D), I80 = ID
11011(D),

I81 = ID
11111(D), I82 = IDx12

11111(D).

6 Challenges of the analytic calculation

A full analytic calculation of the scattering amplitudes requires two main ingredients. First,
a full reduction to master integrals and, second, analytic solutions for the master integrals
in terms of independent iterated integrals. Despite this being only a one-loop calculation,
the complexity of the kinematics, which is a consequence of the large number of scales the
problem depends on, renders both steps very challenging. In the following, we elaborate
on the two problems separately.

Let us start with the reduction to master integrals. Contrary to the typical situation at
two loops and higher, the relevant tables of IBP identities can be obtained easily in compact
form using automated codes as Reduze and KIRA. On the other hand, their insertion into
the unreduced amplitude, either using standard programs as Fermat [64] and FORM, or more
specialized tools as FiniteFlow [44] and Firefly [65, 66], requires a lot of care. In fact, due
to the large number of scales involved, the overall size of the resulting rational functions
increases considerably, which renders both their symbolic manipulation and their numerical
evaluations non-trivial. Different approaches can be attempted to simplify these rational
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functions. These include changing bases of master integrals (using six-dimensional pentagons
and boxes), expanding the amplitudes in ϵ in terms of independent transcendental functions,
and using different versions of multivariate partial fraction decomposition. In particular, the
latter has the potential to produce compact final results, but all available tools cannot easily
derive the partial fraction identities required up to order O(ϵ2), as we will comment on below.

More explicitly, in order to cope with intermediate expression swell originating from
multivariate rational functions, analytic reconstruction based on finite-field methods [59,
67, 68] is often the preferred computational strategy. The basic idea is to extract an
algebraic expression from numerical samples. This makes sense especially if the final result
is expected to be substantially simpler than the intermediate stages of the calculation,
since the number of required samples depends on the polynomial degree and the number
of variables. More precisely, it scales exponentially with the polynomial degree and it
increases by an order of magnitude for each additional variable. In our specific case, we
have to manipulate polynomials in six variables of degree up to O(50). Despite applying
various improvements like denominator matching [67, 69], massive spinor-helicity formalism,
reconstructing partial-fraction decomposed results [69, 70], or improving the time-per-sample
evaluation [71], generating enough sample points to reconstruct the final rational functions
remains prohibitive. In contrast, and contrary to naive expectations, we found that the
most efficient way to manipulate these complicated rational functions is using Fermat. We
suspect that the main reason is that Fermat relies on Zippel’s algorithm [72] for the numerical
reconstruction in the GCD algorithm, which is expected to scale better starting from rational
functions that depend on six or more different scales.

In this context, some comments about the choice of basis of master integrals are in order,
as they directly impact the complexity of the rational functions involved. For this discussion,
it is convenient to decompose the partial amplitudes in eq. (2.10) in powers of Nc, Nf , and Nh,

A(1)
i = Nc

(
A(1,1)

i + Nf + Nh

Nc
A(1,0)

i + 1
N2

c

A(1,−1)
i

)
, with i = 1, 2 and A(1)

3 = A
(1,0)
3 ,

where Nf is the number of light quarks and Nh the number of heavy ones. In the standard
master integral basis of eq. (5.13), the Tadpole coefficients in A(1,1)

i dominate the scattering
amplitude’s complexity. The largest single coefficient is around 650 MB large. Interestingly,
we find that rotating to a canonical basis (which, modulo irrelevant prefactors, means using
dotted bubbles and six-dimensional pentagons) shifts part of the complexity from A(1,1)

i to
A(1,−1)

i and A(1,0)
3 , such that ultimately the overall size of the symbolic expressions (in GCD

form) increases. This increase in complexity originates from denominators of polynomial
degree 3 and 4 which were previously implicit in the integral definitions, and become explicit,
once one writes the four-dimensional pentagons in terms of their six-dimensional counterparts.
Nevertheless, opting for a canonical basis partly simplifies the structure of the helicity form
factors, meaning that the spurious Gram determinant 1/∆ cancels in the integral coefficients
of the tadpole, bubbles, triangles, and most boxes.

Moving from this observation, we attempted to decompose the coefficients of the canonical
master integrals in partial fractions, using MultivariateApart [69] and Singular [70], and
found, for some of them, impressive simplifications up to a factor O(500), measured by the
simplified expressions’ disk-space usage. However, we did not manage to perform a full
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decomposition for those coefficients involving degree 3 or 4 polynomials, since these public
programs are not able to complete a Groebner basis calculation for the denominator factors
involved. These preliminary findings nevertheless indicate that it would be extremely interest-
ing to experiment with partial fraction decomposition further, in particular employing newly
developed ideas to reconstruct rational functions directly in partial fractioned form [73–75].

Let us now consider the analytic calculation of the master integrals. A canonical basis
for a five-point amplitude is readily derived in terms of two-dimensional tadpoles and bubbles
and six-dimensional pentagons. The corresponding system of differential equations can
be obtained algorithmically, but its analytic solution in terms of iterated integrals is not
straightforward. In fact, the knowledge of the alphabet allows, at least in principle, for the
expansion of the canonical master integrals in terms of linearly-independent iterated integrals.
Additional simplifications in the scattering amplitudes could then be made manifest if these
explicit expressions are used. In practice, however, the alphabet contains a large number of
letters, which themselves include many different square roots. This obscures analytic relations
between the iterated integrals. In particular, it is worth mentioning that naively one finds
letters with occurrences of various double square roots. While we were able to eliminate all of
them by suitable recombination of the relevant letters, the analytic properties of the resulting
integrals remain involved. As an example, consider the two double square roots

r± =
√
2s14 − s2

13 − 2s13(s34 − 4)− (s34 − 8)s34 − 17± (s13 + s34 − 5)r, (6.1)

with
r =

√
s2

13 + 2s13(s34 − 3)− 4s14 + (s34 − 3)2. (6.2)

Individually, it is not possible to remove the double square roots, but in the product, sum,
and difference, these square roots drop. The relevant identities necessary depend on the
prescription one uses for the analytic continuation of the roots themselves in different regions
of the phase space. For example for the product one easily finds

r+ · r− = ±2(s13 − s14 + s34 − 4) . (6.3)

We notice that the sign in eq. (6.3) is phase-space point dependent. Depending on that sign,
the sum and difference of the double square roots become

+ −
r+ + r− −

√
−2(s13 + s34 − 5)

√
−2r

r+ − r−
√
−2r −

√
−2(s13 + s34 − 5) .

(6.4)

We can use these type of relations to remove all double roots. In doing that, one has to
pay extreme attention to the branch cut structure of all involved roots, in order to avoid
inconsistent manipulations. It is worth recalling here that there have been proposals to
address the issue of non-rationalizable square roots, for example through algorithms that
allow to integrate the (canonical) differential equations directly in terms of polylogarithms,
see e.g. [69, 76]. Nevertheless, devising a general approach which works for complicated
alphabets as the one encountered here, remains an outstanding problem.
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As discussed above, the main reason why one would like to solve the master integrals
analytically in terms of an independent set of transcendental functions, is to make all
simplifications manifest in the corresponding rational functions. This is particularly important
when the higher ϵ orders of the one-loop amplitudes are used to subtract IR poles of the two-
loop ones and define the corresponding finite remainders. Interestingly, if one has a canonical
basis available, one can hope to obtain comparable simplifications using an alternative and
substantially simpler approach. In particular, as we already observed, one can use the PSLQ
algorithm to determine relations among the various coefficients of the Laurent expansion in ϵ

of the master integrals, see the discussion in section 5. These relations are a consequence of
the fact that, in particular at lower orders in ϵ, the number of independent transcendental
functions is smaller than the number of master integrals in D dimensions. In our specific
case, in addition to five exact relations, we found 171 relations valid for specific orders in the
Laurent expansion. By inserting them into the ϵ-expanded helicity form factors, we could
obtain extremely compact expressions for the amplitude’s poles, which as expected resemble
the complexity of the corresponding tree-level expressions. We stress that these relations are
obtained without any explicit analytic calculation of the master integrals. Unfortunately,
starting from the finite remainder, the resulting expressions remain rather complicated and, in
particular when considering the higher orders in ϵ, no substantial simplifications were observed.
This is expected, since the higher ϵ orders are spurious artifacts of dimensional regularization.
On the other hand, we believe that it could be worth to investigate this approach as a tool to
remove spurious higher-orders in ϵ from the finite remainder of the corresponding two-loop
amplitude. In particular, if one has an ϵ-factorized basis at disposal and if one can make
sense of concepts as transcendental weight and purity of the ensuing functions, one can use
this approach to determine all relations among the Laurent coefficients of the two-loop master
integrals and the transcendental functions which appear in the IR subtraction formulas. Using
all these relations consistently, one can then attempt to write the resulting finite remainders
in terms of a minimal set of transcendental functions, making all simplifications manifest.

In summary, it is possible to derive the analytic integral coefficients and simplify them
to some extent, but results remain cumbersome. For this reason, we decided to switch to
a semi-numerical approach, as discussed in the following section, which outperforms the
analytic one both in evaluation time and memory usage.

7 Scattering amplitude evaluation in auxiliary mass flow

In the previous section, we discussed the challenges arising from symbolic manipulations of
the analytic amplitude. Here, we discuss the semi-analytic approach we adopted to move
from the unreduced amplitude to the final numerical result. This is based on the insertion of
numerical IBP identities and on the evaluation of the master integrals using our one-loop
specific implementation of the Auxiliary Mass Flow (AMF) algorithm [60, 77].

We start by describing the improvements to the AMF method, which itself relies on
two main steps. The first one is the introduction of an auxiliary mass parameter η into
some of the propagators

Pi → Pi − η, (7.1)
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and the construction of the differential equations with respect to η, for the corresponding
master integrals. The latter task is carried out in combination with public IBP solvers such
as [59, 68, 78, 79]. The second one is the numerical solution of the differential equations,
evolving the differential equation from η = ∞ to η = i0− in order to recover the result
in the physical region.

At one loop, it is possible to bypass the IBP reduction step which results in a significant
improvement of the numerical integration performances. To achieve this, we need to introduce
η in all propagators. Then, one can prove that the following formula holds1

(2z0η − C) ∂

∂η
Iν1···νK (D) =

(
D − 1−

K∑
i=1

νi

)
z0Iν1···νK (D) +

K∑
i=1

ziIν1···νi−1···νK (D − 2) (7.2)

for ν1, . . . , νK ≥ 1, where the coefficients C, z0, z1, . . . , zK are defined through
0 1 · · · 1
1 r11 · · · r1K

...
... . . . ...

1 rK1 · · · rKK

 ·


−C

z1
...

zK

 =


z0

0
...
0

 , (7.3)

with rij = (ri − rj)2 −m2
i −m2

j . If z0 ̸= 0 or C ̸= 0, eq. (7.2) represents a differential equation
for Iν1···νK (D), whose inhomogeneous part is comprised of integrals in (D − 2) dimension
with smaller sum of propagator powers.

At some singular phase space points, z0 and C vanish simultaneously. In these cases,
eq. (7.2) is a linear relation among the integrals instead of a differential equation. Without
loss of generality, let us assume z1 ̸= 0. After the substitution D → D + 2 and ν1 → ν1 + 1,
eq. (7.2) reads

Iν1···νK (D) = −
K∑

i=2

zi

z1
Iν1+1···νi−1···νK (D). (7.4)

We obtain the differential equation for Iν1···νK (D) by differentiating eq. (7.4) with respect
to η and applying eq. (7.2) to the integrals on the right-hand side. Thus, for any integral,
we derive an individual differential equation. Using eq. (7.2) recursively, we construct a
closed system of differential equations for the full basis of master integrals. We then solve
it with the standard AMF method [60, 77].

We further enhance the computation efficiency by using a numerical fit [60]. In this
approach, we insert small rational numbers for ϵ in the unreduced scattering amplitude, in the
IBP relations, and in the integrals. In order to recover the ϵ-expanded scattering amplitude

A = 1
ϵ2

N∑
i=0

fiϵ
i, (7.5)

we fit the coefficients fi against the numerical evaluations. If the numerical samples are
extracted with an high enough number of correct digits p0, the approximate value of fi,

1This can be derived by simply combining eq. (14) and eq. (15) of [80].
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denoted with f̄i, then has a relative accuracy [60]

δi ≡
∣∣∣∣∣ f̄i − fi

fi

∣∣∣∣∣ ∼
(

r

R

)n−i

, 0 ≤ i ≤ n − 1. (7.6)

Here, r is the absolute magnitude of the ϵ values, R is the convergence radius of the
expansion [60], and n is the number of different ϵ evaluations. Based on explicit tests, we
found that if a number of correct digits p is desired, the optimal settings are

n = 8, r = 10−(p/4+2) and p0 = 2p + 20 . (7.7)

Since we avoid any symbolic manipulations on the analytic expressions, this significantly
improves the overall computational efficiency. Furthermore, all substantial cancellations take
place at the level of the numerical samples, rather than at the level of the ϵ-expansions.
Reaching the desired accuracy for the former is much more cost-effective than for the latter.

We have implemented the aforementioned methods in the Mathematica package TTH.
As discussed more in detail in the next section, using this package, we are able to compute
the tree one-loop interference up to O(ϵ2) for arbitrary phase-space points within a few
minutes with at least 8 correct digits.

8 Results and checks

Our main result is the Mathematica package TTH which can be downloaded from git

git clone https://github.com/p-a-kreer/TTH.git .

The package provides three functions: TTHAmplitudeTreeTree, TTHAmplitudeLoopTree, and
TTHUVCounter. These functions take as input a rationalized phase space point and return
numerical results where the one-loop outputs are expanded to order ϵ2. More precisely, they
return the interference of the tree-level amplitude with itself, N Re

[∑
(A(0))†A(0)

]
, with

the bare one-loop amplitude, 2N Re
[∑

(A(0))†A(1)
]
, and with the counter-term amplitude,

2N Re
[∑

(A(0))†Act.
]
. The overall normalization is given by N = 4πα3

sy2
t and

∑
refers to

sum and average over color and helicity states.
Furthermore, the package provides the function NHelicityFormFactors which returns

the color-decomposed helicity form factors, see eq. (3.26) and (3.28). For a detailed description
of the interface, we refer the interested reader to the git repository.

For a benchmark evaluation, we fix mt = 175GeV, yt = 0.6914, αs = 0.118, the
regularization scale µ = mt

2 and we choose the kinematic point

s12 = 1000 000, s13 = −15 393 705 013
471 52 , s14 = −39 849 685 741

932 940 ,

s23 = −21 485 226 445
77 264 , s24 = −48 342 263 815

112 029 , s34 = 83 218 910 153
383 674 .

(8.1)

2The value of µ is kept fixed to mt.
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The tree-loop interference evaluates to

2N Re
[∑

(A(0))†A(1)
r

]
= 2N Re

[∑
(A(0))†A(1)

]
+ 2N Re

[∑
(A(0))†A(1)

ct

]
= (8.2)

=
(
−0.75348873

ϵ2 + 1.3691456
ϵ

+ 0.82613668− 4.9282871ϵ + 1.5817369ϵ2
)
× 10−7.

The evaluation of the squared matrix element up to O(ϵ2) takes a few minutes, depending
on the machine and the phase space point, for a user specified precision of 8 digits. We point
out that the evaluation of the complete set of helicity form factors takes more time than the
unpolarized matrix element, simply because the numerical fit procedure is applied to each
individual form factor instead of a single tree-loop interference. Approximately, 70% of the
total evaluation time is spent on the integration and 30% is spent on the evaluation of the
unreduced scattering amplitude. We expect that an implementation in C++ with optimized
pipelines could significantly improve the evaluation of the unreduced amplitude. This, however,
is not straightforward as it requires a sophisticated treatment of the numerical precision. Note
that from eq. (7.6) the numerical precision is not uniform. In other words, 8 digits precision
corresponds to the ϵ2 contribution, while the lower terms are substantially more accurate.

We performed various cross-checks on our results. First, we computed the amplitude’s
poles analytically using [81] and verified their agreement with the IR prediction in eq. (4.11).
Furthermore, we verified the same cancellation for our semi-analytic framework with and
without application of the ϵ-fit method. Moreover, we compared our numerical results up
to order ϵ0 against OpenLoops2 [82] over a wide range of phase space points. Especially, in
order to verify the numerical precision of our implementation, we tested our numerical code
in several potentially critical points characterized by a nearly vanishing Gram determinant
built out of 2, 3 and 4 momenta. For all these points we found excellent agreement up to
O(ϵ0) with a quadruple precision evaluation in OpenLoops2.

At higher orders in ϵ, we checked the results of our customised AMF implementation
against the public AMF package. As an additional external cross-check, we verified agreement
with pySecDec [83] for various physical phase space points. However, we found that the
computation of the pentagon integrals to sufficient precision with a naive usage of the publicly
available implementation of pySecDec can become cumbersome, and we were not able to
obtain reliable results up to trascendental weight four.

Finally, we point out that these results are the main ingredient for the calculation of
the finite remainder of the corresponding two-loop scattering amplitudes. Once numerical
results for the two-loop amplitudes are known with sufficient precision, the poles cancellation
can be easily tested and the finite remainders can be extracted. If furthermore the two-loop
amplitude is evaluated following the same approach based on the ϵ-fit method, one could also
compute directly its finite remainder, which would reduce the number of samples required
for the same precision.

9 Conclusions

In this paper, we address the calculation of the higher order terms in the ϵ expansion of the
one-loop scattering amplitudes for the production of a Higgs boson in association with a
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tt̄ pair in gluon fusion. In particular, we go beyond previous results published in [38], by
computing fully polarized amplitudes one order higher in ϵ. Our computation is based on a
general decomposition in terms of tensor structures in the ’t Hooft-Veltman scheme. Moreover,
we provide a flexible implementation of our amplitudes in the Mathematica package TTH.

The finite piece of one-loop scattering amplitudes are nowadays routinely calculated via
automated providers in full generality. In this paper, we started investigating the question of
how an analytic approach can cope with the complexity inherent in a five-point amplitude
with massive internal and external particles. In this regard, the higher ϵ orders serve as a
proxy of the two-loop computation, as many salient features addressed in this article are
expected to be relevant there as well. As an example, the specific choice of a basis of Lorentz
tensors, which makes the cancellation of unphysical Gram determinant denominators 1/∆
manifest, is a first important result of our analysis.

Although analytic results often offer great advantages in terms of performance and
numerical reliability, we argued that for such a multileg multiscale amplitude, fully symbolic
results can easily become unmanageable, even fully exploiting current technology. One of
the main roadblock we have identified is the difficulty in performing a full partial fraction
decomposition of the ensuing rational functions, due to the complexity of the corresponding
Groebner basis calculation. From preliminary studies, we expect that a full partial fraction
decomposition has indeed the potential to guarantee impressive improvements on the size
of the analytic expressions. This also suggests that it will be particularly interesting to
investigate alternative methods to reconstruct rational functions directly in partial fractioned
form. We stress that also in this case, full control on the required Groebner basis is required.

To bypass these issues, we have developed a hybrid approach based on the use of analytic
integration-by-parts identities, concatenated with a customized version of Auxiliary Mass Flow
algorithm for the numerical integration of the master integrals. Given the expected drastic
increase in complexity at two loops, we envision that a similar semi-numerical approach
could reveal beneficial in this case as well.
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