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1 Introduction

In the framework of effective field theory (EFT), high-energy physics can be encoded into
local higher-derivative operators. If the UV theory is known, massive degrees of freedom
can be integrated out to determine the Wilson coefficients of these operators in the EFT
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description. In contrast, from a purely low-energy perspective that ignores any details about
the UV physics, the coefficients can take on any values. However, even without knowing
specific details of the UV theory, such as its spectrum or couplings, fundamental physical
principles — locality, unitarity, and suitable assumptions about the high-energy behavior of
the full scattering amplitude — impose non-trivial constraints on the allowed values of the
Wilson coefficients. These basic high-energy assumptions facilitate a dispersive representation
of the Wilson coefficients which implies that they must lie in a convex region sometimes
called the “EFT-hedron” [2]. The allowed region of Wilson coefficients has been explored
recently for theories of massless particles, including for scalars [2–4], massless pions [5–10],
photons [11–15], and gravitons [16, 17].

In this paper, we derive universal bounds on 4d planar N = 4 super Yang-Mills (SYM)
theory with higher-derivative corrections. This is done analyzing the 2 → 2 scattering
amplitude, assuming a weak coupling approximation that allows us to suppress loops of the
massless SYM states. Using the 4-point supersymmetry Ward identities, we show that the
low-energy expansion of the 2 → 2 color-ordered amplitude must take the form1

A[zzz̄z̄] = − s

u
+ s2

∞∑
k=0

k∑
q=0

ak,q sk−q uq , (1.1)

where z and z̄ are conjugate scalars of the massless N = 4 SYM spectrum and maximal super-
symmetry requires ak,k−q = ak,q (“SUSY crossing symmetry”). The ak,q are in 1-1 correspon-
dence with the coefficients of the local single-trace N = 4 higher-derivative 4-field operators.

Additionally assuming a mass-gap and a Froissart-like bound, we derive a dispersive
representation for the Wilson coefficients ak,q for all k, q. We also derive two types of sum
rules (or “null constraints”) resulting from a supersymmetric version of crossing symmetry.
Including both sum rules in the analysis gives optimal bounds for any finite cutoff kmax on
Mandelstam terms in the low-energy ansatz (1.1) and a spin cut-off ℓmax. The choice of kmax
corresponds to including only local N = 4 SUSY compatible 4-point operators of the schematic
form tr(D2k+4z2z̄2) with k ≤ kmax in the analysis. For example, kmax = 8 includes operators
with up to 20 derivatives in the analysis. The higher kmax, the stronger the bounds tend to be.

The dispersive representation of the ak,q’s allows us to derive bounds on ratios of Wilson
coefficients. For example, we find that a0,0, the coefficient of the N = 4 supersymmetrization
of trF 4 ∼ tr(D4z2z̄2), must be bigger than any other Wilson coefficient, so it is natural to
bound ratios āk,q ≡ ak,q/a0,0. The full allowed region is then a convex subregion within the
hypercube 0 ≤ āk,q ≤ 1. Although we do not utilize the analytic EFT-hedron bounds of [2, 4],
we still loosely refer to the allowed region as the “N = 4 supersymmetric EFT-hedron” or
simply the “EFT-hedron”.

To determine the bounds on (projections of) the supersymmetric EFT-hedron, we
formulate the constraints as a linear optimization problem. We use two well-established
linear programming solvers to numerically determine these bounds. One program is the
semi-definite programming code, SDPB, developed by Simmons-Duffin for the purpose of the
conformal bootstrap [18, 19]. The second solver is CPLEX, a commercial code maintained by

1Our 4-point Mandelstam variables are s = −(p1 + p2)2, t = −(p1 + p3)2, and u = −(p1 + p4)2, treating all
momenta as outgoing.
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IBM [20]. SDPB has previously been used for positivity bounds, see for example [3, 4, 7, 9],
but to our knowledge this is the first time CPLEX is used in the context of the S-matrix
bootstrap. The main purpose of using both methods is to have non-trivial checks on, and
comparisons of, the numerical results. We find excellent agreement between the two methods.
CPLEX runs faster for the precision needed to illustrate the large-scale bounds of the allowed
regions in plots, but when high-precision results are needed, SDPB is the more efficient and
reliable choice. Most of the plots in the paper were generated with SDPB.

The study of the N = 4 supersymmetric EFT-hedron is partially motivated by string
theory. Specifically, the Veneziano tree amplitude for massless Type-I open superstring
scattering must be contained within the N = 4 SUSY EFT-hedron.2 Investigating this space
may shed light on the unique properties of string theory. One long-term goal is to explore
what fundamental conditions isolate the open string as the only viable UV completion of
low-energy N = 4 SYM or, more generally, of even just YM theory, at tree-level.

As a step in this direction, the authors of [1] studied the combination of EFT-hedron
bounds with the string monodromy relations [21–25],

0 = A[2134] + eiπα′sA[1234] + e−iπα′tA[1324] . (1.2)

When imposed on the low-energy ansatz (1.1), the monodromy relations (1.2) fix particular
linear combinations of the Wilson coefficients ak,q, while an infinite set of coefficients remain
unfixed, e.g. at the lowest orders a1,0, a3,0, and a4,1. The authors of [1] showed that when
combined with the EFT-hedron bounds of [2], a1,0 and a3,0 were numerically fixed to be within
about a percent of the string values and a4,1 within about 50%. They went on to propose
that string monodromy, together with positivity bounds, would isolate the open string.

As part of our analysis, we revisit the monodromy+EFT-hedron proposal of [1] and
extend the results up to 20th derivative order. Using SDPB (along with some CPLEX
cross-checks), we show that these additional constraints now bring a1,0 and a3,0 to within
less than 0.01% of their string values. More generally, we find that the allowed regions for
the coefficients unfixed by monodromy become tiny islands around the open string values.
The islands continue to shrink as kmax is increased. This leads to the expectation that the
islands will reduce to a point in the limit of kmax → ∞.

2With the 1/
√

α′ as the mass gap, the Veneziano amplitude corresponds to a single point in the supersym-
metric EFT-hedron. Unlike the string loop-amplitudes, the string tree amplitude is not sensitive to details of
the compactification from 10d to 4d.
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Figure 1. 3D cartoon of how the monodromy line (blue) could intersect with an EFT-hedron of
codimension zero (left) or nonzero (right).

Working to kmax = 8, we find the following bounds on the eight lowest Wilson coefficients
left unfixed by monodromy relations:

SDPB bounds String Value astr
k,q

1.201982 ≤ a1,0 ≤ 1.202061 astr
1,0 = ζ3 ≈ 1.202057

1.036923 ≤ a3,0 ≤ 1.036937 astr
3,0 = ζ5 ≈ 1.036928

0.04053 ≤ a4,1 ≤ 0.04063 astr
4,1 = 3

4ζ6− 1
2ζ2

3 ≈ 0.04054
1.0083481 ≤ a5,0 ≤ 1.0083495 astr

5,0 = ζ7 ≈ 1.0083493
0.008649 ≤ a6,1 ≤ 0.008729 astr

6,1 = 5
4ζ8−ζ3ζ5 ≈ 0.008651

1.00200830 ≤ a7,0 ≤ 1.00200891 astr
7,0 = ζ9 ≈ 1.00200839

0.00031 ≤ a7,2 ≤ 0.00041 astr
7,2 =−7

4ζ6ζ3+ 1
6ζ3

3 − 9
4ζ4ζ5−3ζ2ζ7+ 28

3 ζ9 ≈ 0.00032
0.00203 ≤ a8,1 ≤ 0.00212 astr

8,1 = 7
4ζ10− 1

2ζ2
5 −ζ3ζ7 ≈ 0.00204 .

(1.3)
Going to higher kmax to get even stronger bounds is in principle straightforward and just
requires more computation time. We find that the bounds shrink toward zero as a power-law
(or faster) in kmax, so this supports the proposal of [1] that string monodromy combined
with positivity bounds single out the Veneziano amplitude.

The string monodromies impose linear relations among the Wilson coefficients. From a
geometric perspective, these relations define a higher-dimensional “plane” in the space of ak,q’s;
we call this space the monodromy plane. Meanwhile, at finite kmax, the positivity bounds
give an allowed region, the supersymmetric EFT-hedron, which has co-dimension zero in
the space of SUSY crossing-symmetric Wilson coefficients. When monodromy and positivity
isolate a small island at finite kmax, that is the statement that the monodromy plane and
the supersymmetric EFT-hedron intersect each other in a small volume. The claim that this
small volume of allowed values of Wilson coefficients shrinks to a point with increasing kmax is
then the statement that the monodromy plane intersects the supersymmetric EFT-hedron at
a single point in the limit kmax → ∞. That one point has the values of the Wilson coefficients
corresponding to the Veneziano amplitude.

The intersection at a point could happen in two distinct ways, as illustrated at the
cartoon level in figure 1: either the monodromy plane is tangent to the allowed EFT-hedron
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region in the limit kmax → ∞ or the monodromy plane intersects the interior of the finite-kmax
EFT-hedron in a manner such that, as kmax → ∞, the EFT-hedron flattens, leading to a
point of intersection between the two spaces.

To analyze which option is realized, we move the monodromy plane so that it intersects
the EFT-hedron at different points. If the first picture in figure 1 is correct, the bounds
would generically not narrow to a point with increasing kmax, while in the second picture,
such shrinking would always occur. Our numerical analysis suggests that the bounds do
shrink at all intersection points examined.

This motivates the proposal that the allowed space of Wilson coefficients flattens out
to a space of lower dimensionality in the limit of kmax → ∞. This flattening conjecture
implies that in the kmax → ∞ limit, there are much stronger constraints among the Wilson
coefficients than one might naively have anticipated.

Specifically, we find evidence that fixing two-thirds of the Wilson coefficients is sufficient
for the bootstrap to fix the remaining one-third of Wilson coefficients. Thus, the flattening
suggests that there is a “better” low-energy representation of the EFT amplitude than the
standard one in (1.1). The parameters should split up into two sets: those corresponding
to coordinates along the flattened EFT-hedron (we call these monovariables r

(k)
i ) and those

transverse to it, A
(k)
i = a1,0, a3,0, a4,1, a5,0, a6,1, etc. This is illustrated in figure 2. Our

analysis suggests that we rewrite the EFT amplitude as

A[zzz̄z̄] = − s

u
+ s2

(∑
k,i

r
(k)
i P

(k)
i (s, u) +

∑
k,i

A
(k)
i Q

(k)
i (s, u)

)
, (1.4)

where P
(k)
i (s, u) = P

(k)
i (u, s) are specific symmetric degree-k polynomials in s and u. The

Q
(k)
i (s, u) = Q

(k)
i (u, s) are infinite sums of s,u symmetric polynomial terms whose lowest-

order terms are degree k. The key point of flattening is the claim that for any choice of
monovariables r

(k)
i in the EFT-hedron, the positivity constraints of the S-matrix bootstrap

uniquely fix all coefficients A
(k)
i . At large k, the monovariables r

(k)
i account for two-thirds

of all the variables: thus one only needs to specify two-thirds of all the EFT coefficients to
know the whole low-energy expansion. Importantly, we also find evidence that there does
exist a form of the amplitude (1.4) in which the Q

(k)
i (s, u) can be resummed. The answer

is surprisingly simple and of the form

∑
k,i

A
(k)
i Q

(k)
i (s, u) = sin(πt)

π

∑
k,i

Ã
(k)
i S(k)

i (s, t, u) , (1.5)

where t = −s − u and S(k)
i represents the degree-k Mandelstam polynomials that are fully

symmetric in s, t, u. The coefficients Ã
(k)
i are finite linear combinations of the A

(k)
i . We

have verified this ansatz up to 20th order in the Mandelstam variables.3 The flattening
of the supersymmetric EFT-hedron and the resummed form of the low-energy expansion
are key results of this paper.

3Some readers may recognize the r.h.s. of (1.5) as an ansatz that trivially solves the string monodromy
relations without restricting the coefficients Ã

(k)
i . We discuss this in section 7.3.
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Ā
(k)
i

r̄
(0)
0 r̄

(2)
1

r̄
(2)
2

r̄
(3)
3

r̄
(4)
4

...

Figure 2. A simplified sketch of the parametrization for the flattened EFT-hedron with monovariables
r̄

(k)
i = r

(k)
i /a0,0 and its transverse directions Ā

(k)
i = A

(k)
i /a0,0.

In previous work [3, 4], it was noted that some allowed regions were thin, or “tortilla”
shaped. In those cases, the bounds converged on the finite size regions. Our claim is stronger:
by “flattening”, we mean an actual lowering of the allowed region’s dimensionality.

Let us come back to the statement that monodromy and positivity constraints combine to
single out the open string tree amplitude. Since the string monodromy relations arise from the
worldsheet description of the string, it seems dissatisfactory to impose them in order to isolate
the Veneziano amplitude. However, monodromy relations can be shown [26] to arise also in
purely field theoretic context, namely from scalar bi-adjoint (BAS) effective field theory. The
BAS EFT appears in the tree-level double-copy where it can be used as a way to generate the
higher-derivative corrections to other theories; relevant for us here is the double-copy relation

(N = 4 SYM EFT) = (BAS EFT) ⊗FT (pure N = 4 SYM) , (1.6)

It was conjectured in [26] that the most general tree amplitude obtained by the double-
copy (1.6) automatically satisfies the string monodromy relations. The results obtained
here, expanding on the earlier results of [1], then lead to the conjecture that among all the
4-point N = 4 SYM EFT tree amplitudes obtained from the double-copy (1.6), the unique
one compatible with unitarity, locality, the existence of a mass-gap, and the Froissart bound
is the Veneziano open-string tree amplitude.

The above conjecture brings the assumption of monodromy constraints a step down
toward a more purely low-energy effective field theory approach. It would of course be very
interesting to have assumptions that are even more fundamental than the existence of the
EFT double-copy relation (1.6) and that is a goal of future work.

Finally, let us note that with SDPB, it is also possible to extract the spectrum of theories
that lie at the boundaries of the allowed space.4 One might expect that when we numerically
fix Wilson coefficients to be close to their string values, the spectrum of the extremal theory
closely mirrors that of string theory. We find that the spectra for these extremal theories do

4We thank Jan Albert and David Poland for useful discussions related to this topic.
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match some of the leading Regge trajectories, but that there are also spurious states that
do not match the open string spectrum. These presumably disappear at higher kmax and
ℓmax. We leave a more detailed analysis of these numerical spectra to the future.

The paper is organized as follows. We start in section 2 by deriving the constraints of N =
4 supersymmetry on the 2 → 2 scattering amplitude. Next, in section 3, we state the technical
assumptions, then derive the dispersive representation of the Wilson coefficients as well as null
constraints on the spectral density from SUSY crossing symmetry. In section 4 we formulate
the optimization problems and briefly discuss the implementations in SDPB and CPLEX.
Readers familiar with the dispersive arguments may choose to skip ahead to the core results.

In section 5, we explore some of the simplest bounds and offer brief comparisons of SDPB
and CPLEX. The main takeaway from this section is there is no sign that the Veneziano
amplitude should lie at a kink or any other particular feature of the bounds in these projections.

The analysis with monodromy imposed as additional null constraints is presented in sec-
tion 6. In section 7, we change the monodromy constraints to “monovariable constraints” and
present numerical evidence supporting the conjecture that the supersymmetric EFT-hedron
flattens in the kmax → ∞ limit. We also introduce the novel partially-resummed parameteri-
zation of the low-energy amplitude. We conclude with a discussion and future outlook in
section 8. The appendix contains technical discussions of the numerical implementation.

Note added. While preparing this paper, we became aware of partially overlapping results
in [27] in which the authors find even stronger bounds on the a1,0, a3,0, and a4,1 Wilson
coefficients when the string monodromy relations are imposed.

2 Amplitudes in N = 4 SYM + h.d.

In this section, we derive an ansatz for the low-energy expansion of the 2 → 2 scattering
amplitudes in N = 4 supersymmetric Yang-Mills EFT with gauge group SU(N) in the strict
large-N limit. We provide some examples of different UV completions that give non-zero
Wilson coefficients in the low-energy theory.

2.1 N = 4 superamplitude

The massless N = 4 vector supermultiplet consists of 16 states: two gluon helicity states g±,
four pairs of positive and negative helicity gluinos λA and λABC , and three pairs of complex
scalars zAB . The on-shell states transform in fully antisymmetric irreducible representations
of the SU(4)R R-symmetry group; A, B, C = 1, 2, 3, 4 are R-indices.

The scattering amplitudes of an N = 4 SYM EFT can be encoded into on-shell su-
peramplitudes. At 4-point, we write

A4 = δ8(Q̃) [12]
2

⟨34⟩2 f(s, u) with δ8(Q̃) = 1
24

4∏
A=1

4∑
i,j=1

⟨ij⟩ηiAηjA . (2.1)

The ordering of the external states is understood to be 1234 unless otherwise specified. The
on-shell superspace formalism with the Grassmann variables ηiA can be found in section
4 of [28, 29]. To project out component amplitudes from the superamplitude, one takes
derivatives with respect to the Grassmann variables ηiA to match the R-indices of the ith
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state. A positive helicity gluon corresponds to the SU(4)R singlet with no indices, whereas
the negative helicity gluon corresponds to the singlet with all four R-indices, i.e. g− = g1234.
Thus, projecting out the 4-gluon amplitude from (2.1) gives

A[+ +−−] = [12]2⟨34⟩2f(s, u) , (2.2)

where ± is shorthand for the gluon helicity states. In pure (S)YM theory, the tree-level
Parke-Taylor gluon amplitude is

AYM[+ +−−] = ⟨34⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩ = − [12]2⟨34⟩2

su
, (2.3)

so f(s, u) = −1/(su) in pure (S)YM.
Consider a pair of conjugate scalars z = z12 and z̄ = z34 of the massless N = 4 supermulti-

plet. Projecting out three different 4-scalar amplitudes from the superamplitude (2.1), we find

A[zzz̄z̄] = s2f(s, u) , A[zz̄zz̄] = t2f(s, u) = A[z̄zz̄z] . (2.4)

Cyclicity requires A4[2341] = A4[1234], so, together with the supersymmetry requirement
A4[zz̄zz̄] = A4[z̄zz̄z] from (2.4), we see that f must be symmetric in s and u:

f(u, s) = f(s, u) . (2.5)

We call this equality “crossing symmetry”. It is clearly satisfied by the Parke-Taylor amplitude,
but it must hold for the full amplitude as well.

2.2 Low-energy ansatz

On-shell, local, higher-derivative operators are in 1-1 correspondence with polynomial terms in
f(s, u) subject to momentum conservation s + t + u = 0. Hence, in the low-energy expansion,
the most general form5 of the 4-point amplitude is

f(s, u) = − 1
su

+
∑

0≤q≤k

ak,qsk−quq . (2.6)

This assumes a weak-coupling limit in which we exclude contributions from loops of massless
particles which would generate logarithms in the low-energy ansatz (2.6) and running of
the EFT couplings.

Of particular interest to us is the 4-scalar amplitude A[zzz̄z̄]. By (2.4), the most general
ansatz for this component is

A[zzz̄z̄] = − s

u
+ s2 ∑

0≤q≤k

ak,q sk−q uq . (2.7)

Since not all higher-derivative operators are compatible with N = 4 supersymmetry, the
coefficients ak,q are restricted. Specifically, the crossing relation (2.5) requires us to impose

Crossing / SUSY: ak,k−q = ak,q for all 0 ≤ q ≤ k . (2.8)
5We exclude pole terms (u/s + s/u) or (1/s + 1/u) in f(s, u) because by (2.4) they would imply that

A[zzz̄z̄] has residues of order s2 and s3 in the u-channel corresponding to exchanges of massless spin 2 and 3
states. Alternatively, one can argue the absence of these pole terms by the fact that there exist no N = 4
SUSY compatible 3-point interactions made from the N = 4 SYM fields.
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The ak,q are Wilson coefficients for (linear combinations of) the on-shell local operators
compatible with supersymmetry. The factor of s2 multiplying the sum in (2.7) means that
no interaction with less than four derivatives contributes to this amplitude, i.e. there are
no N = 4 compatible interactions of the form tr(z2z̄2) and tr(D2z2z̄2).6 This is simply the
statement that tr(F 4) is the lowest-dimensional N = 4 supersymmetric higher-derivative
operator available in the vector sector. Indeed, a0,0 is the coefficient of tr(F 4), a1,0 = a1,1 is
the coefficient of the unique N = 4 SUSY compatible operator tr(D2F 4), etc.

2.3 Examples

Here, we present relevant examples of amplitudes compatible with the SUSY crossing con-
straint (2.5).

2.3.1 Veneziano amplitude

The Veneziano amplitude for tree-level scattering of massless open superstrings is unitary [30,
31] and compatible with N = 4 supersymmetry upon restriction to 4d. Projecting to two
pairs of massless external scalars, the Veneziano amplitude is

Astr[zzz̄z̄] = −(α′s)2Γ(−α′s)Γ(−α′u)
Γ(1− α′(s + u)) . (2.9)

Expanding in small α′s and α′u we find

Astr[zzz̄z̄] = − s

u
+ s2

(
ζ2α′2 + ζ3α′3(s + u) + ζ4α′4(s2 + u2)+ 1

4ζ4α′4su + . . .

)
, (2.10)

where ζs is the Riemann zeta function. We can read off

astr
0,0 = ζ2 α′2 , astr

1,0 = astr
1,1 = ζ3 α′3 , astr

2,0 = astr
2,2 = ζ4 α′4 , astr

2,1 = 1
4ζ4 α′4 , etc. (2.11)

from the comparison to the general ansatz (2.7).

2.3.2 1-loop contribution from the Coulomb branch

Consider one-loop contributions from BPS states on the Coulomb branch as an example
of a UV completion [32–34].7 We start with N = 4 SYM with a SU(N ′) gauge group and
go onto the Coulomb branch such that the gauge symmetry is broken to SU(N)× SU(N ′′)
with N ′ = N + N ′′. We restrict the external states to be massless states transforming in the
adjoint of the SU(N) sector. The massive states that transform in the (anti-)fundamental
of SU(N) and (anti-)fundamental of SU(N ′′) couple quadratically to the massless external
states and therefore start contributing only at 1-loop order.

The loop contributions of the massive states of N = 4 SYM on the Coulomb branch
do not include bubble or triangle integrals (see for example [35] and [36]), so the only

6N = 4 SYM does, of course, have local 4-scalar interactions, but these have a different R-symmetry index
structure, for example z12z23z34z41; i.e. they involve two different pairs of conjugate scalars, not just one.

7We thank Enrico Hermann for suggesting this example.
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contribution is from box-diagrams. The explicit contribution of a single massive BPS state
with mass m running in the loop is

A1-loop[zzz̄z̄] = 6s2

π2

∫
d4l

[sl − m2][sl,1 − m2][sl,12 − m2][sl,123 − m2] . (2.12)

This box-diagram was shown in [37] to be given by an Appell’s hypergeometric function
of two variables, F3:

A1-loop[zzz̄z̄] = s2

m4 F3

(
1, 1, 1, 1; 52

∣∣∣∣ s

4m2 ,
u

4m2

)
,

= s2Γ(5/2)
m4

∞∑
j,ℓ=0

Γ(1 + ℓ)Γ(1 + j)
Γ(5/2 + j + ℓ)

(
s

4m2

)j ( u

4m2

)ℓ

.

(2.13)

The Wilson coefficients are

a0,0 = 1
m4 , a1,0 = a1,1 = 1

10
1

m6 , a2,0 = a2,2 = 1
70

1
m8 , a2,1 = 1

140
1

m8 ,

a3,0 = a3,3 = 1
420

1
m10 , a3,1 = a3,2 = 1

1260
1

m10 , etc. (2.14)

Note that we have dropped overall factors in the box-diagram and tuned the normalization
of the amplitude to make a0,0 = 1/m4. The bootstrap places bounds on ratios of Wilson
coefficients, so the overall scaling does not matter.

2.3.3 Infinite spin tower

Another amplitude that satisfies the crossing constraint (2.8) is

AIST[zzz̄z̄] = − s

u
+ s2

(m2 − s) (m2 − u) . (2.15)

The coefficients of the low-energy expansion are

ak,q = 1
m2k+4 for all k, q . (2.16)

The AIST-amplitude tends to show up as an allowed solution in S-matrix bootstrap analyses [3,
7]. However, it has an unsuppressed infinite tower of higher spin states, all with the same
mass, so it is not expected to arise from a physical theory even though it is not explicitly
forbidden by our assumptions.

3 Dispersive representation

We study the full color-ordered N = 4 SYM EFT scalar amplitude

A(s, u) = A[zzz̄z̄] , (3.1)

with supersymmetry constraints and a low-energy expansion as discussed in the previous
section. In this section, we exploit the expected analytic structure of the amplitude to
derive positivity bounds for the Wilson coefficients ak,q of the lower-energy expansion. We
summarize the technical assumptions in section 3.1, then derive the dispersive representation
of the Wilson coefficients ak,q in section 3.2. The final result is given in equation (3.12), and
the most basic consequences are discussed in section 3.3. In section 3.4 we derive additional
“null constraints” on the Wilson coefficients.
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3.1 Assumptions

We make the following set of assumptions:

1. The gauge group has large rank, so we can work in the large-N limit. This ensures that
the color-ordered amplitude (3.1) has no t-channel poles or discontinuities.

2. The theory admits a weak coupling description. This means that we can ignore loops
of massless particles and take the low-energy expansion of the amplitude to be (2.7).

3. The theory has a mass gap, Mgap, such that there are no states with nonzero mass
below Mgap.

4. The amplitude admits a partial wave decomposition

A(s, u) = 16π
∞∑

ℓ=0
(2ℓ + 1) aℓ(s)Pℓ

(
cos(θ)

)
, (3.2)

where cos(θ) = 1 + 2u/s and the Legendre polynomials Pℓ are labeled by the spin ℓ.
Crucially, unitarity requires Im

(
aℓ(s)

)
≥ 0.8

5. For fixed u < 0 and sufficiently large |s|, the amplitude is analytic in s away from the
real axis in the complex s-plane.

6. The amplitude obeys a Froissart-Martin-like bound:

fixed u < 0: lim
|s|→∞

A(s, u)
s2 = 0 ,

fixed t < 0: lim
|s|→∞

A(s,−s − t)
s2 = 0 .

(3.3)

A rigorous derivation of Property 5 for general theories is not currently known, but it
does hold at all orders in perturbation theory [2, 3, 38]. Property 6 can be shown to hold
with assumptions about the UV behavior of the theory [39, 40]: it was argued in [2] that
if the amplitude is analytic and polynomially bounded as A(s, u) < sN for any N at large
s, then (3.3) follows from unitarity.

3.2 Dispersive representation of Wilson coefficients

Each of the Wilson coefficients in the low-energy expansion (2.7) of A(s, u) can be extracted
by the contour integral

ak,q = 1
q!

∂q

∂uq

∫
C⋆

ds′

2πi

A(s′, u)
s′k−q+3

∣∣∣∣
u=0

, (3.4)

where the contour C⋆ is a small circle surrounding s = 0 in the complex s-plane. The “+3” in
the power of s′ in the denominator accounts for the factor of s2 in the low-energy ansatz (2.7).
Together with the assumption (3.3), the “+3” ensures that the contour deformation described

8Im(aℓ(s)) is also bounded from above, but we do not impose the upper bound in our analysis.
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Re

Im

|
M2

gap
×× ×
m2

a

M2

s

Re

Im

×× ×|
M2

gap

m2
a

M2

s

Figure 3. The contour deformation that converts (3.4) to (3.5). The contribution from the arc at
infinity vanishes due to Property 6. The contour around the branch cut can be identified with the
discontinuity of the s-channel branch-cut. We only include a single simple pole explicitly in the figure,
but there can be an infinite number of massive simple poles on the real positive s-axis.

in figure 3 has vanishing contribution from the contour at infinity for any 0 ≤ q ≤ k.
Therefore, we get

ak,q = 1
q!

∂q

∂uq

( 1
π

∫
ds′

s′k−q+3 ImA(s′, u)
) ∣∣∣∣∣

u=0

(3.5)

for all 0 ≤ q ≤ k. Here we used that the discontinuity of the amplitude is proportional
to its imaginary part,9 2iIm[A(s, u)] = A(s + iϵ, u) − A(s − iϵ, u). There are no t-channel
contributions because we work in the planar limit and no u-channel contributions because
we work at fixed u < 0.

Next, we use the partial wave decomposition,

Im(A) = 16π
∑
ℓ=0

(2ℓ + 1) Im(aℓ(s′))Pℓ

(
1 + 2u

s′

)
. (3.6)

The Legendre polynomials can be written

Pℓ

(
1 + 2δ

)
=

ℓ∑
q=0

vℓ,qδq with vℓ,q =
∏q

a=1
[
ℓ(ℓ + 1)− a(a − 1)

]
(q!)2 , (3.7)

where vℓ,q ≥ 0 for ℓ ≥ q and we define vℓ,q = 0 for q > ℓ. Since the only dependence on u

enters (3.5) via the Legendre polynomials, taking q u-derivatives and then setting u = 0 picks
out the coefficient vℓ,q. Hence, after a change of integration variable, s′ = M2, (3.5) becomes

ak,q =
∑
ℓ=0

∫ ∞

M2
gap

dM2 ρℓ(M2)
( 1

M2

)k+3
vℓ,q , (3.8)

where
ρℓ(M2) = 16(2ℓ + 1) Im

(
aℓ(M2)

)
. (3.9)

Unitarity requires ρℓ(M2) ≥ 0 and this places non-trivial restrictions on the ak,q.
9For simplicity of the presentation, we have absorbed single-particle contributions into the definition of

the discontinuity. The single particle contributions can be treated separately, as done in refs. [2, 3], but they
are eventually absorbed into the spectral function and make no practical difference for the final form of the
dispersive representation.
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It is useful to rewrite (3.9) in terms of dimensionless quantities.10 To make the Wilson
coefficients dimensionless, we multiply (3.8) by (M2

gap)(k+2) and redefine the ak,q as

(M2
gap)(k+2)ak,q → ak,q . (3.10)

We introduce

x =
M2

gap
M2 and pℓ(x) = x ρℓ

(
M2

gap/x
)
≥ 0 , (3.11)

in terms of which (3.8) becomes

ak,q =
∑
ℓ=0

∫ 1

0
dx pℓ(x)xk vℓ,q, pℓ(x) ≥ 0 . (3.12)

This is the dispersive representation of the Wilson coefficients that we use to derive bounds
in the following sections. Physically, equation (3.12) relates the individual low-energy Wilson
coefficients to the integral over the high-energy spectrum.

3.3 Basic consequences

It is immediately clear from (3.11) and (3.12) that all Wilson coefficients have to be non-
negative,

ak,q ≥ 0 . (3.13)

Further, since 0 ≤ x ≤ 1 in (3.12), we must have

ak′,q ≤ ak,q for k ≤ k′ . (3.14)

We can now use the crossing conditions, ak,k−q = ak,q, along with (3.14) to see that

a0,0 ≥ a1,0 ≥ a2,0 ≥ a3,0 . . .

q
a1,1 ≥ a2,1 ≥ a3,1 . . .

q
a3,2 . . .

...

(3.15)

Thus, a0,0 is the largest Wilson coefficient, so if a0,0 = 0, all other ak,q’s must vanish. In
other words, unless the supersymmetrization of the operator trF 4 is included, there can
be no other higher-derivative operators.

Given a set of Wilson coefficients ak,q with a valid a dispersive representation (3.12),
a new set of Wilson coefficients defined by

∀k, q : a′
k,q = λak,q, λ > 0 (3.16)

10Equivalently, we could set Mgap = 1.
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also trivially admits a valid dispersive representation. Therefore, the bounds only apply to
ratios of Wilson coefficients. Since a0,0 is the largest Wilson coefficient, it is natural to study
the bounds on the ratios ak,q/a0,0. Each such ratio must obey

0 ≤ ak,q

a0,0
≤ 1 . (3.17)

The more detailed shape of the higher-dimensional bounded space of allowed Wilson coefficients
is studied using numerical methods in the following sections. For optimal bounds, we need
to incorporate additional constraints, as discussed next.

3.4 Null constraints

When the dispersive representation (3.12) is plugged into the SUSY crossing condition
ak,q − ak,k−q = 0, we find the following “null constraints” on pℓ(x):

∀ k, q :
∑
ℓ=0

∫ 1

0
dx pℓ(x)X ℓ,x

k,q = 0 with X ℓ,x
k,q = xk[vℓ,q − vℓ,k−q

]
. (3.18)

A second set of null constraints arises from a version of the dispersive argument implemented
for fixed t rather than fixed u. It takes the form

∀ k, q :
∑

ℓ

∫ 1

0
dx pℓ(x)Yℓ,x

k,q = 0

with Yℓ,x
k,q = xk

vℓ,q − (−1)ℓ
k∑

q′=0
(−1)q′

vℓ,q′

((
q′

k − q

)
+
(

q′

q

)) .

(3.19)

We derive this relation below. It can be thought of as the supersymmetric version of the
crossing symmetry sum rule found in [7] for the four-pion amplitude.11 Note that the X ℓ,x

k,q

and Yℓ,x
k,q null constraints are not all linearly independent. For example, at a given k, only

the null constraints from Yℓ,x
k,q with q ≤ ⌊k/2⌋ are linearly independent when the X ℓ,x

k,q null
constraints are imposed for all q ≤ k. Physically, we can interpret (3.18) and (3.19) as
non-trivial constraints from maximal supersymmetry on the spectrum of intermediate states.

Derivation of the null constraint (3.19). The core idea necessary to derive the null
constraint (3.19) is that there is a fundamentally new representation of the ak,q when working
at fixed t instead of fixed u. To start, we define

bk,q = 1
q!

∂q

∂tq

∫
C⋆

ds′

2πi

A(s′,−s′ − t)
s′k−q+3

∣∣∣∣
t=0

. (3.20)

The low-energy expansion of the amplitude identifies the bk,q as the Wilson coefficients in
the representation,

A(s,−s − t) = s

s + t
+ s2 ∑

0≤q≤k

bk,qsk−qtq , (3.21)

11The sum rules in eq. (3.19) are particular linear combinations of those given in ref. [7]. For example,
Yℓ,x

2,1,l

ours = 2Yℓ,x
2,0,l

theirs − Yℓ,x
2,1,l

theirs.
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and hence the bk,q are related to the ak,q of (2.7) as

ak,q =
k∑

q′′=q

(−1)q′′
(

q′′

q

)
bk,q′′ . (3.22)

Performing the same contour deformation as before, we find a contribution from both the
u- and s-channel branch-cuts:∮

C⋆

ds′

2πi

A(s′,−s′ − t)
s′k−q+3 = 1

π

∫ ∞

M2
gap

ds′
Im A(s′,−s′ − t)

s′k−q+3

− 1
π

∫ −M2
u−t

−∞
ds′

Im A(s′,−s′ − t)
s′k−q+3 ,

(3.23)

where M2
gap is the start of the cut / lowest mass in the s-channel and M2

u is the start of the
u-channel cut / lowest mass in the u-channel. We make no assumptions regarding M2

u at
this stage in the calculation. For the u-channel cut, we use that

A(s′,−s′ − t) = s′2f(s′,−s′ − t) = s′2f(−s′ − t, s′) = s′2

(s′ + t)2 A(−s′ − t, s′) (3.24)

where N = 4 supersymmetry required the crossing symmetry for f in (2.5). A change
variables s′ → −s′ − t gives∮

C⋆

ds′

2πi

A(s′,−s′ − t)
s′k−q+3 = 1

π

∫ ∞

M2
gap

ds′
Im A(s′,−s′ − t)

s′k−q+3

− 1
π

∫ ∞

M2
u

ds′
1

s′2
Im A(s′,−s′ − t)
(−s′ − t)k−q+1 .

(3.25)

Now the integrand in the second line is over positive s′ and we know that the discontinuity
in the s-channel cannot begin below M2

gap, so we can replace M2
u with M2

gap.
Next, we use the partial wave expansion for Im A(s′,−s′ − t) at fixed t,

A(s,−s − t) = 16π
∞∑

ℓ=0
(−1)ℓ(2ℓ + 1) aℓ(s)Pℓ

(
1 + 2t

s

)
, (3.26)

where we have used that Pℓ(−x) = (−1)ℓPℓ(x). The dispersive representation for bk,q then
becomes

bk,q = 1
q!

∂q

∂tq

( ∞∑
ℓ=0

∫ ∞

M2
gap

dM2 (−1)ℓρℓ(M2)
M2(k−q+3) Pℓ

(
1 + 2t

M2

)

−
∞∑

ℓ=0

∫ ∞

M2
gap

dM2 (−1)ℓρℓ(M2)
M4(−M2 − t)k−q+1 Pℓ

(
1 + 2t

M2

))∣∣∣∣
t=0

.

(3.27)

We make the bk,q dimensionless by rescaling them with powers of M2
gap as in (3.10), and

we change integration variable from M2 to x as in (3.11). The result is independent of
Mgap and can be written

bk,q = 1
q!

∂q

∂tq

[ ∞∑
ℓ=0

∫ 1

0
dx (−1)ℓ pℓ(x)xk−qM2q

gap

(
1− (−1)k−q+1(

1 + xt
M2

gap

)k−q+1

)
Pℓ

(
1 + 2xt

M2
gap

)]∣∣∣∣
t=0

,

=
∞∑

ℓ=0

∫ 1

0
dx pℓ(x)(−1)ℓxk

vℓ,q + (−1)k
q∑

q′=0
(−1)−q′

(
k − q′

q − q′

)
vℓ,q′

 . (3.28)
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Finally, we plug the dispersive representation (3.12) for ak,q and (3.28) for bk,q into (3.22).
Using the binomial product identity

k∑
q′′=q

(−1)q′′
(

q′′

q

)(
k − q′

q′′ − q′

)
= (−1)k

(
q′

k − q

)
, (3.29)

we arrive at the Yℓ,x
k,q null constraints (3.19).

4 Bounds as an optimization problem

The dispersive representation (3.12), along with the null constraints, bounds the region of
allowed Wilson coefficients. The space is projective since we place bounds only on the ratio of
Wilson coefficients. Moreover, the allowed region is convex since any positive sum of allowed
coefficients much again be allowed. We refer to the convex space of allowed coefficients as the
“supersymmetric EFT-hedron”, even though the way we determine the bounds is different
from the moment map approaches in [2] and [4].

Since the space of Wilson coefficients has a large dimension, we typically study projections
of the supersymmetric EFT-hedron into a plane in order to visualize the bounds. Determining
optimal bounds of such projections can be formulated as an optimization problem suitable
for linear and semi-definite programming as we show in section 4.1. We use the semi-
definite program SDPB [18, 19] and the IBM program CPLEX [20] to numerically compute
near-optimal bounds.

4.1 Formulation as an optimization problem

For a projection of the supersymmetric EFT-hedron to the (ak,q/a0,0, ak′,q′/a0,0)-plane, we
determine the allowed range of ak,q/a0,0 for a given fixed value of ak′,q′/a0,0 = R subject
to the null constraints (3.18) and (3.19). This is implemented by writing the dispersive
representation and null constraints in a vector equation

V⃗ =
ℓmax∑
ℓ=0

∫ 1

0
dx pℓ(x) E⃗ℓ,x (4.1)

where

V⃗ =



a0,0
ak,q

ak′,q′ − Ra0,0∑
ℓ

∫
dx pℓ(x)Yℓ,x

0,0
...∑

ℓ

∫ 1
0 dx pℓ(x)X ℓ,x

1,0
...


, E⃗ℓ,x =



1
xkvℓ,q

xk′
vℓ,q′ − R

1− 2(−1)ℓ

...
x(vℓ,0 − vℓ,1)

...


(4.2)

The first two rows encode the dispersive representations of a0,0 and ak,q. The third row
enforces the condition ak′,q′ = Ra0,0 as a null constraint together with all the SUSY crossing
null constraints in the fourth row and down. We include the linearly independent X ℓ,x

k,q
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and Yℓ,x
k,q null constraints for all 0 ≤ q ≤ k up to some maximum value for k, kmax; this

corresponds to considering constraints from local operators in the higher-derivative expansion
up to and including 2kmax + 4 derivatives. For practical implementation, the sum over spins
is truncated at some maximum value ℓmax. The bounds we find consequently depend on
the choice of kmax and ℓmax.

Consider the relation
∑∫

dx pℓ(x) = a0,0; since all pℓ(x) are positive, each pℓ(x) is
bounded from above by a0,0 and can only reach that value if all the other pℓ(x)’s vanish.
The geometric interpretation of (4.1) is then that (projectively mod a0,0) the vector V⃗

must lie inside the convex region whose vertices are determined by the E⃗i’s. Our goal is
to find the maximum allowed value of the 2nd component of V⃗ subject to the constraint
of ak′,q′/a0,0 = R and the null constraints.

The maximization problem can be brought to the standard form for linear optimization
as follows. Introduce a vector α⃗ of the same length as V⃗ ,

α⃗ = (A, −1, α3, α4, . . .) (4.3)

and dot it into (4.1) to get

α⃗ · V⃗ =
∑

ℓ

∫
dx pℓ(x) α⃗ · E⃗ℓ,x . (4.4)

Imposing the null constraints gives α⃗ · V⃗ = A a0,0 − ak,q. Hence, if the righthand side
of (4.4) is positive, we get

ak,q

a0,0
≤ A . (4.5)

Thus, A is the upper bound on allowed values of ak,q/a0,0 when the null constraints are
imposed. One can then argue that the problem of maximizing ak,q/a0,0 subject to the null
constraints is equivalent to minimizing A subject to the positivity constraints

α⃗ · E⃗ℓ,x ≥ 0 for all ℓ = 0, 1, . . . , ℓmax and 0 ≤ x ≤ 1. (4.6)

The parameterization of α⃗ in (4.3) is such that the optimization of A under the inequalities (4.6)
imposes the null constraints of (4.2).

To summarize, the linear optimization problem is: find α⃗ such that A = α⃗ · (1, 0, 0, . . .) is
minimized subject to α⃗ · E⃗ℓ,x ≥ 0 for all ℓ up to ℓmax and all 0 ≤ x ≤ 1. The relevant part of
the output α⃗ is the first component A, because that tells us the maximally allowed value of
ak,q/a0,0 subject to the null constraints. The setup (4.1)–(4.2) can be adjusted to compute
both upper and lower bounds on the Wilson coefficients ak,q/a0,0. Additional null constraints,
such as monodromy conditions and variants thereof, can also be included; see section 6.

4.2 Implementation in SDPB

SDPB takes as input a finite set of vertex vectors, E⃗a,x′ , labeled by the discrete index a.
Each element of the vector is a polynomial in a variable x′ that is assumed to take values
between zero and infinity. SDPB numerically solves for the optimal solution α⃗ subject to
the positivity constraints α⃗ · E⃗a,x′ ≥ 0 for all a and x′.
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Our optimization problem is not quite of this form because our x ranges from 0 ≤ x ≤ 1,
so we define x in terms of x′ as

x ≡ 1
1 + x′ . (4.7)

Furthermore, because the elements of the SDPB vertex vectors must be polynomial in x′,
we rescale our vertex vectors as

E⃗ℓ,x → (1 + x′)kmaxE⃗ℓ,x′ . (4.8)

Now our optimization problem can be directly implemented in SDPB. For example, suppose
we are maximizing a2,1/a0,0 while fixing a2,0/a0,0 = R. The corresponding V⃗ is given by

V⃗ =



a0,0
a2,1

a2,0 − Ra0,0∑
ℓ

∫ 1
0 dx pℓ(x)Yℓ,x

0,0∑
ℓ

∫ 1
0 dx pℓ(x)Yℓ,x

1,0
...∑

ℓ

∫ 1
0 dx pℓ(x)X ℓ,x

1,0
...


(4.9)

and, specifically for kmax = 2, the E⃗ℓ,x-vectors become

E⃗ℓ,x =



1
x2

x2vℓ,1 − R

1− 2(−1)ℓ(
1− (−1)ℓ(1− 2ℓ(ℓ + 1))

)
x

...
x(vℓ,0 − vℓ,1)

...


→



(1 + x′)2

1
vℓ,1 − R(1 + x′)2

(1 + x′)2(1− 2(−1)ℓ)
(1 + x′)

(
1− (−1)ℓ(1− 2ℓ(ℓ + 1))

)
...

(1 + x′)(vℓ,0 − vℓ,1)
...


(4.10)

In appendix A, we discuss the algorithm’s sensitivity to the choice of ℓmax.

4.3 Implementation in CPLEX

In addition to using SDPB, we also compute bounds using the linear programming solver
CPLEX. Unlike semi-definite programming, for which we can input vectors E⃗ℓ,x with a
continuous variable x, CPLEX needs input vectors with discrete values of x. Therefore,
we discretize the mass-spectrum in the integral over x = M2

gap/M2 in (4.1) by selecting a
set of xmax values 0 = x0 < x1 < x2 < . . . < xxmax = 1 and approximating the integral
as a sum. Then (4.1) becomes

V⃗ =
ℓmax∑
ℓ=0

∫ 1

0
dx pℓ(x) E⃗ℓ,x → V⃗ =

ℓmax∑
ℓ=0

xmax∑
n=0

pℓ,xnE⃗ℓ,xn . (4.11)
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Because of the mass discretization, CPLEX underestimates the bounds compared to SDPB
for given kmax and ℓmax. The finer the discretization (i.e. greater values of xmax), the closer
the CPLEX bounds are to the SDPB bounds. We provide some representative examples
in section 5.2.

5 Allowed regions

In this section, we give examples of allowed regions of Wilson coefficients and compare
SDPB with CPLEX. We study how the bounds depend on the number of higher-derivative
operators included in the analysis. Recall that k labels local N = 4 SUSY operators of the
schematic form trD2kF 4 ∼ tr(D2k+4z2z̄2), so including operators with k ≤ kmax corresponds
to including scalar field operators with up to and including 2kmax + 4 derivatives. The ak,q

are Wilson coefficients, with q labeling the different independent N = 4 SUSY operators
at order k. For each kmax, the upper bound on spins, ℓmax, is chosen to ensure the bounds
converge as a function of ℓmax to the desired numerical precision. Examples of benchmarking
in ℓmax are given in appendix A.

To compare with known amplitudes, such as the open string and other examples in
section 2.3, we perform the rescaling (3.10), M2k+4

gap ak,q → ak,q, to make the Wilson coefficients
dimensionless in units of the mass gap.

Section 5.1 presents examples of bounds on the lowest-dimension Wilson coefficients,
and in section 5.2 we compare results of SDPB and CPLEX.

5.1 Examples

We found in section 3.3 that a0,0 is the largest Wilson coefficient, so it is natural to focus
on bounds on the ratios ak,q/a0,0. For notational simplicity, we define

āk,q ≡ ak,q

a0,0
with 0 ≤ āk,q ≤ 1 . (5.1)

To visualize the bounds on the multi-dimensional space of Wilson coefficients āk,q, we project
onto 2-dimensional regions (āk,q, āk′,q′). In these 2d plots, the Veneziano amplitude (2.9)–
(2.11) with M2

gap = 1/α′ is shown as a red dot. With a0,0 = ζ2 for the open string, some
āk,q values are

Veneziano: ā1,0 = ζ3
ζ2

≈ 0.73 , ā2,0 = ζ4
ζ2

≈ 0.66 , ā3,0 = ζ5
ζ2

≈ 0.63 , etc. (5.2)

Varying M2
gapα′ between 0 and 1 gives a set of Wilson coefficients that must also lie in the

allowed region. These values for the open string are shown as the red dashed curves
in the plots.

The Coulomb branch 1-loop amplitude from section 2.3.2 with Mgap = m has

1-loop Coulomb: ā1,0 = 1
10 = 0.1 , ā2,0 = 1

70 ≈ 0.014 , ā3,0 = 1
420 ≈ 0.0024 , etc. (5.3)

and is shown as a blue dot. Since the Coulomb branch 1-loop amplitudes has Wilson
coefficients āk,q that are numerically very small, especially with increasing k, we only include
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Figure 4. The allowed regions in the (ā1,0, ā2,0) (left) and (ā2,0, ā3,0) (right) planes. The red dots mark
the Veneziano amplitude with M2

gap = 1/α′ and the dashed line represents the Veneziano amplitude
as a function of 0 < α′M2

gap < 1. The blue dot is the 1-loop Coulomb amplitude with Mgap = m. The
lower bounds are ā2,0 = ā

1/2
1,0 and ā3,0 = ā

2/3
2,0 , respectively, as discussed in the main text.

the Coulomb point in plots for k ≤ 3. For the same reason, we do not include the curves
of the 1-loop amplitudes with Mgap/m varying between 0 and 1, though they too must lie
with the allowed region.

(āk,0, āk′,0) regions. Analytic bounds on the space of Wilson coefficients, such as Hankel
matrix and cyclic polytope constraints, were derived in [2] and extended in [4]. For given
finite12 kmax and ℓmax, the collection of these analytic bounds tends to overestimate the
allowed regions compared the bounds found with numerical methods such as CPLEX or
SDPB. However, in the special case of projections onto the (āk,0, āk′,0) planes, a finite subset
of Hankel constraints implies the region is bounded by

ā
k′/k
k,0 ≤ āk′,0 ≤ āk,0 for k ≤ k′ , (5.4)

which agrees with the SDPB/CPLEX numerical results. The bounds (5.4) are independent of
kmax. Figure 4 displays the projections into the (ā1,0, ā2,0) and (ā2,0, ā3,0) planes as examples
of such regions. These plots also show the locations of the Veneziano amplitude and the
1-loop Coulomb branch within the region.

The infinite spin tower amplitude discussed in section 2.3.3 has Wilson coefficients

ak,q =
(

Mgap
m

)2k+4
=⇒ (āk,0)

1
k = (āk′,0)

1
k′ . (5.5)

This saturates the lower bound on the region (5.4).
Note that Mgap = m for this amplitude corresponds to the point (1,1) in any 2d

projection (āk,q, āk′,q′), so our 2d plots always include the (1,1) point. Similarly, the extreme
12It is possible that the bounds would be equivalent in the limit of kmax, ℓmax → ∞.
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Figure 5. Left: the allowed regions for the projection to the (ā2,0, ā2,1) plane. The orange bounds
are for kmax = 4 and ℓmax = 200, while the violet bound is kmax = 10 and ℓmax = 300. (Taking ℓmax
higher results in differences at order 10−4 or less, not visible in the plot.) The red dot marks the
Veneziano amplitude and the blue dot the 1-loop Coulomb amplitude with coefficients (5.2) and (5.3),
respectively. Right: zoom-in on the bounds near the Veneziano amplitude (red) to compare the
kmax = 4 and 10 bounds with the kmax = 15 bounds obtained with ℓmax = 800. The green dot shows
the maximum allowed value of ā2,0 for kmax = 20 and ℓmax = 600 when ā2,1 is fixed at the string
value. These results give no indication that the bounds converge to the string as kmax → ∞.

limit Mgap ≪ m corresponds to (0,0) in any such 2d projection; that is the limit of the N = 4
SUSY operator trF 4 having a coupling that dominates every other operator. Because (0,0)
and (1,1) are included in all plots, convexity of the allowed region implies that the diagonal
āk,q = āk′,q′ is also included. In general, it need not correspond to a bound of the region,
though it does for the (āk,0, āk′,0) projections.

The (ā2,0, ā2,1) region. The bounds on the (āk,0, āk′,0) regions were independent of kmax,
but for general projections (āk,q, āk′,q′) the bounds depend on kmax and we are interested
in how they converge as kmax → ∞. For that reason, we study the bounds for increasing
kmax, with the choice limited only by computation time.

The simplest example of these kmax dependent regions is the ā2,1 vs. ā2,0 projection,
which we display in figure 5. The bounds shown were obtained with both SDPB and CPLEX
whose results are visually indistinguishable in these plots. A more detailed comparison of
the SDPB and CPLEX numerics is presented in section 5.2. Benchmarking for the choices
of ℓmax is discussed in appendix A.

The numerical results indicate that string theory with α′M2
gap = 1 is close to, but not on,

the boundary of this projection. Moreover, at least for kmax ≤ 15, there is no indication of
a kink near the string. There does appear to be a kink on the ā2,0-axis, namely where the
lower bound on ā2,1 goes from being zero to non-zero. As kmax increases, the kink moves
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Figure 6. The allowed regions in the (ā3,0, ā3,1) and (ā4,1, ā4,2) projections for kmax = 4, ℓmax = 200
(orange) and kmax = 10, ℓmax = 300 (purple). The red dot represents the Veneziano amplitude.

slowly to lower values of ā2,0; for kmax = 15, it is at ā2,0 slightly below 0.6, but it is not
clear what it asymptotes to for kmax → ∞.13

The (ā3,0, ā3,1) and (ā4,1, ā4,2) regions. We also consider the ā3,1 vs. ā3,0 and ā4,2 vs.
ā4,1 projections in figure 6. In both cases, the string again lies close to, but not on, the
boundary. The ā3,1 vs. ā3,0 projection is qualitatively similar to the (ā2,0, ā2,1) projection. In
particular, it also shows indications of a kink on the horizontal axis, in this case near ā3,0 ∼ 0.6.

The lower bound in the (ā4,1, ā4,2) projection is qualitatively different from the previous
two in that it does not include points on the horizontal axis and there is no indication of a
kink. It is noteworthy that the allowed region is very slim: this implies a strong correlation
between the allowed coefficients of the corresponding N = 4 SUSY trD8F 4 operators.

5.2 Comparison of SDPB and CPLEX

Computing the bounds in both SDPB and CPLEX provides a cross-check on the numerical
methods. We find excellent agreement between these techniques.

As an example, the bounds in figure 5 were computed with both SDPB and CPLEX.
Figure 7 shows the difference between the upper and lower bounds for kmax = 10 and
ℓmax = 300 as obtained by both methods, using xmax = 300 for CPLEX.

Because of the discretization, CPLEX underestimates the allowed space slightly com-
pared to SDPB, but the difference becomes increasingly small with increasing discretization

13The amplitude

ANF[zzz̄z̄] = − s

u
+ s2

2M2
gap

(
1

M2
gap − s

+ 1
M2

gap − u

)
(5.6)

has Wilson coefficients a0,0 = 1, ak,0 = ak,k = 1/2 for k > 0, and ak,q = 0 for 0 < q < k. As such, it is a
candidate for the point (1/2, 0) in any (āk,0, āk′,q) projection. However, (5.6) does not satisfy the Froissart
bound (3.3). (This is similar to the “spin 1 theory” discussed in the pion-bootstrap [7].) One could speculate
that the cusp approaches (1/2, 0) in the limit of kmax → ∞, but at large k, k′, the Veneziano amplitude has
(āk,0, āk′,1) → (6/π2, 0) ≈ (0.608, 0), so that proposal seems implausible for all k, k′.
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Figure 7. Left: minimum (top) and maximum (bottom) ā2,1 calculated with SDPB (blue) and CPLEX
(orange) at ℓmax = xmax = 300. While SDPB is represented as a continuous curve, the code is run at
the same set of points as CPLEX and the points are then joined so they can be distinguished from the
CPLEX results. Right: the absolute difference between SDPB and CPLEX for the points given on the
left for xmax = 300 (orange) and xmax = 500 (green). As expected, SDPB gives a slightly larger allowed
region because it does not rely on discretizing x. The agreement becomes better as we increase xmax.

Figure 8. We show the convergence of the CPLEX bounds to the SDPB bounds goes as a power law
in xmax for both the maximum (left) and minimum (right) ā2,1 with ā2,0 = 3/4 fixed and ℓmax = 300.

parameter xmax. This is illustrated in figure 8, which shows that the CPLEX bounds converge
to the SDPB result as a power law in xmax.

In terms of computation time, CPLEX with low values of xmax runs faster than SDBP.
However, for high precision results, higher xmax is needed and the time advantage goes away.
For high-precision, we find SDPB faster and more reliable. In the remainder of the paper,
all plots are made with SDPB while CPLEX is used for basic “sanity-checks”.
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6 Veneziano from string monodromy

6.1 String monodromy

The tree-level amplitudes in Type-I string theory can be written as period integrals multiplied
by a universal pre-factor. Specifically at 4-point, we have

A[z1z2z̄3z̄4] = −α′s2

t

∫ 1

0
dzz−α′s−1(1− z)−α′u−1 ,

A[z1z̄3z2z̄4] =
α′s2

t

∫ ∞

1
dzz−α′s−1(z − 1)−α′u−1 ,

A[z2z1z̄3z̄4] =
α′s2

t

∫ 0

−∞
dz(−z)−α′s−1(1− z)−α′u−1 .

(6.1)

Here and below, zk and z̄k are the complex N = 4 scalars introduced in section 2.1 and
k is the momentum label. A[z1z2z̄3z̄4] is the Veneziano amplitude (2.9) and the two other
amplitudes are the color rearranged versions of it.

The three amplitudes (6.1) differ only by their integration region. A contour deforma-
tion [21–25] relates the three amplitudes linearly to each other, with monodromy factors
picked up at z = 0 and z = 1. The resulting 4-point string monodromy relations are

0 = A[z2z1z̄3z̄4] + eiπα′sA[z1z2z̄3z̄4] + e−iπα′tA[z1z̄3z2z̄4] (6.2)

Now using the SUSY Ward identities (2.4) and that A[z1z2z̄3z̄4] = s2f(s, u), where f is real,
we can write the real and imaginary parts of (6.2) as

0 = f(s, t) + cos(πα′s)f(s, u) + cos(πα′t)f(t, u) ,

0 = sin(πα′s)f(s, u)− sin(πα′t)f(t, u) .
(6.3)

We impose the monodromy relations on the low-energy expansion of the N = 4 SUSY
EFT. We plug in the low-energy ansatz (2.6), along with the SUSY crossing constraints (2.8),
and solve (6.3) order by order in the Mandelstam expansion. This fixes particular linear
combinations of Wilson coefficients as shown in table 1. There and in the remainder of this
section we set α′ = 1 and Mgap = 1.14

The monodromy relations do not fix all Wilson coefficients. We choose the Wilson
coefficients unfixed by monodromy with k ≤ 8 to be

a1,0 , a3,0 , a4,1 , a5,0 , a6,1 , a7,0 , a7,2 , a8,1 . (6.4)

14The monodromy relations enforced in this way are an ad hoc, though string-theoretically motivated,
choice for the low-energy expansion of the amplitude. The worldsheet description implies the monodromy
relations for tree-level string amplitudes, but it is not clear if the monodromy relations alone would imply an
underlying worldsheet description. At the leading order in the α′-expansion, the monodromy relations become
the BCJ relations from color-kinematic duality. Imposing the BCJ relations on the EFT expansion of the
amplitude (2.7) sets a0,0 = 0 and the constraints (3.15) then implies that all ak,q = 0.

One can regard the low-energy expansion of the monodromy relations in the EFT context as an implemen-
tation of higher-derivative corrections to the BCJ relations. In a certain sense these higher-order corrections
turn out to be unique, as discussed in [26].
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linear combination fixed string value monovariable

a0,0 = ζ2 = π2

6
r

(0)
0

a2,0 = ζ4 = π4

90 r
(2)
1

a2,1 = 1
4ζ4 = π4

360 r
(2)
2

a3,1 − 2a3,0 + ζ2 a1,0 = 0 r
(3)
3

a4,0 = ζ6 = π6

945 r
(4)
4

a4,2 − 2a4,1 = − 1
16ζ6 = − π6

15120 r
(4)
5

a5,1 − 3a5,0 + ζ2a3,0 + ζ4a1,0 = 0 r
(5)
6

a5,2 − 5a5,0 + 2ζ2 a3,0 + 5
4ζ4 a1,0 = 0 r

(5)
7

Table 1. The string monodromy relations (6.2) fixes particular linear combination of the Wilson
coefficients ak,q in the supersymmetric ansatz (2.7)–(2.8) as shown here up to k = 5 with α′ = 1. The
monovariables were introduced in section 1 and are reviewed in section 7.

Comparing to the Veneziano amplitude (with α′ = 1), these monodromy-unfixed coefficients
all involve ζodd: we have

astr
1,0 = ζ3 , astr

3,0 = ζ5 , astr
4,1 = 3

4ζ6 −
1
2ζ2

3 , astr
5,0 = ζ7 , astr

6,1 = 5
4ζ8 − ζ3ζ5 ,

astr
7,0 = ζ9 , astr

7,2 = −7
4ζ6ζ3 +

1
6ζ3

3 − 9
4ζ4ζ5 − 3ζ2ζ7 +

28
3 ζ9 , astr

8,1 = 7
4ζ10 −

1
2ζ2

5 − ζ3ζ7 .
(6.5)

The monodromy relations only “know” π, i.e. ζeven, so they cannot fix the ζodd-dependence
in the amplitude.

6.2 Bootstrapping Veneziano

Huang, Liu, Rodina, and Wang [1] found numerical evidence that when a subset of analytic
EFT-hedron bounds from [2] were combined with the monodromy constraints, a1,0, a3,0, and
a4,1 were within 1.5%, 0.2%, and 53% of the string values (6.5).15

To extend the results of [1], we include the monodromy constraints in table 1 as additional
null constraints in the formulation of the linearized optimization problem in (4.1)–(4.2) and
work systematically up to kmax = 8.

Starting with the (ā1,0, ā3,0) region, we know from section 5.1 that without the monodromy
constraints, the allowed region is bounded as ā3

1,0 ≤ ā3,0 ≤ ā1,0. This is the blue region
in the top-left plot in figure 9. In that same plot, the orange region is the allowed region
found with SDPB when monodromy constraints are imposed to order kmax = 3. The red
dot within the kmax = 3 monodromy region is the Veneziano amplitude. Zooming in on the
orange kmax = 3 monodromy region, we increase kmax up to 8, as progressively shown in the
three other plots in figure 9, to see how a smaller and smaller island around the Veneziano
amplitude is isolated. This progression indicates that the intersection of the monodromy
plane and the allowed supersymmetric EFT-hedron region shrinks to a point in the limit
kmax → ∞ as anticipated by the authors of [1].

15The new paper [27] improves these bounds.
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Figure 9. Regions allowed by SDPB bounds on the ā1,0 vs. ā3,0 when monodromy and crossing are
imposed up to a given kmax with ℓmax = 800. The blue region on the top left is the exact allowed
region without monodromies imposed. The red dot marks the Veneziano amplitude.

A similar result is found for the other coefficients (6.4) that are unrestricted by monodromy.
At kmax = 8, the bounds we find (working at ℓmax = 800) are

SDPB bounds String Value
1.201982 ≤ a1,0 ≤ 1.202061 1.202057
1.036923 ≤ a3,0 ≤ 1.036937 1.036928
0.04053 ≤ a4,1 ≤ 0.04063 0.04054

1.0083481 ≤ a5,0 ≤ 1.0083495 1.0083493
0.008649 ≤ a6,1 ≤ 0.008729 0.008651

1.00200830 ≤ a7,0 ≤ 1.00200891 1.00200839
0.00031 ≤ a7,2 ≤ 0.00041 0.00032
0.00203 ≤ a8,1 ≤ 0.00212 0.00204

(6.6)
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each Wilson coefficient shrinks. These bounds were found with ℓmax = 500 for kmax = 2, 3, . . . , 7 and
ℓmax = 800 for kmax = 8.

Our bounds bring a1,0, a3,0, and a4,1 within 0.0066%, 0.0013%, and 0.24% of the string
value. The shrinking of the allowed ranges with increasing kmax is visualized for the first
five coefficients in figure 10.

7 Flattening of the EFT-hedron

In the previous section, we provided new numerical evidence that the supersymmetric EFT-
hedron constraints, together with monodromy, reduces the allowed space of Wilson coefficients
to an island that shrinks around the open string Veneziano amplitude, as first proposed
in [1]. In this section, we explore the geometric consequences of this phenomenon and
present evidence for flattening of the allowed space. We also reparameterize the low-energy
expansion of the amplitude to coefficients motivated by the flattening and show that it
can be partially resummed.
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7.1 Flattening conjecture

From a geometric perspective, we can think of the linear monodromy constraints, listed
at lowest orders in table 1, as defining a higher-dimensional plane in the space of Wilson
coefficients. We call this the “monodromy plane”. The claim of [1] is that the monodromy
plane and the supersymmetric EFT-hedron intersect each other at a point in the limit
kmax → ∞ and that this point corresponds to the Veneziano amplitude.

We discussed in the Introduction the two different ways the intersection may happen:
as illustrated in figure 1, either the monodromy plane is tangent to the EFT-hedron or the
EFT-hedron must flatten in such a way that the intersection with the monodromy plane
shrinks to a point. To assess which option is realized, imagine taking the monodromy plane in
figure 1 and shifting it around. If the monodromy plane were tangent to SUSY EFT-hedron,
some shifts would give no solution at all while others would result in convergence to a finite
size region of parameters, unlike the continued shrinking towards a point. On the other hand,
if the EFT-hedron itself is flattening, then the shifted monodromy plane should continue
to intersect the space at a single point. In section 7.2, we vary the monodromy plane in a
controlled way and find evidence that the latter option is realized: the EFT-hedron becomes
increasingly narrow as kmax gets larger.

The conclusion is that the supersymmetric EFT-hedron must be flattening in certain
directions when kmax increases. Specifically, at large kmax, the number of independent Wilson
coefficients increases as O(k2

max/4) after imposing the SUSY crossing constraints. Hence, the
“naive” dimension of the SUSY EFT-hedron is O(k2

max/4) at large kmax. The monodromy
relations fix linear relations among O(k2

max/6) of these coefficients, thus leaving 1/3 of the
Wilson coefficients unfixed.

7.2 Evidence for flattening

The monodromy relations fix certain linear combinations of the Wilson coefficients to particular
values. If we simply change those values, we can move the monodromy plane in a controlled
way. To do so, define the linear combinations fixed by monodromies to be “monovariables”
r

(k)
i , where k denotes the largest k value for any ak,q that appears in the linear combination.

It follows from table 1 that:

r
(0)
0 = a0,0 , r

(2)
1 = a2,0 , r

(2)
2 = a2,1 , r

(3)
3 = a3,1 − 2a3,0 + ζ2 a1,0 , . . . (7.1)

Note that we use the linear combination of the monodromy relations with α′ = 1 for
simplicity. We could have reintroduced the scale as Mgap or another mass m. For string
theory, the monovariables take on the values shown in table 1. Changing the values changes
the underlying theory and means the new constraints may no longer necessarily correspond
to some relationship between color-ordered amplitudes.

One way to systematically generate new examples of monovariables is to exploit convexity
of the SUSY EFT-hedron and use linear combinations of known models to construct more
general points inside the allowed space. This way, it is also known what the values of
remaining unfixed ak,q’s are so there is a check on the numerical bootstrap.

To test the flattening of the SUSY EFT-hedron, we consider linear combinations of the
infinite spin tower amplitude, the Veneziano amplitude, and the one-loop Coulomb branch
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(k)
i /r0 variables and crossing are imposed up

to a given kmax = 8 and ℓmax = 800 for the test example specified in equation (7.4). The Veneziano
amplitude is indicated with a red dot, whereas the test model is shown as a black dot. Qualitatively
this is very similar to the string monodromy case in figure 9, but quantitatively the islands isolate a
different point in the SUSY EFT-hedron.

amplitude. To be specific, we consider an ansatz of the form

A[zzz̄z̄] = −s

u
+ s2

(∫ ∞

1
dm2 ρ

(1)
m2

[ 1
(m2 − s)(m2 − u)

]

+
∫ ∞

1
dm2 ρ

(2)
m2

m4

[
m4

su
− Γ(−s/m2)Γ(−u/m2)

Γ(1 + t/m2)

]

+
∫ ∞

1
dm2 ρ

(3)
m2

m4 F3

(
1, 1, 1, 1; 52

∣∣∣∣ s

4m2 ,
u

4m2

))
,

(7.2)

where we work with M2
gap = 1. The ansatz in (7.2) obeys crossing symmetry by construction.

Positivity ρ
(I)
m2 ≥ 0 is ensured by the densities being randomized positive sums over δ-functions:

ρ
(I)
m2 =

∑
i

a
(I)
i δ

(
m2 − m2

(I),i
)

with a
(I)
i ≥ 0 . (7.3)
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As an example of the procedure, let us choose the values

Test Example:

ρ
(I)
m2 m2

(I),1 m2
(I),2 m2

(I),3 a
(I)
1 a

(I)
2 a

(I)
3

ρ
(1)
m2 7 19 21 80

53
98
57

81
23

ρ
(2)
m2 1 4 28 90

101ζ2
9

5ζ2
63

19ζ2

ρ
(3)
m2 3 15 23 1

103
2
77

4
91

(7.4)

Expanding (7.2) with these choices for ρ
(I)
m2 gives the Wilson coefficients16

a0,0 = 1.05265 , a1,0 = 0.676907 , a2,0 = 0.591605 , a2,1 = 0.148397 , . . . (7.5)

which lead to monovariable values

r
(2)
1

r
(0)
0

= 0.562015 ,
r

(2)
2

r
(0)
0

= 0.140974 ,
r

(3)
3

r
(0)
0

= 0.038116 ,
r

(4)
4

r
(0)
0

= 0.523818 , . . . (7.6)

Imposing (7.6) as null constraints along with the X and Y crossing constraints (3.18)–
(3.19) isolates islands of the allowed space that decrease in size as we increase kmax, as shown
in figure 11, just like the case when the actual monodromy relations isolate an island around
the string in figure 9. We use SDPB to fix the non-monovariables to the ranges (kmax = 8):

SDPB bounds Model Value
0.676864 < a1,0 < 0.676913 0.676907
0.562915 < a3,0 < 0.562928 0.562921
0.021981 < a4,1 < 0.022031 0.021983

0.5463085 < a5,0 < 0.5463095 0.5463094
0.004685 < a6,1 < 0.004729 0.004687

0.5428093 < a7,0 < 0.5428099 0.5428094
0.00017274 < a7,2 < 0.00022540 0.00017362
0.0011034 < a8,1 < 0.0011495 0.0011039 .

(7.7)

Here “Model Value” is the value of the coefficient for the theory we constructed in (7.4).
For the first three cases, SDBP gets within 0.007%, 0.002%, and 0.22%, respectively, of
the known model value.

We have run multiple other test theories for which the ρ
(I)
m2 are chosen to be random

positive sums of hundreds of different delta functions with a randomly generated mass spectrum
above Mgap = 1. A sample of these test theories is shown in figure 12 to illustrate how varying
the monovariables allows us to intersect the (ā1,0, ā3,0) plane in widely different locations.
Remarkably, we find a similar behavior as above for each of the test theories: the SDPB
bounds narrow in on the known values for each of the Wilson coefficients left unfixed by the
monovariable constraints. To illustrate this, consider the interval lengths of the SPDB bounds

Lk,q = (ak,q)max − (ak,q)min . (7.8)
16In contrast, the numerical string values (2.11) are

astr
0,0 = 1.64493 , astr

1,0 = 1.20206 , astr
2,0 = 1.08232 , astr

2,1 = 0.270581 .

so the test model is in a different part of parameter space.
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Figure 12. Locations of a selection of test models in the (ā1,0, ā3,0) plane. The colors match those in
figure 13. The red dot marks the Veneziano amplitude.

Figure 13. Interval lengths Lk,q, as defined in (7.8), as a function of kmax for a sample of models of
the form (7.2) found with SDPB at ℓmax = 500. “Test 0” corresponds to the example test model (7.4),
while the other test theories are created from randomly generated values for a

(I)
i and m2

(I),i. It is
illustrated in figure 12 where these models lie in the (ā1,0, ā3,0) plane.
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For the sample of test models, figure 13 shows how the Lk,q’s for the a1,0, a3,0, a4,1, and a5,0
tend to zero as kmax is increased. For comparison, the string is shown in red. These log-log
plots indicate that each Lk,q → 0 at least as a power law in kmax.

7.3 Good EFT-hedron “coordinates”

The flattening of the allowed space shows that there are stronger constraints among certain
combinations of Wilson coefficients than one would naively have expected. This suggests that
there is a different low-energy expansion that makes these correlations more manifest.

To work towards such an alternate representation of the amplitude, we start with the
general low-energy ansatz (2.7) and use the monovariable definitions in table 1 to bring
the monovariables r

(k)
i directly into the parameterization of the amplitude. Thus, in (2.7),

we replace

a0,0 → r
(0)
0 , a2,0 → r

(2)
1 , a2,1 → r

(2)
2 , a3,1 → 2a3,0 − ζ2a1,0 + r

(3)
3 ,

a4,0 → r
(4)
4 , a4,2 → 2a4,1 + r

(4)
5 , a5,1 → 3a5,0 − ζ2a3,0 − ζ4a1,0 + r

(5)
6 , etc.

(7.9)

We organize the terms in the amplitude into two groups: those with monovariable coefficients
r

(k)
i , which each multiply a simple degree k polynomial symmetric in s and u, and those

with the remaining ak,q variables which each multiply an infinite tower of s-u symmetric
polynomials starting at degree k. Specifically, we find

A[zzz̄z̄] = − s

u
+ s2

(∑
k,i

r
(k)
i P

(k)
i (s, u) +

∑
k,i

A
(k)
i Q

(k)
i (s, u)

)
, (7.10)

where∑
k,i

r
(k)
i P

(k)
i (s, u) = r

(0)
0 + r

(2)
1 (s2 + u2) + r

(2)
2 su + r

(3)
3 su(s + u) + r

(4)
5 s2u2

+ r
(4)
4 (s4 + u4) + r

(5)
6 su(s3 + u3) + r

(5)
7 s2u2(s + u) + . . .

(7.11)

and∑
k,i

A
(k)
i Q

(k)
i (s, u)

= a1,0(s + u)
[
1− ζ2su − ζ4su

(
s2 + 1

4su + u2
)
− ζ6su

(
s4 − s3u − 33

16s2u2 − su3 + u4
)
+ . . .

]
+a3,0(s + u)

[
(s2 + su + u2)− ζ2su(s2 + su + u2)− ζ4su

(
s4 − s3u − 9

4s2u2 − su3 + u4
)
+ . . .

]
+a4,1su(s + u)2

[
1− ζ2su − ζ4su

(
s2 + 1

4su + u2
)
+ . . .

]
+a5,0(s + u)

[
(s2 + su + u2)2 − ζ2su(s4 − s3u − 3s2u2 − su3 + u4) + . . .

]
+a6,1su(s + u)2

[
(s2 + su + u2)− ζ2su(s2 + su + u2) + . . .

]
+ . . . (7.12)

The coefficients in the expression (7.12) can be shifted while preserving the Mandelstam
polynomial of lowest degree in each Q

(k)
i (s, u). For example, taking a3,0 → ã3,0 − ζ2a1,0
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changes the term −ζ2su in the first line of (7.12) to −ζ2(s+u)2 = −ζ2t2 while also modifying
higher powers in the Mandelstams multiplying a1,0. Next, take a5,0 → ã5,0 − 3

4ζ4a1,0 to make
the ζ4-terms in the first line of (7.12) only depend on t. Doing this repeatedly, we find
that the series of Mandelstam terms that multiply a1,0 only depends on t. Moreover, the
terms are easily recognized as those in the series expansion of sin(πt)/π. Thus, after these
basic reparametrizations, we find evidence that the coefficient of a1,0 resums to sin(πt)/π.
Remarkably, a similar set of shifts also works for the higher-order coefficients ã3,0, ã4,1 etc,
bringing each of them to a form that can be resummed to sin(πt)/π times a fully symmetric
polynomial in s, t, u of degree k − 1. We have checked this explicitly to k = 20 and find that∑

k,i

A
(k)
i Q

(k)
i (s, u) = − 1

π
sin(πt)

[
ã1,0 + ã3,0 σ2 + ã4,1 σ3 + ã5,0 σ2

2 + ã6,1 σ2σ3

+ã7,0 σ3
2 + ã7,2 σ2

3 + ã8,1 σ2
2σ3 + . . .

]
, (7.13)

where we have defined

σ2 = 1
2(s

2 + t2 + u2) and σ3 = −stu , (7.14)

and the sum continues over all the independent Mandelstam polynomials σn
2 σm

3 fully symmetric
in s, t, u. The coefficients in (7.13) are related to those in (7.12) via finite shifts:

ã1,0 = a1,0 ,

ã3,0 = a3,0 + ζ2 a1,0 ,

ã4,1 = a4,1 ,

ã5,0 = a5,0 + ζ2 a3,0 +
7
4ζ4 a1,0 ,

ã6,1 = a6,1 + ζ2 a4,1 ,

ã7,0 = a7,0 + ζ2 a5,0 +
7
4ζ4 a3,0 +

31
16ζ6 a1,0 ,

ã7,2 = a7,2 − 9a7,0 + 3ζ2 a5,0 +
9
4ζ4 a3,0 +

9
4ζ6 a1,0 ,

ã8,1 = a8,1 + ζ2 a6,1 +
7
4ζ4 a4,1 , etc

(7.15)

The point of this different parameterization of the low-energy amplitude is that for any choice
of monovariables r

(k)
i in the allowed region, the large-kmax limit of the S-matrix bootstrap

will fix the coefficients ãk,q in the partially resummed symmetric Mandelstam polynomial
expression (7.13), as illustrated figure (1) and tested in examples in section 7.2. What this
tells us about the UV theory remains a question for the future.

However, we can make some sense of the parameterization in (7.10) and (7.13). Recall
that the motivation for the monovariables came from the string monodromy relations (6.2).
The Wilson coefficients that appear in

∑
k,i A

(k)
i Q

(k)
i (s, u) are those that were left unfixed by

the monodromy relations. With that in mind, it is straighforward to see that any function
f of the form

f(s, u) = sin(πt) g(s, t, u) , s + t + u = 0 (7.16)
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where g is fully symmetric in s, t, u, solves the string monodromy relations (6.3). Expanding
g in the most general polynomial form then gives precisely the partially resummed form
of
∑

k,i A
(k)
i Q

(k)
i (s, u) in (7.13).

Including the general monovariables has nothing to do with string monodromy relations;
their definition was inspired by the monodromy relations, but rather than having fixed values
for the string (as given in table 1) they can be freely chosen in the allowed region and for a gen-
eral choice there may not be any associated linear relations among color-ordered amplitudes.17

8 Discussion

We have studied universal bounds in a simple theory: planar N = 4 SYM with higher-
derivative corrections. Supersymmetry allows us to derive dispersive representations for all
nonzero Wilson coefficients and the resulting bounds are studied numerically using SDPB
and CPLEX.

A key finding in this paper is the evidence that the EFT-hedron flattens out in the
kmax → ∞ limit. The authors of [3, 4] have noted that the EFT-hedron is thin, or “tortilla”-
shaped in certain specific projections,18 but what we are claiming is much stronger. We are not
simply saying that certain Wilson coefficients must be close in value, but in fact conjecturing
that imposing positivity and fixing two-thirds of the Wilson coefficients (asymptotically) fixes
the remaining third of Wilson coefficients. Thus, there must be nontrivial equalities between
linear combinations of Wilson coefficients that are generated by the bootstrap equations. We
numerically cross-checked this conjecture for a collection of randomly generated theories in
section 7.2. One moral of this story is that bounds on large numbers of Wilson coefficients are
significantly stronger than one might naively expect. It would be interesting to understand
what this phenomenon tells us about the UV theory. Our novel, partially resummed expansion
of the low-energy amplitude may be a step in that direction.

Our analysis shares many features with the pion-bootstrap papers [7, 8]. One difference
is that supersymmetry effectively imposes additional constraints and allows us to bound
all nonzero Wilson coefficients without having to assume a stronger Froissart bound. As
an example of similar results, figure 1 of [7] shares qualitative features with our (ā2,0, ā2,1)
plot in figure 5.

Among possible future directions, it would be especially interesting to investigate how one
might isolate string theory in the N = 4 supersymmetric EFT-hedron in a more generic way.
Other than imposing monodromy (or that the low-energy amplitude must satisfy some double-

17The Veneziano amplitude can also be written as

Astr[zzz̄z̄] = (α′s)2 sin(πα′t)
π

Γ(−α′s)Γ(−α′t)Γ(−α′u). (7.17)

In this form, its low-energy expansion takes the form of (7.13) with some particular set of ã′
k,q coefficients.

That ã′
k,q basis includes dependencies on ak,q Wilson coefficients that are fixed by monodromy such that the

monovariables, some r̃
′(k)
i , which would appear in (7.11), are all identically zero for the string. This is not the

basis that we have chosen because we want to explicitly separate those values we fix with the monodromy
constraints from those we do not.

18The thinness that was observed previously is akin to the statement that (5.4) the (āk, āk+1) gets increasingly
thin as k gets larger.
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copy constraints, as discussed in the Introduction), could there be field-theoretic assumptions
that either uniquely pick out the tree-level open string amplitude or clearly place the string
at a corner of the allowed region.19 We plan to investigate this question in future work.

In this paper N = 4 supersymmetry is used in several ways. First, it ensures that all
4-point amplitudes are proportional so that we could focus the analysis on a single amplitude.
Second, it provided the specific form (2.7) of the low-energy expansion with the s2-factor that
was important for extracting all, and not just a subset, of the Wilson coefficients. Third, the
N = 4 supersymmetry Ward identities implied the “supersymmetric crossing relations” (2.8)
that are essential for deriving the null constraints in section 3.4. Fourth, because we could
focus the analysis on an amplitude with only scalar external states, we could use the Legendre
polynomials in the partial wave expansion. For spinning external states, the Legendre poly-
nomials generalize to positive semi-definite Wigner d-matrices [42–44]. Fifth, in N = 4 super
Yang-Mills theory we can pick the Yang-Mills coupling to be weak so that loop-corrections in
the massless particles can be suppressed, thus ensuring the polynomial form of the low-energy
expansion. With lower or no supersymmetry, one has to reevaluate each of these properties
and make adjustments accordingly. Presumably the allowed region of non-supersymmetric
Yang-Mills EFT would not include the bosonic string because of the tachyon in the spectrum.

Another open question is how to best parameterize the flattened EFT-hedron. We do
not know if the monovariables comprise a minimal set to span the flattened space or if there
is a different parameterization of the low-energy amplitude that is optimal for the bootstrap.

Finally, it is unclear how generic the flattening phenomenon is. For example, it would
be interesting to examine whether flattening also occurs in the pion bootstrap [5–10] or
for abelian scalar models [3].
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A Convergence of numerical results

The semi-definite and linear programming algorithms described in sections 4.2 and 4.3
approximate the EFT-hedron from the inside due to the truncation in ℓ and, in the case
of linear programming, xmax. In section 5.2, we discussed how CPLEX approaches the
SDPB results as we increase xmax for given kmax and ℓmax. In this appendix, we illustrate
the dependence of the SDPB results on ℓmax and describe how we find accurate bounds
on Wilson coefficients.

19There are other attempts to find string amplitudes from basic principles, such as for example [41] that
uses BCFW recursion relations in combination with monodromy.
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Figure 14. Values of the maximal a2,0/a0,0 at kmax = 20 when a2,1/a0,0 is fixed to its string value
from points with ℓmax between 200 and 600. The orange curve is a fit of these points as a power law
and the asymptotic value is given as a gray, dashed line.
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Figure 15. Plots of upper and lower bounds on a1,0 at kmax = 8 with monodromy constraints. The
red dashed line is the string value for ā1,0.

A.1 Convergence without monodromy

Because of the spin cut-off ℓmax, the bounds on ratios of Wilson coefficients are approximated
from the inside of the allowed region for given fixed kmax. With higher kmax, i.e. more null
constraints, it is necessary to increase ℓmax to get accurate results. To find the necessary
ℓmax, we compute the bound for a given Wilson coefficient by increasing ℓmax until we obtain
convergence as a function of ℓmax. The computation time typically increases linearly with
ℓmax. Practically, for our plots we use the value of ℓmax that matches the asymptotic bound
with the precision needed.

For example, in figure 14, we stop computing the maximal values for a2,0 at ℓmax = 600.
We fit the points up to ℓmax to a power law function

amax
2,0 (ℓmax) =

A

ℓγ
max

+ b (A.1)

to find the asymptotic value, b. When we plot the point with a2,0 = b at the string value
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Figure 16. Plots of the upper bound on a3,0 as a function of ℓmax at kmax = 3, 5, 7, 8 with monodromy
constraints. The red line indicates the string value which necessarily lies below the value the upper
bound computed by SDPB.

on the right-hand side of figure 5, there is no visual difference to the value computed at
ℓmax = 600. In this sense, the ℓmax = 600 value is precise enough for our plots. This is the
general technique we use to determine the minimal ℓmax to use when computing bounds.

A.2 Convergence with monodromy

Adding in monodromy constraints increases the needed ℓmax. Figure 15, shows a plot of
the maximum and minimum of a1,0 given by SDPB as a function of ℓmax at kmax = 8 with
monodromy constraints imposed. It is clear that the lower and upper bounds converge starting
around ℓmax = 800 and ℓmax = 500 respectively. Other plots for upper bounds on a3,0 for
kmax = 3, 5, 7, 8 are given in figure 16. These plots show how too-low ℓmax yields nonsensical
non-monotonically increasing results. Therefore, for each kmax, one needs to take ℓmax large
enough to get extremization values that converge properly. We cross-checked results between
CPLEX and SDPB at higher ℓmax and found agreement. As discussed in sections (4.3)
and (5.2), for CPLEX, one similarly has to benchmark the fineness of discretization, xmax.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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