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#### Abstract

We test the gauge/gravity duality between the matrix model and type IIA string theory at low temperatures with unprecedented accuracy. To this end, we perform lattice Monte Carlo simulations of the Berenstein-Maldacena-Nastase (BMN) matrix model, which is the one-parameter deformation of the Banks-Fischler-Shenker-Susskind (BFSS) matrix model, taking both the large $N$ and continuum limits. We leverage the fact that sufficiently small flux parameters in the BMN matrix model have a negligible impact on the energy


of the system while stabilizing the flat directions so that simulations at smaller $N$ than in the BFSS matrix model are possible. Hence, we can perform a precision measurement of the large $N$ continuum energy at the lowest temperatures to date. The energy is in perfect agreement with supergravity predictions including estimations of $\alpha^{\prime}$-corrections from previous simulations. At the lowest temperature where we can simulate efficiently ( $T=0.25 \lambda^{1 / 3}$, where $\lambda$ is the 't Hooft coupling), the difference in energy to the pure supergravity prediction is less than $10 \%$. Furthermore, we can extract the coefficient of the $1 / N^{4}$ corrections at a fixed temperature with good accuracy, which was previously unknown.
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## 1 Introduction

Gauge/gravity duality was originally formulated in terms of $\mathrm{D} p$-branes [1, 2]. In the decoupling limit, the system of $\mathrm{D} p$-branes in superstring theory admits two descriptions: weakly-coupled string theory and strongly-coupled gauge theory. Supergravity is a good approximation to the large- $N$ and strong-coupling limit on the gauge theory side. As solutions to the ten-dimensional Einstein equation, black $p$-brane geometries are known.

Gauge/gravity duality relates the $\mathrm{U}(N)$ gauge theory on the worldvolume of the $\mathrm{D} p$ branes to superstring theory on the black p-branes geometry [2]. It is conjectured that the duality is valid at nonperturbative level, including the finite- $N$ and finite-coupling corrections. Since the strongly-coupled regime of gauge theory is dual to the weakly-coupled regime of string theory, a simultaneous study of both regions is impossible perturbatively. This fact motivates us to try numerical approaches on the gauge theory side to solve the theory fully non-perturbatively.

For numerical simulations, $p=0$ is the most convenient. The gravity dual in the 't Hooft large- $N$ limit is conjectured to be the black zero-brane in type IIA supergravity [2]. ${ }^{1}$ The dual gauge theory is matrix quantum mechanics and it can be put on a computer quite efficiently since one has to deal with just one lattice dimension.

Numerical simulation can play the important role in either falsifying or verifying the conjecture $[6-14] . .^{2}$ It remains an outstanding challenge to reproduce either analytically or numerically the exact gravitational results in the strong coupling limit of the gauge theory with good accuracy. In this paper, we elaborate on the numerical study of the D0-brane matrix model and show good agreement with superstring theory. We take the large- $N$ limit, where the $g_{s}$ corrections disappear, and study the rather strong-coupling regime where the $\alpha^{\prime}$-corrections are small.

To this aim, we shall use the Berestein-Maldacena-Nastase (BMN) model [18] which is a massive deformation of the massless D0-brane (BFSS) matrix model [2, 3]. We put this matrix model in a test against the semi-analytic results obtained in ref. [19] and we reproduce the correct scaling of the internal energy of the gravitational system at low temperatures, which is the strongly-coupled regime of this model. Concerning numerical simulations, the usefulness of this specific model arises because the flat direction is under better control and simulations become stable at lower temperatures [5, 20-22]. At the same time, a drawback is that the dual geometry is not known analytically. Still, significant steps were taken numerically [19].

This paper is organized as follows: in the next section, we are presenting in a qualitative and intuitive language the main result of the paper. We continue in section 3, by discussing a detailed theoretical analysis of both the quantum mechanical matrix models and their gravitational duals, as well as their thermodynamics. The lattice setup for the simulations is introduced in section 4, while in section 5 we switch to the numerical analysis presenting the extrapolation ansätze for performing a large $N$ and continuum analysis. We show that this conforms to the theoretical results while presenting a precision measurement in section 5.2. Section 6 is devoted for conclusion and discussion.

## 2 D0-brane matrix models at low temperature

In this section, we give an overview of our main results. Technical details will be explained in later sections. The aim of the study is a quantitative comparison between the energy

[^0]of D0-brane matrix models and that of the black zero-brane (section 3). Analytic results emanating from the supergravity geometry of the black zero-brane concern the large- $N$ and low-energy limits where quantum and $\alpha^{\prime}$-corrections (i.e., finite-coupling corrections, or equivalently, finite-temperature corrections, in the matrix model side) are absent. ${ }^{3}$ A first step to estimate higher-order $\alpha^{\prime}$-corrections via the simulation of the matrix model was taken in ref. [8] and the most precise estimate so far was given in ref. [13]. From the gravitational point of view, we are currently agnostic for precise coefficients of $\alpha^{\prime}$-corrections. At the same time, it is challenging to also obtain the $g_{s}$ corrections (i.e., the $1 / N$ corrections) beyond one loop from the gravity analyses.

To this end, we use simulations for the D0-brane matrix models and measure certain observables such as the energy and the Polyakov loop. We simulate in the canonical ensemble such that the energy is obtained at a fixed temperature as $E=E(T)$. For a precise definition of observables, see section 4.3. In the large- $N$ limit and at low temperatures, both $g_{s}$ and $\alpha^{\prime}$-corrections are small, and supergravity should be the precise dual description. Deviations from this limit provide us with the information of the $\alpha^{\prime}$ and $g_{s}$ corrections. By fitting the simulation results of the matrix model, we can estimate those corrections with good precision.

In the past, the biggest obstacle for the simulation at low temperatures was the instability associated with the flat directions (section 3.2.2). To tame the flat direction in a cost-effective manner, we will simulate the BMN matrix model [18] (section 3). This matrix model adds a deformation parameter, $\mu$, which can be considered as the mass of the bosons and fermions of the model, and which reduces the instability due to the flat directions. The un-deformed theory is called the BFSS matrix model. For sufficiently small $\mu$, the energy does not change much from the value at $\mu=0$, while the flat directions are under control.

In figure 1, we show the energy as a function of temperature. In addition to the values obtained in this work (red points), we show the dual supergravity prediction (black line), the values obtained from the BFSS matrix model in the past (purple points) [13], and the fit of the BFSS results takes into account the $\alpha^{\prime}$-corrections (orange line). We could study the low-temperature region that was not studied in the past and see the convergence to the supergravity prediction. A zoomed-in view of the low-temperature region is shown in figure 2.

## 3 Theoretical analysis

In this section, we present the theoretical background one needs to understand the numerical results. We start by defining the matrix models and then provide its gravity dual. Finally, we perform thermodynamic analyses based on gravity dual and previous Monte Carlo studies so that the new results provided in later sections can be understood precisely.

### 3.1 The matrix model

The D0-brane matrix models are defined in ( $0+1$ )-dimensions, with the dimension assigned to time $t$. Having matrix-valued variables gives rise to a quantum mechanical system containing matrices on the worldline.

[^1]

Figure 1. In addition to the values obtained in this work (red points; see section 5 for details), we show the dual supergravity prediction (black line) [2], the values obtained from the BFSS matrix model in the past (purple points) [13], and the fit of the BFSS results that takes into account the $\alpha^{\prime}$-corrections (orange line) [13].


Figure 2. Zoomed-in view of the low-temperature region. The dashed lines include finite $\mu$ corrections. The blue and orange lines are based on the ansatz (3.28) including $\alpha^{\prime}$-corrections from [13].

We will be considering the plane-wave deformed theory, which is called the BMN matrix model [18]. The action is given by

$$
\begin{equation*}
S_{\mathrm{BMN}}=S_{\mathrm{BFSS}}+\Delta S . \tag{3.1}
\end{equation*}
$$

$S_{\text {BFSS }}$ is the action of the BFSS model [3]:

$$
\begin{equation*}
S_{\mathrm{BFSS}}=\frac{N}{\lambda} \int_{0}^{\beta} d t \operatorname{Tr}\left\{\frac{1}{2}\left(D_{t} X_{M}\right)^{2}-\frac{1}{4}\left[X_{M}, X_{N}\right]^{2}+\frac{1}{2} \bar{\psi}^{\alpha} \gamma^{10} D_{t} \psi_{\alpha}-\bar{\psi}^{\alpha} \gamma_{\alpha \beta}^{M}\left[X_{M}, \psi^{\beta}\right]\right\} . \tag{3.2}
\end{equation*}
$$

The BMN model differs from the BFSS model by the deformation terms ${ }^{4}$

$$
\begin{equation*}
\Delta S=\frac{N}{\lambda} \int_{0}^{\beta} d t \operatorname{Tr}\left\{\frac{\mu^{2}}{2} \sum_{i=1}^{3} X_{i}^{2}+\frac{\mu^{2}}{8} \sum_{a=4}^{9} X_{a}^{2}+i \sum_{i, j, k=1}^{3} \mu \epsilon^{i j k} X_{i} X_{j} X_{k}+\frac{3 i \mu}{4} \bar{\psi}^{\alpha} \gamma_{123 \alpha}{ }^{\beta} \psi_{\beta}\right\} . \tag{3.3}
\end{equation*}
$$

The model consists of nine $N \times N$ bosonic hermitian matrices $X_{M}(M=1, \cdots, 9)$, sixteen fermionic matrices $\psi_{\alpha}(\alpha=1, \cdots, 16)$ and the gauge field $A_{t}$. The $16 \times 16$ matrices $\gamma_{\alpha \beta}^{M}(M=1, \cdots, 9)$ are the left-handed parts of the gamma matrices in $(9+1)$-dimensions. $\epsilon^{i j k}$ is the structure constant of $\operatorname{SU}(2)$, which is totally antisymmetric, and $\epsilon^{123}=+1$. This theory arises as a dimensional reduction of $(9+1)$-dimensional super Yang-Mills theory with $\mathcal{N}=1$ supersymmetry or $(3+1)$-dimensional maximal super Yang-Mills theory with $\mathcal{N}=4$ supersymmetries to $(0+1)$ dimension.

Both $X_{M}$ and $\psi_{\alpha}$ are in the adjoint representation of the $\mathrm{U}(N)$ gauge group, and the covariant derivative $D_{t}$ acts on them as $D_{t} X_{M}=\partial_{t} X_{M}-i\left[A_{t}, X_{M}\right]$ and $D_{t} \psi_{\alpha}=$ $\partial_{t} \psi_{\alpha}-i\left[A_{t}, \psi_{\alpha}\right]$. The equation of motion for the gauge field $A_{t}$ gives rise to the Gauss constraint

$$
\begin{equation*}
\mathcal{G}:=\frac{i N}{2 \lambda}\left(2\left[\dot{X}_{M}, X_{M}\right]+\left[\bar{\psi}_{\alpha}, \psi_{\alpha}\right]\right)=0, \quad \dot{X} \equiv \partial_{t} X, \tag{3.4}
\end{equation*}
$$

in the $A_{t}=0$ gauge.
Note that this lattice action breaks supersymmetry. Still, due to the special property in the $(0+1)$ dimension, supersymmetric continuum limit is realized. This property has been used since refs. [24, 25]. The argument for the lattice regularization was given in ref. [25].

This matrix model is put on a Euclidean circle with the circumference $\beta$. For bosonic fields $(X)$ and fermionic fields $(\psi)$, we take the boundary condition to be periodic and antiperiodic, respectively. Then, $\beta$ is the inverse of the temperature, $\beta=1 / T$. The canonical partition function at finite temperature is defined as

$$
\begin{equation*}
Z_{\mathrm{BMN}}=\int\left[\mathcal{D} A_{t}\right]\left[\mathcal{D} X_{M}\right]\left[\mathcal{D} \psi_{\alpha}\right] e^{-S_{\mathrm{BMN}}\left[X, A_{t}, \psi\right]} . \tag{3.5}
\end{equation*}
$$

The extra terms appearing in the action (3.3) are mass terms for bosons, fermions, and interaction terms. These terms break the original rotational symmetry of the action according to $\mathrm{SO}(9) \rightarrow \mathrm{SO}(3) \times \mathrm{SO}(6)$, since in this case $i=1,2,3$ and $a=1, \cdots, 6$.

[^2]The matrix $\gamma_{123}$ appearing in the fermionic mass term of (3.3) is chosen to be ${ }^{5}$

$$
\gamma_{123}=\left(\begin{array}{cc}
-i \mathbf{1}_{2} \otimes \mathbf{1}_{4} & 0  \tag{3.6}\\
0 & i \mathbf{1}_{2} \otimes \mathbf{1}_{4}
\end{array}\right),
$$

which further simplifies the mass term to

$$
\begin{equation*}
\frac{3 i \mu}{4} \bar{\psi}^{\alpha} \gamma_{123} \psi_{\alpha}=\frac{3 \mu}{2} \bar{\psi}^{\alpha} \psi_{\alpha} \tag{3.7}
\end{equation*}
$$

In addition, the deformation terms result in a new class of vacua labeled by representations of the $\mathrm{SU}(2)$ group. In other words, one can write the deformed bosonic part containing only the index $i=1,2,3$ as ${ }^{6}$

$$
\begin{equation*}
V_{\mathrm{SO}(3)}=-\frac{1}{4} \operatorname{Tr}\left(\mu \epsilon^{i j k} X_{k}+i\left[X_{i}, X_{j}\right]\right)^{2} \tag{3.8}
\end{equation*}
$$

From this, it is clear that the potential is minimized for $\left[X_{i}, X_{j}\right]=i \mu \epsilon^{i j k} X_{k}$. Therefore, matrices that minimize the whole BMN potential in addition to the trivial ones (i.e, $X_{i}=0=X_{a}=\psi_{\alpha}$ ) can be written in the form

$$
\begin{equation*}
\psi_{\alpha}=0, \quad X_{a}=0 \text { for } a=4, \cdots, 9, \quad X_{i}=\mu J_{i} \text { for } i=1,2,3, \tag{3.9}
\end{equation*}
$$

where $J_{i}$ are the generators of $\operatorname{SU}(2)$.
In the limit $\mu \rightarrow 0$, the deformation terms vanish and one expects the above model to converge to the BFSS model. This, however, assumes that there is no phase transition between the models, and indeed evidence until now supports this assumption [5, 19, 22]. Note also that the singlet constraint (3.4) is not affected by the deformation.

We can construct several effective, dimensionless coupling constants that control different regimes of the model. For the BMN model, we have

$$
\begin{equation*}
g_{\mathrm{eff}}^{(\mu)}:=\frac{\lambda}{\mu^{3}}, \quad[\lambda]=(\text { energy })^{3}, \quad[\mu]=(\text { energy })^{1}, \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\mathrm{eff}}^{(r)}:=\frac{\lambda}{r^{3}}, \quad[\lambda]=(\text { energy })^{3}, \quad[r]=(\text { energy })^{1} . \tag{3.11}
\end{equation*}
$$

In the latter, $r$ is the radial coordinate constructed from the nine spatial dimensions corresponding to nine scalar fields. (See ref. [26] for the precise construction.) This coupling has to be large for the supergravity description (3.13), and hence it should respect the bound $r^{3} \lesssim \lambda$ as we shall discuss later on.

In this paper, we study thermodynamics in the canonical ensemble. ${ }^{7}$ The energy is obtained as a function of temperature $T$, and we obtain another dimensionless effective coupling,

$$
\begin{equation*}
g_{\mathrm{eff}}^{(T)}:=\frac{\lambda}{T^{3}}, \quad[\lambda]=(\text { energy })^{3}, \quad[T]=(\text { energy })^{1} . \tag{3.12}
\end{equation*}
$$

[^3]The phase diagram of the BMN matrix model in terms of $T$ and $\mu$ has been studied on the gravity side [19] and the gauge theory side [5]. Supergravity can provide us with a good approximation to thermodynamic features of the matrix model when both $\mu$ and $T$ are small.

### 3.2 Gravity dual and thermodynamic analysis

### 3.2.1 Dual gravity analysis for the BFSS matrix model

The gravity dual of the BFSS matrix model $(\mu=0)$ at strong coupling is conjectured to be the black zero-brane in type IIA supergravity formed by $N$ D0-branes [2]. The geometry in the string frame is given as

$$
\begin{align*}
\frac{d s^{2}}{\alpha^{\prime}} & =-H(r)^{-1 / 2} f(r) d t^{2}+H(r)^{1 / 2}\left(\frac{d r^{2}}{f(r)}+r^{2} d \Omega_{8}^{2}\right) \\
H(r) & =\frac{240 \pi^{5} \lambda}{r^{7}}, \quad \lambda=g_{Y M}^{2} N \\
e^{\phi} & =\frac{(2 \pi)^{2}}{240 \pi^{5}} \frac{1}{N}\left(\frac{240 \pi^{5} \lambda}{r^{3}}\right)^{\frac{7}{4}} \\
f(r) & =1-\left(\frac{r_{0}}{r}\right)^{7} \tag{3.13}
\end{align*}
$$

The location of the horizon $r_{0}$ is expressed by the Hawking temperature $T$ as

$$
\begin{equation*}
T=\frac{7}{4 \pi \sqrt{240 \pi^{5} \lambda}} r_{0}^{\frac{5}{2}} \tag{3.14}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
\left(g_{\mathrm{eff}}^{(T)}\right)^{-1 / 3}=\frac{7}{4 \pi \sqrt{240 \pi^{5}}}\left(g_{\mathrm{eff}}^{\left(r_{0}\right)}\right)^{-5 / 6} . \tag{3.15}
\end{equation*}
$$

For the Bekenstein-Hawking formula to be valid, stringy corrections must be small at the horizon. In the 't Hooft large- $N$ limit, $g_{\mathrm{eff}}^{(T)}$ and $g_{\text {eff }}^{\left(r_{0}\right)}$ is fixed. The string coupling $e^{\phi}$ vanishes at fixed $r$, including the horizon, $r=r_{0}$. In order for the $\alpha^{\prime}$-correction to be small, $g_{\text {eff }}^{\left(r_{0}\right)}$ must be large. Equivalently, $g_{\text {eff }}^{(T)}$ must be large, i.e., the temperature must be sufficiently low.

On the gauge theory side, this temperature corresponds to the circumference of the Euclidean circle on which we put our matrix, namely $\beta=\frac{1}{T}$. Knowing the temperature one can pursue a thermodynamic analysis and compare it with the relevant quantities of the matrix model [2, 23, 27, 28]. In particular, strictly in the supergravity limit, the entropy $S$ is given by

$$
\begin{equation*}
S=\left.\frac{\mathcal{A}}{4 G_{N}}\right|_{r=r_{0}}=\left.\frac{\Omega_{8} r^{8} H(r)^{-\frac{1}{2}}}{4 G_{N}}\right|_{r=r_{0}}=11.52 N^{2} \lambda^{-\frac{3}{5}} T^{\frac{9}{5}} . \tag{3.16}
\end{equation*}
$$

Here, $\mathcal{A}$ is the area of the horizon, and $\Omega_{8}=\frac{2 \pi^{\frac{9}{2}}}{\Gamma\left(\frac{9}{2}\right)}$ is the area of the unit eight-sphere. In addition, we have used the conventions $16 \pi G_{N}=(2 \pi)^{7} \alpha^{\prime 4} g_{s}^{2}$, with $G_{N}$ being the tendimensional Newton constant and $g_{s}=4 \pi^{2} \alpha^{13 / 2} \lambda / N$ the string coupling. From the entropy
$S$, by using $d E=T d S$ the internal energy $E$ is obtained

$$
\begin{equation*}
\frac{E}{N^{2}}=7.41 \lambda^{-\frac{3}{5}} T^{\frac{14}{5}} \tag{3.17}
\end{equation*}
$$

The free energy $F$ is

$$
\begin{equation*}
F=E-T S=-4.11 N^{2} \lambda^{-\frac{3}{5}} T^{\frac{14}{5}} \tag{3.18}
\end{equation*}
$$

Comparison between the BFSS matrix model and the black zero-brane was explored numerically using Monte-Carlo simulations for the internal energy of the theory accessing in this way the correspondence in a non-perturbative fashion; see refs. [6, 7] for the first simulations. In ref. [13] the gauge/gravity duality was put to a precision test in the large- $N$ and continuum limits at $T \geq 0.4 \lambda^{1 / 3}$. In particular, the corrections to (3.17) were considered. Both $g_{s}$-correction (finite- $N$ correction) and $\alpha^{\prime}$-correction (finite- $T$ correction) were studied. The expansion concerning $T$ and $\frac{1}{N}$ is given as ${ }^{8}$

$$
\begin{equation*}
\frac{E}{N^{2}}=\frac{\left(a_{0} T^{\frac{14}{5}}+a_{1} T^{\frac{23}{5}}+a_{2} T^{\frac{29}{5}}+\cdots\right)}{N^{0}}+\frac{\left(b_{0} T^{\frac{2}{5}}+b_{1} T^{\frac{11}{5}}+\cdots\right)}{N^{2}}+\mathcal{O}\left(N^{-4}\right) \tag{3.19}
\end{equation*}
$$

Only $a_{0}=7.41$ and $b_{0}=-5.77$ are known analytically. The former is obtained by using supergravity [2]. The latter follows from quartic curvature corrections to the elevendimensional supergravity [23] which corresponds to one-loop correction to the effective type IIA supergravity theory.

### 3.2.2 Flat directions

A technical obstacle in the past studies of the BFSS matrix model was the instability associated with the flat direction, i.e., eigenvalues of matrices can roll to infinity. ${ }^{9}$ The black zero-brane solution corresponds to the bound state of eigenvalues. At finite temperatures, such a bound state can be stably simulated only when $N$ is sufficiently large. ${ }^{10}$ The instability increases as the temperature is lowered, and then larger $N$ is needed for a stable simulation. But larger $N$ means a larger simulation cost.

In this paper, we wish to perform a similar test going to even lower temperatures. To this end, we will use the BMN matrix model [18] and exploit the fact that it behaves more stably even at lower temperatures because the flat direction is lifted. ${ }^{11}$ The compromise

[^4]is that we have to use a complicated geometry on the gravity side since the effects of the deformation terms $\mu$ are not well under control analytically. The finite- $\mu$ effects on the phase structure were studied numerically on the gravity side [19] and the matrix model side [5], and a reasonably good agreement was observed. In this work, we are further comparing the energy at lower temperatures.

### 3.2.3 Dual gravity analysis for the BMN matrix model

In this paper, we study the deconfined phase of the BFSS/BMN model in the large- $N$ limit that is dual to the black hole geometry. According to the gravity analysis [19], we should see the deconfined phase at

$$
\begin{equation*}
T \gtrsim 0.318 \mu . \tag{3.20}
\end{equation*}
$$

To calculate the energy $E$ as a function of $T$ and $\mu$, we can use the free energy $F$ and entropy $S$ calculated in ref. [19] that take the following form:

$$
\begin{equation*}
F(T, \mu) \equiv f(\hat{\mu}) \cdot F(T, \mu=0), \quad S(T, \mu) \equiv s(\hat{\mu}) \cdot S(T, \mu=0), \quad \hat{\mu} \equiv \frac{7 \mu}{4 \pi T} . \tag{3.21}
\end{equation*}
$$

The functions $f(\hat{\mu})$ and $s(\hat{\mu})$ capture the finite $-\mu$ corrections to the BFSS limit ( $\mu=0$ ) in the supergravity limit. Even though they are not known in a closed form, they can be expanded by using $\hat{\mu}$ [19] as

$$
\begin{align*}
& f(\hat{\mu})=\sum_{n=0}^{\infty} \frac{14 s_{n}}{14-5 n} \hat{\mu}^{n},  \tag{3.22}\\
& s(\hat{\mu})=\sum_{n=0}^{\infty} s_{n} \hat{\mu}^{n} . \tag{3.23}
\end{align*}
$$

The coefficients $s_{n}$ were determined numerically to a few orders. ${ }^{12}$ The functions $f(\hat{\mu})$ and $s(\hat{\mu})$ are plotted in figure 3 . As we can see from (3.21), the sign change of $f(\hat{\mu})$ has the interpretation that at this point there is a phase transition, specifically the confinement/deconfinement transition.

Now, we can substitute all these data to the equation of state $E=F+T S$ and get the energy in the supergravity limit,

$$
\begin{equation*}
\frac{E(T, \mu)}{N^{2}}=-4.11 \lambda^{-\frac{3}{5}} T^{\frac{14}{5}} f(\hat{\mu})+11.52 \lambda^{-\frac{3}{5}} T^{\frac{14}{5}} s(\hat{\mu}) . \tag{3.24}
\end{equation*}
$$

At $\mu=0$ and $T>0$ (and hence $\hat{\mu}=0$ ), we have $f(0)=s(0)=1$ (see figure 3), resulting in (3.17). As we can see from figure 4 , the finite- $\mu$ correction is rather small at $\mu \lesssim 1$.

### 3.3 Estimation of further corrections

Taking the large- $N$ limit results in a classical description of supergravity at low temperatures. However, at intermediate and high temperatures, although we may not have finite- $N$ corrections, we certainly have the $\alpha^{\prime}$-corrections.

[^5]

Figure 3. $f(\hat{\mu})$ and $s(\hat{\mu})$ from [19].


Figure 4. [Left]: the energies in the supergravity limit at fixed values of $\mu$ as functions of temperature. [Right]: the same comparison zoomed in the region $0.5 \leq T \leq 0.52$. The blowing-up behavior in the left panel is due to the truncation of the expansions (3.22) and (3.23). Because the truncation of higher powers of $\hat{\mu}=\frac{7 \mu}{4 \pi T}$ is not valid at fixed $\mu$ and $T \rightarrow 0$, this blowing-up behavior is unphysical.

Studying intermediate and high temperatures, the authors of ref. [13] obtained a few coefficients which are responsible for $\alpha^{\prime}$-corrections in the BFSS matrix model. In particular, these include the coefficients $a_{1}$ and $a_{2}$ in the energy expansion (3.19) estimated to be

$$
\begin{equation*}
a_{1}=-10.0 \pm 0.4, \quad a_{2}=5.8 \pm 0.5 \tag{3.25}
\end{equation*}
$$

Furthermore, it was possible to obtain an estimate for $b_{1}$ as $^{13}$

$$
\begin{equation*}
b_{1}=-3.5 \pm 2.0 . \tag{3.26}
\end{equation*}
$$

An important question at this point is whether there are further significant unknown corrections to $E(T, \mu)$. For example, one expects cross-terms of the type $\mu \alpha^{\prime}$ or $\mu / N^{2}$ to exist. To give a plausible estimate, we collected the size of energy predicted by classical supergravity at $T=0.3$ with $\mu=0$ plus all known corrections in table 1 .

[^6]|  |  | Estimated value <br> at $T=0.3$ |
| :--- | :--- | :--- |
| Contribution to $E(T, \mu) / N^{2}$ | $a_{0} T^{\frac{14}{5}}$ | +0.255 |
| Classical supergravity at $\mu=0$ | $a_{1} T^{\frac{23}{5}}$ | -0.039 |
| first order $\alpha^{\prime}$-correction at $\mu=0$ | $a_{2} T^{\frac{29}{5}}$ | +0.005 |
| second order $\alpha^{\prime}$-correction at $\mu=0$ | $(3.24)-(3.17)$ | $+0.008 \quad($ at $\mu=0.5)$ |
| finite $\mu$ correction to classical supergravity | $(3.28)$ | +0.228 |
| Sum of all known contributions |  |  |

Table 1. Contributions to $E(T, \mu) / N^{2}$ in the large $N$ limit rounded to the third digit after the decimal point. Uncertainties from the estimations of $a_{1}$ and $a_{2}$ were ignored due to their smallness and thus irrelevance to the argument. We used the values of $a_{1}$ and $a_{2}$ obtained in ref. [13] by fitting the simulation results at $T \geq 0.4$.

It transpires that the $\alpha^{\prime}$-corrections are quickly vanishing and that the next correction (third order) is expected to be of order 0.001. Since the first $\alpha^{\prime}$-correction is about $16 \%$ of the classical supergravity contribution and the finite $\mu$ correction is about $3 \%$, we expect the corrections involving $\mu \alpha^{\prime}$ to be also not larger than of order 0.001 . The same argument holds for $\mu / N^{2}$ or higher corrections when considering finite $N$. Since we have error bars to the order of 0.01 in the simulations, these further corrections are insignificant for comparison.

In conclusion, we argued that we should expect excellent agreement with simulations if we use the classical supergravity analysis for finite $\mu$ [19], while using the $\alpha^{\prime}$-corrections of first and second order, i.e. $a_{1}$ and $a_{2}$, as well as $b_{1}$ estimated in ref. [13], which correspond to $\mu=0$. In other words,

$$
\begin{equation*}
\frac{E(T, \mu)}{N^{2}} \approx \frac{\left.E(T, \mu)\right|_{\text {sugra }}+a_{1} T^{\frac{23}{5}}+a_{2} T^{\frac{29}{5}}}{N^{0}}+\frac{b_{0} T^{\frac{2}{5}}+b_{1} T^{\frac{11}{5}}+\cdots}{N^{2}}+\mathcal{O}\left(N^{-4}\right) \tag{3.27}
\end{equation*}
$$

where $\left.E(T, \mu)\right|_{\text {sugra }}$ is given by (3.24). In the large- $N$ limit and at very low temperatures we can assume the energy to be given by equation

$$
\begin{equation*}
\frac{E(T, \mu)}{N^{2}} \approx \frac{\left.E(T, \mu)\right|_{\mathrm{sugra}}+a_{1} T^{\frac{23}{5}}+a_{2} T^{\frac{29}{5}}}{N^{0}} \tag{3.28}
\end{equation*}
$$

## 4 Lattice setup

The action is the same as the one used in ref. [13], except that also the deformation terms are added (see also ref. [5]).

### 4.1 Gauge fixing

The action of the BMN matrix model given in (3.1) is invariant under the $\mathrm{SU}(N)$ gauge transformation. We take the static diagonal gauge,

$$
\begin{equation*}
A_{t}=\frac{1}{\beta} \cdot \operatorname{diag}\left(\alpha_{1}, \cdots, \alpha_{N}\right), \quad-\pi<\alpha_{i} \leq \pi \tag{4.1}
\end{equation*}
$$

Associated with this gauge fixing, we add the Faddeev-Popov term defined by

$$
\begin{equation*}
S_{\text {F.P. }}=-\sum_{i<j} 2 \log \left|\sin \left(\frac{\alpha_{i}-\alpha_{j}}{2}\right)\right| \tag{4.2}
\end{equation*}
$$

to the action.

### 4.2 Lattice action

We regularized the gauge-fixed continuum theory by introducing a lattice with $L$ sites and spacing $a$. The time parameter $t$ takes the discrete values $t=a, 2 a, \cdots, L a=\beta$. Breaking the action (3.1) into the bosonic part $S_{\mathrm{b}}$, the fermionic part $S_{\mathrm{f}}$, the Faddeev-Popov term


$$
\begin{align*}
S_{\mathrm{b}} & =\frac{N}{2 a} \sum_{t} \sum_{I=1}^{9} \operatorname{Tr}\left(D_{+} X_{I}(t)\right)^{2}-\frac{N a}{4} \sum_{t} \sum_{I, J=1}^{9} \operatorname{Tr}\left[X_{I}(t), X_{J}(t)\right]^{2} .  \tag{4.3}\\
S_{\mathrm{f}} & =i N \sum_{t} \operatorname{Tr} \bar{\psi}(t)\left(\begin{array}{cc}
0 & D_{+} \\
D_{-} & 0
\end{array}\right) \psi(t)-a N \sum_{t} \sum_{I=1}^{9} \bar{\psi}(t) \Gamma^{I}\left[X_{I}(t), \psi(t)\right],  \tag{4.4}\\
\Delta S_{\mathrm{b}} & =a N \sum_{t} \operatorname{Tr}\left\{\frac{\mu^{2}}{2} \sum_{i=1}^{3} X_{i}(t)^{2}+\frac{\mu^{2}}{8} \sum_{a=4}^{9} X_{a}(t)^{2}+i \sum_{i, j, k=1}^{3} \mu \epsilon^{i j k} X_{i}(t) X_{j}(t) X_{k}(t)\right\}, \tag{4.5}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta S_{\mathrm{f}}=\frac{3 i \mu}{4} \cdot a N \sum_{t} \operatorname{Tr}\left(\bar{\psi}(t) \gamma^{123} \psi(t)\right), \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{ \pm} \psi(t) \equiv \mp \frac{1}{2} U^{2} \psi(t \pm 2 a)\left(U^{\dagger}\right)^{2} \pm 2 U \psi(t \pm a) U^{\dagger} \mp \frac{3}{2} \psi(t)=a D_{t} \psi(t)+O\left(a^{3}\right) . \tag{4.7}
\end{equation*}
$$

Here, $U=\operatorname{diag}\left(e^{i \alpha_{1} / L}, e^{i \alpha_{2} / L} \cdots, e^{i \alpha_{N} / L}\right),-\pi \leq \alpha_{i}<\pi$. The Faddeev-Popov term $S_{\text {F.P. is }}$ given in (4.2).

This lattice action is studied by using the Hybrid Monte Carlo algorithm. A potential issue is the sign problem, i.e., the Pfaffian appearing after integrating out fermions can have a complex phase. In this work, we omit the phase and use the absolute value of the Pfaffian, following the preceding work [6-13].

### 4.3 Observables

The observables we will consider throughout the paper are the energy of the system $E$, the Polyakov loop $P$, the sum of traces of the matrices squared $R^{2}$, and the Myers term $M$. First, we define them in terms of the continuous theory and then we present their lattice counterparts.

To write the energy in a simple form, we use the virial theorem $\langle K\rangle=\frac{1}{2}\left\langle\sum \phi \frac{\partial V}{\partial \phi}\right\rangle$, where $K$ and $V$ are the kinetic and potential energies, and $\phi$ are the dynamical fields. We
can write the total energy as

$$
\begin{align*}
\frac{E}{N^{2}}:=\frac{1}{N \beta} \int_{0}^{\beta} d t \operatorname{Tr}\{ & -\frac{3}{4}\left[X_{M}, X_{N}\right]^{2}+\mu^{2} \sum_{i=1}^{3} X_{i}^{3}+\frac{\mu^{2}}{4} \sum_{b=4}^{9} X_{b}^{2}+\frac{5 i \mu}{2} \sum_{i, j, k=1}^{3} \epsilon^{i j k} X_{i} X_{j} X_{k} \\
& \left.-\frac{3}{2} \bar{\psi} \gamma^{M}\left[X_{M}, \psi\right]+\frac{3 i \mu}{4} \bar{\psi} \gamma^{123} \psi\right\} . \tag{4.8}
\end{align*}
$$

The Polyakov loop is defined via

$$
\begin{equation*}
P:=\frac{1}{N} \operatorname{Tr}\left(\mathcal{P} \exp \left(i \int_{0}^{\beta} A_{t} d t\right)\right), \tag{4.9}
\end{equation*}
$$

where $\mathcal{P}$ stands for path ordering. Another observable, which shows the stability of the simulation and potential runaway of a matrix eigenvalue, is defined as

$$
\begin{equation*}
R^{2}:=\frac{1}{N \beta} \int_{0}^{\beta} d t\left(\sum_{I=1}^{9} \operatorname{Tr}\left(X_{I}\right)^{2}\right) . \tag{4.10}
\end{equation*}
$$

The Myers term is given by

$$
\begin{equation*}
M:=\frac{i}{3 N \beta} \int_{0}^{\beta} d t \sum_{i, j, k}^{3} \epsilon_{i j k} \operatorname{Tr} X^{i} X^{j} X^{k}, \tag{4.11}
\end{equation*}
$$

and controls essentially the size of the fuzzy sphere background for the BMN model, while it is absent for the BFSS model.

To obtain the lattice counterparts of these quantities, we just have to replace the integrals with the sums over the lattice points $t=a, 2 a, \cdots, L a$. The energy is

$$
\begin{align*}
\frac{E}{N^{2}}= & \frac{a}{N \beta} \sum_{t} \operatorname{Tr}\left\{-\frac{3}{4}\left[X_{M}(t), X_{N}(t)\right]^{2}+\mu^{2} \sum_{i=1}^{3} X_{i}^{3}(t)+\frac{\mu^{2}}{4} \sum_{b=4}^{9} X_{b}^{2}(t)\right. \\
& \left.+\frac{5 i \mu}{2} \sum_{i, j, k=1}^{3} \epsilon^{i j k} X_{i}(t) X_{j}(t) X_{k}(t)-\frac{3}{2} \bar{\psi}(t) \gamma^{M}\left[X_{M}(t), \psi(t)\right]+\frac{3 i \mu}{4} \bar{\psi}(t) \gamma^{123} \psi(t)\right\} . \tag{4.12}
\end{align*}
$$

Because we use the static diagonal gauge, the Polyakov loop is defined by

$$
\begin{equation*}
P=\frac{1}{N} \sum_{j=1}^{N} e^{i \alpha_{j}} . \tag{4.13}
\end{equation*}
$$

The lattice counterparts of $R^{2}$ and $M$ are given by

$$
\begin{equation*}
R^{2}=\frac{a}{N \beta} \sum_{t} \sum_{I=1}^{9} \operatorname{Tr}\left[X_{I}(t)\right]^{2} \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
M=\frac{i a}{3 N \beta} \sum_{t} \sum_{i, j, k=1}^{3} \epsilon_{i j k} \operatorname{Tr} X^{i}(t) X^{j}(t) X^{k}(t) . \tag{4.15}
\end{equation*}
$$

## 5 Simulation results

In this section, we present the numerical analysis and our main results. We will set $\lambda=1$. In section 5.1, we explain the values of $N, L, \mu$ and $T$ we use for the simulations. Our target is the BFSS limit $(\mu=0)$ at sufficiently low temperature, say $T=0.3$, and to take large- $N$ and continuum limit. We choose optimal values of $N, L$ and $\mu$ that enable us to achieve this goal with a smaller computational cost. For $T=0.3$, we will use $\mu=0.5, N \geq 10$ and $L \geq 24$, based on the reasons explained in section 5.1. In section 5.2 , we perform a detailed study of the large $N$ and continuum limit for $T=0.3, \mu=0.5$. In section 5.3 , we extend our study to various higher temperatures up to $T=0.8$. Section 5.4 contains results about lower temperatures. We compare to a limited set of very large $N$ simulations at $\mu=0$ in section 5.5 . Finally, we collect our results in section 5.6 , show the energy vs temperature plot, compare it to previous investigations, and provide improved estimates for the coefficients $a_{1}$ and $a_{2}$.

To get precise results from simulations is quite challenging. To give a rough estimate, let us have a look in figure 5 where we show the Monte Carlo histories and focus on the bottom right picture with parameters $N=16, L=30, T=0.3$ and $\mu=0.5$. To generate this particular picture we simulated in a cluster using 384 cores for roughly 18 days to produce these particular configuration points (roughly 8000 Monte Carlo trajectories). This simulation leads to one particular point out of 46 used in figure 12 to produce the precision result for $T=0.3$. Furthermore, the latter temperature is only one out of 6 points shown in figure 14.

### 5.1 Appropriate choices of $N, L, \mu$, and $T$

In this paper, we are interested in the limit of large $N(N=\infty)$, continuum $(L=\infty)$, BFSS $(\mu=0)$ and strong coupling $(T \rightarrow 0)$. Below, we explain the range of those parameters where the corrections are small and under control.

### 5.1.1 $\quad N$ and flat direction

As we saw in section 3.2.2, the BFSS matrix model suffers from the flat direction problem, which becomes worse as temperature decreases in the deconfined phase. Due to this obstruction, it was not possible to simulate below $T=0.4$ in ref. [13], or below $T=0.375$ in ref. [11]. ${ }^{14}$ Simulations going well below this temperature were either in the confined phase, which ameliorates the problem [5], or using constraints to prevent divergence of the matrix size $R^{2}$ [10]. In particular, a minimal $N$ of 24 (resp., 32) was necessary in ref. [13] at $T=0.4$ (resp., in ref. [11] at $T=0.375$ ) to achieve stable simulations.

In our simulations of the BMN model at $\mu=0.5$, starting at $N=8$, we found that the instabilities mostly disappear, although occasional excursions to the large- $R^{2}$ region are seen at $N=8,10,12$. This ceases to be the case at about $N=16$, see figure 5 . We conclude that care needs to be taken when including lower $N$ in the analysis, in particular
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Figure 5. Monte Carlo histories with $T=0.3, \mu=0.5, L=30, N=8,10,12,16$. We observe temporary increases in $\operatorname{Tr} X^{2}$ more frequently and strongly at lower $N$. Some green data points for $N=8$ are above the plotting range.
when considering the matrix sizes, as it is a priori unclear to which extent divergences in the matrices affect the true physical results.

### 5.1.2 $L$ and continuum limit

As can be seen from figure 5, the ninth matrix appears to have a larger expectation value than the other matrices, hinting at an apparent symmetry breaking of the $\mathrm{SO}(9)$ symmetry acting on the matrices. This symmetry breaking is a lattice artifact that disappears in the continuum limit (see also ref. [21] for the same conclusion based on a different lattice action). We verify this by taking the continuum limit of the individual matrix expectation values in figure 6 at the example of $N=16$. Other values of $T, \mu$, and $N$ lead to the same conclusion. We observed that when going well below 24 lattice points at $T \approx 0.3$, this effect is much stronger and an approximately linear interpolation as in figure 6 is not possible


Figure 6. Sizes of the nine matrices and their average as a function of $L$, plotted with $1 / L$ scaling, for $N=16, T=0.3, \mu=0.5$. We observe agreement in the continuum limit, showing that the observed symmetry breaking is a lattice artifact. The extrapolation is linear using data points within the dashed lines. $L>72$ is omitted due to low statistics and a likely underestimation of the error bars.
anymore. Hence, we restricted our simulations to $L \geq 24$ to avoid possible non-trivial issues associated with the continuum extrapolation.

### 5.1.3 $\mu, T$ and BFSS limit

There are two reasons to take $\mu$ as small as possible. First, for the comparison with the gravity predictions [19] to make sense, we need to take both $\mu$ and $T$ to be small, and furthermore, the combination $\hat{\mu} \equiv \frac{7 \mu}{4 \pi T}$ to be small. Even when $T$ is not small, if $\mu$ is sufficiently small the $\alpha^{\prime}$-corrections studied for $\mu=0$ in the past can be reproduced. ${ }^{15}$ Next, decreasing $\mu$ lowers the temperature at which the transition to the confined phase takes place $[5,19]$ so that lower temperatures can be studied. As we saw in section 3.3 , the finite- $\mu$ correction to the energy is expected to be very small at the target temperatures $T \simeq 0.3$ already at $\mu \simeq 0.5$. Additionally, it was shown in ref. [5] that the deconfined phase exists for $\mu=0.5$ at $T \gtrsim 0.25$ at the values of $N$ considered in this paper.

Going below $T=0.25$ likely requires a much larger $N$, and we found in a preliminary analysis that $N=24$ is probably not enough to reach $T=0.2$ at $\mu=0.5$, as the Monte Carlo chain always quickly tunnelled to the confined phase. ${ }^{16}$ Going to even lower $T$ would be desirable as one gets closer to the classical gravity regime so that no simulation-informed estimate of the $\alpha^{\prime}$-corrections is necessary to establish the agreement with supergravity. Figure 7 highlights the relative size of the $\alpha^{\prime}$-corrections estimated by the fit of the matrix model simulation results in ref. [13], showing that for $T=0.25$ we are only $10 \%$ away from
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Figure 7. [Left] Relative size of the $\alpha^{\prime}$-corrections in the BFSS model as a function of $T$. [Right] Relative size of the $1 / N^{2}$ term in equation (3.27) to the BFSS energy as a function of $T$ for various $N$.
the supergravity limit. Figure 7 however also shows that the relative size of the finite $N$ corrections rises as $T$ gets smaller, indicating that the perturbation expansion becomes unreliable at too small $N$, consistent with the above discussion that the deconfined phase requires large $N$ to exist at low $T$.

At moderately high temperatures where the flat direction is better under control, we can study the $\mu$-dependence. As discussed in section 3.3, we expect the finite- $\mu$ corrections to the energy to be small. In order to verify this, we simulated several values of $\mu \leq 0.8$ at $T=0.4, N=16, L=24$, where simulation results for $\mu=0$ are available for direct comparison [13]. It is clear from figure 8 that the $\mu$-dependence is very small and within the error bars from the $\mu=0$ measurement for the whole range of $\mu \leq 0.8$.

At low temperatures, it is problematic to take $\mu$ too small, because the flat direction is a more serious issue there. We simulated several $\mu$ for $T=0.3$ at $N=16$ and $L=24$, see figure 9 . We find that $\mu=0.5$ sufficiently stabilizes the simulation, i.e. $R^{2}$ does not show any sign of divergence. The instability sets in at around $\mu=0.4$ and already at $\mu=0.3$ we see a significant increase in $R^{2}$ above the expected (non-divergent) BFSS value of about 3.3.

Combining both estimates above, we find that simulating at $\mu=0.5$ is most feasible, as this value satisfies all requirements. There does not seem to be any need to go much above $\mu=0.5$, nor the possibility to go much below the currently accessible values of $N$.

As for the temperature, we encounter frequent transitions to the confined phase around $T=0.25$, so simulations would need to be either supplemented by constraints or frequently restarted to obtain sufficient statistics. For this reason, we chose to focus on $T=0.3$ for clean precision measurement and collected only limited data below this temperature. Some higher temperatures where simulations are much cheaper were included for comparison with the references that studied the BFSS model.


Figure 8. The dependence of a few observables on $\mu$ at $T=0.4, N=16, L=24$. Data points at $\mu=0$ for the same parameters are from [13]. We observe that the BMN energy for finite $\mu$ is contained within the error bars of the BFSS energy and also the other observables approach the BFSS values for $\mu \rightarrow 0$.

### 5.2 Precision measurement at $T=0.3$

In this subsection, we perform a detailed investigation of the large- $N$ and continuum limit for $T=0.3$. We also aim to understand the magnitude of finite- $N$ and finite- $L$ corrections in order to choose suitable fitting functions

$$
\begin{equation*}
\frac{E(N, L)}{N^{2}}=\sum_{i, j=0}^{k} \frac{\varepsilon_{i, j}}{N^{2 i} L^{j}} \tag{5.1}
\end{equation*}
$$

The largest influence on the energy originates from finite $L$ corrections. Due to the small temperature as compared to previous investigations such as ref. [13], we expected to need quite a large $L$. Figure 10 shows the extrapolation to the continuum limit $(L \rightarrow \infty)$ for $T=0.3, N=16$, and $\mu=0.5$. It transpires that a quadratic fit in $1 / L$ is necessary when including lattices below $L=48$ and also sufficient until $L=24$, while a linear fit in $1 / L$ is sufficient for $L \geq 48$. When changing the temperature, we expect suitable fitting ranges to scale as $1 / T$, i.e. lower temperatures require larger $L$.

Finite $N$ corrections are much smaller and also much harder to estimate precisely, as already observed for $\mu=0$ [13]. We chose to invest most effort in simulations at fixed $L=30$ due to the lower simulation cost as compared to larger $L$. Figure 11 shows the behaviour of the observables as a function of $1 / N^{2}$. We conclude that a quadratic fit in $1 / N^{2}$ is necessary when including $N \geq 10$, while a linear fit seems sufficient for $N \geq 16$ to capture the trend at large $N$.


Figure 9. The expectation values of a few observables at $T=0.3, N=16, L=24$ are plotted against $\mu$. Above and below $\mu=0.5$, the behavior of $R^{2}$ is different. A quick increase of $R^{2}$ at $\mu<0.5$ is associated with instability associated with the flat direction in the BFSS limit. Other observables change the behavior, too, once the instability sets in. The data points at $\mu=0$ are the linear extrapolations for values of $\mu$ in $0.5 \leq \mu \leq 0.7$. The linear extrapolations are only used to indicate, in accordance with figure 8 , that we see a negligible slope for $E$ as well as to highlight the diverging behavior for $\mu<0.5$ that sets in at lower temperatures. The $\mu \rightarrow 0$ limit was studied in a different setting in ref. [22] and a quadratic extrapolation was used for observables such as $E / N^{2}$ and $R^{2} / N^{2}$, however, we are agnostic about odd or even preference of the $\mu$ extrapolations.

Next, we performed a simultaneous large $N$ and continuum extrapolation using the most general ansatz up to quadratic order in $1 / L$ and $1 / N^{2}$ given by

$$
\begin{equation*}
\frac{E(N, L)}{N^{2}}=\varepsilon_{0,0}+\frac{\varepsilon_{1,0}}{N^{2}}+\frac{\varepsilon_{2,0}}{N^{4}}+\frac{\varepsilon_{1,1}}{L N^{2}}+\frac{\varepsilon_{0,1}}{L}+\frac{\varepsilon_{0,2}}{L^{2}} . \tag{5.2}
\end{equation*}
$$

The result is presented in figure 12 and table 2, showing excellent agreement with the gravity prediction plus expected corrections (finite $\mu$ and $\left.\alpha^{\prime}\right)^{17}$ explained in section 3.3 within error bars. As a cross-check of our analysis, we perform a Kolmogorov-Smirnov test based on the fit with ansatz (5.2) in figure 13. The test shows very good agreement between the two cumulative distribution functions, indicating that a) the ansatz (5.2) contains sufficiently many terms to accurately describe the measured data and that b) the estimation of the statistical error bars in the Monte Carlo simulations was accurate. Otherwise, we would have seen that a) the observed cumulative distribution function does not resemble a standard normal, or b) it resembles a stretched standard normal, i.e., with rescaled argument.
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Figure 10. [Left] The extrapolation to the continuum limit $(L \rightarrow \infty)$ for $T=0.3, N=16, \mu=0.5$. Solid lines are quadratic fits in $\frac{1}{L}$. Dashed lines are linear fits in $\frac{1}{L}$ that used the data points at the left of the dashed black line. These extrapolation ansätze lead to consistent extrapolation values. [Right] The continuum-extrapolated values are shown. For the energy, we also show the classical gravity prediction at $\mu=0.5$ including $\alpha^{\prime}$ and finite $N$ corrections that were estimated using matrix model simulations. Specifically, we use $a_{1}, a_{2}, b_{1}$ as estimated in [13] from BFSS simulations at $T \geq 0.4$. Additionally, we use $\varepsilon_{2,0}$ as estimated in table 2 , which gives a significant contribution of +0.007 . Error bars on the gravity result originate from uncertainties on the coefficients $a_{1}, a_{2}, b_{1}, \varepsilon_{2,0}$ and don't include an estimation of higher order corrections.

| coefficient | fit |  |  | Estimate based on <br> ref. [13] |
| :--- | :--- | :--- | :--- | :--- |
|  | value | error | t-value | ren |
| $\varepsilon_{0,0}$ | 0.232 | 0.01 | 24.5 | 0.228 |
| $\varepsilon_{1,0}$ | -3.97 | 1.8 | -2.21 | -3.81 |
| $\varepsilon_{2,0}$ | 481 | 124 | 3.88 | unkown |
| $\varepsilon_{0,1}$ | 10.6 | 0.54 | 19.7 | none |
| $\varepsilon_{0,2}$ | -49.6 | 8.6 | -5.75 | none |
| $\varepsilon_{1,1}$ | -20.5 | 46.1 | -0.45 | none |

Table 2. Simultaneous large- $N$ and continuum fit for $T=0.3, \mu=0.5$ with ansatz (5.2). Residual standard error: 0.986 on 40 degrees of freedom. Data includes unconstrained simulations at $N \geq 10$.


Figure 11. [Left] Large- $N$ extrapolation for $T=0.3, L=30, \mu=0.5$. The first axis scales as $1 / N^{2}$. Solid lines are quadratic fits in $1 / N^{2}$. Dashed lines are linear fits in $1 / N^{2}$ that use the data points at the left of the dashed black line. Due to the $1 / N$ scaling of corrections to $|P|$, the data points underlying the fit of $|P|$ are outside of the plotting range. [Right] The coefficient $\varepsilon_{1,0}$ of the $1 / N^{2}$ correction is obtained from the fit. These extrapolation ansätze lead to consistent extrapolation values. For the energy, we also show the gravity prediction obtained in [13], which includes a numerical estimate of the parameter $b_{1}$ from the fit of the BFSS model at $T \geq 0.4$. Error bars on the gravity result originate from uncertainties on the coefficient $b_{1}$ and don't include an estimation of higher order corrections.

### 5.3 Higher temperatures ( $T>0.3$ )

For temperatures higher than $T=0.3$, we collected limited statistics at $\mu=0.5$ in order to compare with the BFSS results at $T \geq 0.4$ [13]. For the points $T=0.35$ and $T=0.4$ we are still using quadratic fits with lattice size $L=30, \cdots, 144$. On the contrary, for temperatures $T \geq 0.4$ due to a smaller range of $L$ and $N$ as compared to smaller temperatures, we restricted the ansatz (5.1) for the large $N$ and continuum extrapolations to be linear in $1 / L$ and $1 / N^{2}$ only. This should provide a good estimate for the energies, but suffers from a systematic error due to the missing higher order terms and an underestimation of the error bars.

In table 3 we show the results of the large $N$ continuum fits. The results are plotted in figure 14 showing a good comparison with the BFSS points.

### 5.4 Lower temperatures ( $T<0.3$ )

As reported in ref. [5], strong hysteresis is observed at temperatures around $T=0.25$ for the typical values of $\mu, N, L$ used in our simulations due to the existence of confined and deconfined phases. To study the deconfined phase, we must prevent tunneling to the confined phase. This may be achieved by a) increasing $N, \mathrm{~b}$ ) restarting simulations before a tunnelling event with a different set of random numbers, or c) by implementing constraints on the Polyakov loop [5]. Option a) is generally favoured as it is theoretically the cleanest. It

| $T=0.35$ | 19 d.o.f |  |  | 1.16 RSE |
| :---: | :---: | :---: | :---: | :---: |
| coefficient | value | $\begin{gathered} \text { fit } \\ \text { error } \end{gathered}$ | t-value | Estimate based on ref. [13] |
| $\varepsilon_{0,0}$ | 0.318 | 0.019 | 16.82 | 0.334 |
| $\varepsilon_{1,0}$ | -1.38 | 1.15 | $-1.20$ | -4.13 |
| $\varepsilon_{0,1}$ | 10.66 | 1.62 | 6.58 | none |
| $\varepsilon_{0,2}$ | -71.34 | 33 | -2.10 | none |
| $T=0.4$ | 18 d.o.f |  |  | 1.05 RSE |
| coefficient | value | $\begin{gathered} \hline \text { fit } \\ \text { error } \end{gathered}$ | t-value | Estimate based on ref. [13] |
| $\varepsilon_{0,0}$ | 0.44 | 0.02 | 21.92 | 0.460 |
| $\varepsilon_{1,0}$ | 0.94 | 1.2 | 0.76 | -4.47 |
| $\varepsilon_{0,1}$ | 8.6 | 1.7 | 4.96 | none |
| $\varepsilon_{0,2}$ | -33.33 | 35 | -0.95 | none |
| $T=0.6$ | 9 d.o.f |  |  | 1.62 RSE |
| coefficient | value | $\begin{gathered} \hline \text { fit } \\ \text { error } \end{gathered}$ | t-value | Estimate based on ref. [13] |
| $\varepsilon_{0,0}$ | 1.138 | 0.017 | 65.81 | 1.132 |
| $\varepsilon_{1,0}$ | -3.43 | 3.5 | -0.96 | -5.84 |
| $\varepsilon_{0,1}$ | 5.67 | 0.51 | 11.04 | none |
| $T=0.8$ | 12 d.o.f |  |  | 1.12 RSE |
| coefficient | value | $\begin{gathered} \text { fit } \\ \text { error } \end{gathered}$ | t-value | Estimate based on ref. [13] |
| $\varepsilon_{0,0}$ | 2.09 | 0.02 | 105.11 | 1.992 |
| $\varepsilon_{1,0}$ | 1.14 | 4.04 | 0.28 | -7.42 |
| $\varepsilon_{0,1}$ | 3.54 | 0.6 | 5.9 | none |

Table 3. In this table we collect simultaneous large $N$ and continuum fits for $T>0.3$ temperatures at $\mu=0.5$. All other coefficients in (5.1) are set to zero. Residual standard errors (RSE) and degrees of freedom (d.o.f) are shown. As noted in the main text, the energies suffer from a systematic error due to the limited fitting ansatz.


Figure 12. Simultaneous large- $N$ and continuum extrapolation of the energy at $T=0.3, \mu=0.5$ using the ansatz (5.2). Datapoints within the dashed lines are included in the fit. Fitting results are summarized in table 2. The colored circles in the figure encode the normalized deviation of the measurements from the fit. The absence of localized clusters of over- or underestimations provides a first indication of the suitability of the fitting ansatz. A quantitative statistical test is presented in figure 13. The large $N$ continuum result is compared to the gravity prediction including estimates of $a_{1}, a_{2}$ from [13].
is only partially feasible though as in general larger $N$ are numerically much harder. Option b) has the problem of requiring constant monitoring and frequent manual tempering with the simulations. Option c) does not have this problem, but is theoretically the least preferred because it is difficult to estimate the influence of the imposed constraints on the observables.

We will first work with option a) in section 5.4.1 for $N=16$ and then use option c) in section 5.4.2 for $N=18,21$. Thereby, we have a clean setup for $N=16$ and can test whether the constraints alter the simulation results significantly by performing a simultaneous large $N$ continuum extrapolation using all data and comparing it to gravity predictions.

### 5.4.1 Unconstrained simulation

We generally observe tunnelling at $N=16, T=0.25$ after a few thousand trajectories, which is enough to get a rough estimate of the energy. As initial configurations, we used


Figure 13. We plot the cumulative distribution function of the relative differences of model and measurements observed in figure 12 in black along with the cumulative distribution function of the standard normal in blue. A maximal deviation between the cumulative distribution functions of $d_{\max }=0.092$ is observed. A Kolmogorov-Smirnov test (at $95 \%$ with a critical value of 0.215 at 40 degrees of freedom) is successfully passed, giving faith in the suitability of the fitting ansatz as well as the estimation of error bars in the statistical analysis of the Monte Carlo data.
either cold starts or forked the Monte Carlo chains from $T=0.3$. In both cases, we discarded sufficiently many configurations so that the correlation to the initial configuration is erased. For $N=16$, we found good agreement with the gravity prediction, although with sizeable error bars, see figure 15 .

### 5.4.2 Constrained simulation

The constraint simulation concerned the value of the Polyakov loop, which was fixed to 0.4 while allowing for a small fluctuation width. In this way, we are forcing the simulation to stay in the desired deconfined phase.

When including the data points at $N=18,21$ from the constrained simulations, it is possible to again to a simultaneous large- $N$ and continuum fit. The results are summarized in table 4 , showing agreement with the estimated gravity prediction (finite $\mu$ and $\alpha^{\prime}$-corrections from a numerical fit in [13]) within error bars. During the constrained simulations, the constraint term was in effect most of the time. Somewhat surprisingly, this does not seem to alter the expected result measurably. A similar observation was made in the bosonic case in [31].

### 5.5 Comparison with simulations at $\mu=0$

We were able to perform a limited set of simulations at $N \geq 32$ using an optimized GPU version of the simulation code. These values of $N$ turned out to be large enough to tame


Figure 14. We are showing all the points we have simulated so far for $\mu=0.5$ along with the BFSS points from [13]. Even though the $\mu=0.5$ points for $T>0.3$ (see table 3) have considerable systematic errors due to the simplified extrapolations, they are consistent with the BFSS points plus finite $\mu$ corrections.

| coefficient | fit |  |  | Estimate based |
| :--- | :--- | :--- | :--- | :--- |
|  | value | error | t-value | on ref. [13] |
| $\varepsilon_{0,0}$ | 0.157 | 0.056 | 2.79 | 0.144 |
| $\varepsilon_{1,0}$ | -5.29 | 10.9 | -0.49 | -3.48 |
| $\varepsilon_{0,1}$ | 14.2 | 4.3 | 3.11 | none |
| $\varepsilon_{0,2}$ | -138 | 93 | -1.48 | none |

Table 4. Simultaneous large $N$ and continuum fit for $T=0.25, \mu=0.5$. All other coefficients in (5.1) are set to zero. Residual standard error: 1.13 on 8 degrees of freedom. Data includes unconstrained simulations at $N=16$ and constrained simulations at $N=18,21$. A Kolmogorov-Smirnov test as in figure 13 is passed successfully, showing that the fitting ansatz describes the data well. We restricted to only first-order corrections in $1 / N^{2}$ due to using $N \geq 16$ and omitted $\varepsilon_{1,1}$ as it was estimated to be very small at $T=0.3$.


Figure 15. [Left] Large $L$ extrapolation for $T=0.25, N=16, \mu=0.5$ without constraints imposed. Solid lines are quadratic fits in $1 / L$. Dashed lines are linear fits in $1 / L$ taking into account data points left of the dashed black line. These extrapolation ansätze lead to a consistent extrapolation value. [Right] Results of the continuum extrapolation, including the estimated gravity prediction of the energy. For the energy, we show the value obtained from the fit of the BFSS model at $T \geq 0.4$ based on (3.28), i.e. using the values for $a_{1}, a_{2}, b_{1}$ as before. As opposed to $T=0.3$, we don't include $1 / N^{4}$ corrections since we were not able to estimate the coefficient $\varepsilon_{2,0}$ at $T=0.25$.
the flat directions at $T=0.3$ for $\mu=0$ so that the pure BFSS model could be directly simulated. Table 5 shows the simulation results along with a comparison to the BMN simulations at $\mu=0.5$ extrapolated to $\mu=0$ using the gravity prediction. We observe excellent agreement up to a single outlier, providing further evidence for the suitability of the approach taken in this paper.

## $5.6 \quad E$ vs $T$

Based on our measurements, we are in a position to update the estimates for $a_{1}$ and $a_{2}$. For this, we use the data from [13] (with $0.4 \leq T<1.0$, see [13]) along with our data at $\mu=0.5$ for $T \leq 0.3$. We fix $a_{0}$ to its analytical value 7.41 and estimate $a_{1}$ and $a_{2}$ based on the ansatz (3.28), including finite $\mu$ corrections for the $\mu=0.5$ data points. We obtain the updated values

$$
\begin{equation*}
a_{1}=-9.90 \pm 0.31, \quad a_{2}=5.78 \pm 0.38 \tag{5.3}
\end{equation*}
$$

which are, as expected, consistent with (3.25) and with somewhat smaller error bars.
The corresponding energy vs temperature plot was already shown in section 2. Since our values for $a_{1}$ and $a_{2}$ differ only marginally from those obtained in [13], we refrain from replotting $E$ vs $T$.

In addition, we are presenting here also the confined phase for BFSS observed in ref. [5] in figure 16. There is a clear difference between the energies of the confined and deconfined phases.

| $N$ | $L$ | $E(\mu=0)$ | $\sigma_{E}$ | relative error |
| :--- | :--- | :--- | :--- | :--- |
| 32 | 32 | 0.496 | 0.014 | 0.47 |
| 32 | 48 | 0.438 | 0.023 | -0.89 |
| 48 | 24 | 0.560 | 0.021 | 0.83 |
| 48 | 32 | 0.467 | 0.035 | 1.10 |
| 48 | 48 | 0.397 | 0.025 | 0.98 |
| 64 | 32 | 0.504 | 0.020 | 0.09 |
| 32 | 64 | 0.364 | 0.033 | 0.32 |

Table 5. Simulation results for $T=0.3, \mu=0$ are summarized. We also present the relative error to the simulation results at $\mu=0.5$ as follows: we use the ansatz (5.2) with the coefficients from table 2 to estimate the energy $E(\mu=0.5)$ at a given $N, L$ and correct for the finite $\mu$ correction using equation (3.24), which amounts to subtracting 0.0076 to get the $\mu=0$ value as opposed to $\mu=0.5$. We then subtract the BFSS measurement $E(\mu=0)$ and divide by its $(1 \sigma)$ statistical error $\sigma_{E}$.


Figure 16. Zoom-in view of the low-temperature region including the data point in the confined phase from ref. [5]. The effect of the finite value of $\mu(\mu=0.5)$ is very small and practically negligible. The energy in the confined phase $\left(\frac{E}{N^{2}} \rightarrow 0\right.$ as $\left.N \rightarrow \infty\right)$ is clearly different from that in the deconfined phase $\left(\frac{E}{N^{2}} \simeq 7.41 T^{14 / 5}\right)$.

## 6 Conclusion and discussion

In this paper, we studied the low-temperature region of the duality between the D0-brane matrix model and its gravity dual. To circumvent the difficulty associated with the flat directions, we used the BMN matrix model, which is a deformation of the BFSS matrix model by the flux parameter $\mu$. The stability of finite- $\mu$ simulations played an important role in the study of the low-temperature region that was not accessible in the past. We also showed both analytically and numerically that for finite yet small $\mu$ the difference between the energies in the BMN and BFSS models is small and indistinguishable within our simulation error bars.

This is the first time the low-temperature region has been explored systematically. The $\alpha^{\prime}$-correction to supergravity is $13 \%$ or less at $T \leq 0.3 \lambda^{1 / 3}$. The simulation results are consistent with superstring theory in this temperature range and this gives us more confidence that the duality in the D0-matrix models is well under control in this region. We also managed to estimate the finite- $N$ corrections, in particular the term of order $N^{-4}$.

This systematic study opens a new possibility to further put the gauge/gravity duality to a non-perturbative and numerical test in a region where both models can be studied. It will be an outstanding challenge in the future to probe even lower temperatures where $\alpha^{\prime}$-corrections will be almost absent. At the same time, perturbative computations perhaps along the lines of ref. [23] could also be performed a priori and either verify or falsify the coefficient of the two-loop correction we are proposing here non-perturbatively.

As shown in figure 16, the confined phase exists at low temperature [5]. To test the duality between the D0-brane matrix model and type IIA superstring theory, it is important to stay in the deconfined phase. At low temperatures, this requires us to use larger $N$ or a constraint on $E$ or $P$. The confined phase may describe M-theory [5] and understanding the gravity dual of the confined phase precisely is of great theoretical and conceptual interest.
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[^0]:    ${ }^{1}$ At stronger coupling region, we expect to see the M-theory [2-5]. In this paper, we will focus on the 't Hooft large- $N$ limit and type IIA superstring theory.
    ${ }^{2}$ There are attempts to test the duality at $p>0$ via lattice simulations [15-17].

[^1]:    ${ }^{3}$ We may note though that there are one loop corrections estimated in [23].

[^2]:    ${ }^{4}$ Our normalization for mass is different from refs. [18, 19] by a factor 3 .

[^3]:    ${ }^{5}$ This is the $16 \times 16$ representation in ten dimensions. In general, the $\gamma^{I}, I=1, \cdots, 10$ matrices are $16 \times 16$ sub-matrices of the $32 \times 32$ ten-dimensional Gamma matrices $\Gamma^{I}$.
    ${ }^{6}$ For a more comprehensive analysis we refer to [5] and [22] for this potential and more discussions on the stability obtained in the simulations.
    ${ }^{7}$ See ref. [5] for the thermodynamics in the microcanonical ensemble.

[^4]:    ${ }^{8}$ To keep things simple we will be suppressing $\lambda$ 's appearing in the equations from now on, while to restore units we can always multiply with appropriate powers of $\lambda$ since $[\lambda]=(\text { energy })^{3}$.
    ${ }^{9}$ Strictly speaking, the partition function of the BFSS matrix model is well-defined only when the flat direction is removed. One can take the large- $N$ limit with an explicit IR cutoff, for example by adding small but nonzero value of $\mu$, and then remove the cutoff. See e.g. ref. [29] regarding this issue.
    ${ }^{10}$ Suppose that the $(N, N)$-component escaped to infinity. For this to happen, off-diagonal entries $((N, i)$ elements and $(i, N)$-elements, where $i=1, \cdots, N-1)$ must become zero, i.e., $O(N)$-number of degrees of freedom must decouple from the dynamics. Such a process enables entropic suppression which scales like $e^{-N}$. Remarkably, such a decay of the bound state is associated with the negative specific heat, similarly to the evaporation of the Schwarzschild black hole [30].
    ${ }^{11}$ Note that the problem associated with the flat direction is not completely resolved, because eigenvalues can reach very far when $\mu$ is small. Still, the bound state becomes much more stable.

[^5]:    ${ }^{12}$ We would like to thank Jorge Santos for sharing some of these data with us.

[^6]:    ${ }^{13}$ These estimations included the assumption that $a_{0}$ and $b_{0}$ agree with the analytical gravity predictions. Such an assumption is sensible to estimate unknown parameters. Dropping it increases the error bars, but leads to a consistent estimation.

[^7]:    ${ }^{14}$ At the regularized level, the severeness of the instability can depend on the details of the regularization scheme.

[^8]:    ${ }^{15} \mathrm{We}$ expect that the correction is small because the leading correction is of order $\mu^{2}$. This is the feature of the matrix model and hence valid including the $\alpha^{\prime}$-corrections on the gravity side.
    ${ }^{16}$ In the large $N$ limit, the gravity analysis of [19] predicts, see eq. (3.20), $T_{c}=0.159$ for $\mu=0.5$, so that we expect to reach down as far as this temperature at sufficiently large $N$.

[^9]:    ${ }^{17}$ Note that section 3.3 uses $\alpha^{\prime}$-corrections emanating not from gravitational analysis, since there is none, but from a numerical fit using matrix models [13]. It is merely an estimate for $\alpha^{\prime}$-corrections.

