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## 1 Introduction

Matrix models have played a prominent role in gauge-string duality, starting from the duality between matrix models with double scaling limits and low-dimensional non-critical strings $[1-3]$. They also arise in the description of BPS states and their correlators in $\mathcal{N}=4$ super-Yang Mills theories. They are therefore important for the AdS/CFT duality between $\mathcal{N}=4$ super-Yang Mills (SYM) theories and string theory on $A d S_{5} \times S^{5}[4-6]$. In particular, complex matrix models with one complex variable matrix $Z$, and the $\mathrm{U}(N)$ invariant polynomial functions of $Z$, are relevant for the half-BPS sector of $\mathcal{N}=4$ superYang Mills (SYM) with $\mathrm{U}(N)$ gauge group. AdS/CFT brings into focus the classification of the invariant polynomial functions and the computation of their correlators. It was observed in [7] that the breakdown of the standard map between multi-traces in SYM and multi-particle states in AdS, for large dimension operators, is related to a failure of orthogonality of multi-traces in the inner product constructed from 2-point functions of holomorphic and anti-holomorphic gauge invariant operators. Sub-determinant operators were also proposed as SYM duals of giant gravitons extended in the $S^{5}$. Orthogonal bases were thus recognised as important for the identification of bulk space-time duals for the quantum states in the CFT corresponding to large dimension local operators. This led to the classification of half-BPS operators in $\mathrm{U}(N) \mathcal{N}=4$ SYM theory with dimension $n$ in terms of operators $\mathcal{O}_{R}(Z)$ labelled by Young diagrams $R$ having $n$ boxes [8]. These operators were shown to be orthogonal in the free-field inner product, and this informed a proposal for a general map between half-BPS gauge invariant operators in SYM to giant gravitons in the string theory, distinguishing giant gravitons extended in the $S^{5}$ from those extended in the $A d S_{5}$ giants, and single-giant states from multi-giant states in terms of the Young diagrams. This proposal has passed non-trivial checks based on the calculation of 3-point functions of large dimension operators in SYM and comparison with calculations in the $A d S_{5} \times S^{5}$ (see [9-16]). The free-field inner product is equivalently expressible in terms of a Gaussian matrix model correlator. The precise form of $\mathcal{O}_{R}(Z) \equiv \chi_{R}(Z)$ will be recalled in (2.42) of section 2.2: they are linear combinations of multi-trace operators weighted by characters of the symmetric group $S_{n}$. The inner product was calculated as

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z) \mathcal{O}_{S}\left(Z^{\dagger}\right)\right\rangle=\delta_{R S} \frac{n!\operatorname{Dim}_{N}(R)}{d_{R}} \tag{1.1}
\end{equation*}
$$

where $\operatorname{Dim}_{N} R$ is the dimension of the $\mathrm{U}(N)$ irreducible representation associated with Young diagram $R$. This object is referred to throughout as the two-point correlator. The reason for this nomenclature stems from the fact that the matrices $Z$ and $Z^{\dagger}$ are inserted at a given point in spacetime, and the convention followed in this paper chooses to suppress this spacetime dependence. In section 2.2 we consider a modification of the standard Gaussian matrix model integral by introducing a matrix coupling $A$. The partition function is modified as:

$$
\begin{equation*}
\int[d Z] e^{-\operatorname{Tr}\left(Z Z^{\dagger}\right)} \rightarrow \int[d Z] e^{-\operatorname{Tr}\left(Z A Z^{\dagger}\right)} \tag{1.2}
\end{equation*}
$$

Similar modifications of hermitian matrix models have been considered in [17]. Using a subscript $A$ to denote the correlation functions calculated with this modified action, we
show that

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z) \mathcal{O}_{S}\left(Z^{\dagger}\right)\right\rangle_{A}=\delta_{R S} \frac{n!\mathcal{O}_{R}(B)}{d_{R}} \tag{1.3}
\end{equation*}
$$

where $B=A^{-1}$. The r.h.s. of (1.1) is recovered from the r.h.s. of (1.3) by setting $B$ to be equal to a unit matrix. The matrix-coupling dependent result is obtained by generalising the combinatorial and diagrammatic techniques in [8] and [18] to the case of the background matrix coupling.

For operators of dimension $n$ obeying $n<N$, a familiar basis of operators is given by trace structures. For operators of dimension $n$, the different trace structures can be parameterised by integers $p=\left\{p_{1}, p_{2}, \cdots, p_{n}\right\}$ giving the powers of different traces

$$
\begin{equation*}
\mathcal{O}_{p}(Z)=(\operatorname{tr} Z)^{p_{1}}\left(\operatorname{tr} Z^{2}\right)^{p_{2}} \cdots\left(\operatorname{tr} Z^{n}\right)^{p_{n}} \tag{1.4}
\end{equation*}
$$

These integers obey

$$
\begin{equation*}
n=p_{1}+2 p_{2}+\cdots+n p_{n}=\sum_{i=1}^{n} i p_{i} \tag{1.5}
\end{equation*}
$$

i.e, they define a partition of $n$. The linear change of basis between the $\mathcal{O}_{p}$ and $\mathcal{O}_{R}$ is given by

$$
\begin{equation*}
\mathcal{O}_{R}(Z)=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi^{R}(\sigma) \mathcal{O}_{\sigma}(Z)=\frac{1}{n!} \sum_{p \vdash n} \chi_{p}^{R} \mathcal{O}_{p}(Z) \tag{1.6}
\end{equation*}
$$

where $\chi_{p}^{R}$ is the character for any permutation $\sigma^{(p)}$ in the conjugacy class $p$ in $S_{n},\left|T_{p}\right|$ is the number of group elements in the conjugacy class $p$ and

$$
\begin{equation*}
\mathcal{O}_{p}(Z)=\left|T_{p}\right| \mathcal{O}_{\sigma^{(p)}}(Z) . \tag{1.7}
\end{equation*}
$$

For $n>N$, the operators $\mathcal{O}_{p}(Z)$ form an overcomplete basis, due to finite $N$ trace relations. The description of the finite $N$ state space is simple in terms of the Young diagram basis elements $\mathcal{O}_{R}(Z)$. We simply drop all Young diagrams with $l(R)>N$, where $l(R)$ is the number of rows in the Young diagram $R$. The two-point function (1.1) reflects this cutoff since the r.h.s., viewed as a polynomial in $N$, vanishes for $l(R)>N$. The two-point function in the trace basis is

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}(Z)\left(\mathcal{O}_{p_{2}}(Z)\right)^{\dagger}\right\rangle=n!\sum_{p_{3} \vdash n} C_{p_{1}, p_{2}}^{p_{3}} N^{C_{p_{3}}} \tag{1.8}
\end{equation*}
$$

where $C_{p_{1}, p_{2}}^{p_{3}}$ are the structure constants of the commutative algebra formed by the centre of $\mathcal{Z}\left(\mathbb{C}\left(S_{n}\right)\right)$. These are described more explicitly in section 2 .

A partition $p$ of $n$ determines a conjugacy class in $S_{n}$. The formal sum of group elements in the conjugacy class, denoted $T_{p}$, is an element in the group algebra $\mathbb{C}\left(S_{n}\right)$ and commutes with all elements of $\mathbb{C}\left(S_{n}\right)$. As $p$ ranges over all partitions of $n$, these $T_{p}$ form a basis for the centre of $\mathbb{C}\left(S_{n}\right)$. The multiplication of two of these central elements can be expanded in terms of the same basis

$$
\begin{equation*}
T_{p_{1}} T_{p_{2}}=\sum_{p_{3}} C_{p_{1}, p_{2}}^{p_{3}} T_{p_{3}} \tag{1.9}
\end{equation*}
$$

where $C_{p_{1}, p_{2}}^{p_{3}}$ are the structure constants of the multiplication in the algebra $\mathcal{Z}\left(\mathbb{C}\left(S_{n}\right)\right)$. We will show that, with the background matrix coupling $A$, the equation (1.8) admits a simple modification

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}(Z)\left(\mathcal{O}_{p_{2}}(Z)\right)^{\dagger}\right\rangle_{A}=n!\sum_{p_{3} \vdash n} C_{p_{1}, p_{2}}^{p_{3}} \mathcal{O}_{p_{3}}(B) \tag{1.10}
\end{equation*}
$$

This shows that the class algebra of the symmetric group has a direct realization in terms of matrix model correlators in the presence of a background matrix coupling. In (1.9) we have a direct realisation of the same structure constants, purely within the algebra, with no connection to matrix elements. To go from (1.9) to (1.10) we are simply decorating the algebra elements with matrix model quantities:

$$
\begin{align*}
& T_{p_{1}} \rightarrow \mathcal{O}_{p_{1}}(Z) \\
& T_{p_{2}} \rightarrow\left(\mathcal{O}_{p_{2}}(Z)\right)^{\dagger} \\
& T_{p_{3}} \rightarrow \mathcal{O}_{p_{3}}(B) \tag{1.11}
\end{align*}
$$

The equality of the number of conjugacy classes and irreducible representations of a finite group is a familiar mathematical fact. A related fact is that there is a change of basis in the centre of the group algebra between a basis labelled by the conjugacy classes and a basis labelled by irreducible representations. In the case of $S_{n}$, we have a basis of (un-normalized) projectors

$$
\begin{equation*}
P_{R}=\frac{1}{n!} \sum_{p} \chi_{p}^{R} T_{p} \tag{1.12}
\end{equation*}
$$

The multiplication in this basis is diagonal, i.e. zero unless that two projectors are identical:

$$
\begin{equation*}
P_{R_{1}} P_{R_{2}}=\delta_{R_{1} R_{2}} \frac{P_{R_{1}}}{d_{R_{1}}} \tag{1.13}
\end{equation*}
$$

To obtain (1.3) we apply the same map (1.11)

$$
\begin{align*}
& P_{R_{1}} \rightarrow \mathcal{O}_{P_{R_{1}}}(Z) \equiv \mathcal{O}_{R_{1}}(Z) \\
& P_{R_{2}} \rightarrow\left(\mathcal{O}_{P_{R_{2}}}(Z)\right)^{\dagger} \equiv \mathcal{O}_{R_{2}}\left(Z^{\dagger}\right) \\
& P_{R_{3}} \rightarrow \mathcal{O}_{P_{R_{3}}}(B) \equiv \mathcal{O}_{R_{3}}(B) \tag{1.14}
\end{align*}
$$

Our derivation of the refined 2-point correlator in the Schur basis will in fact be obtained by first deriving (1.10) and then Fourier transforming. The result (1.3) may be expected by analogy to similar results in the super-integrability literature. Our derivation shows that this result follows using Fourier transformation on a hidden symmetry algebra underlying the combinatorics of invariant operators, which becomes visible (as in (1.10)) in the presence of a background matrix coupling.

The super-integrability results in [17] also include examples where there is a classical (un-integrated) matrix in the observable, alongside the quantum (integrated) matrix. Emulating these results, we also show that an equation similar to (1.3) can be obtained by
considering gauge invariant operators constructed from classical as well as quantum fields. The result takes the form

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z A)\left(\mathcal{O}_{S}(Z A)\right)^{\dagger}\right\rangle=\frac{\delta_{R S} n!}{d_{R}} \mathcal{O}_{S}(B), \tag{1.15}
\end{equation*}
$$

where we now have $B=A^{\dagger} A$. This is also related by a Fourier transform on the algebra $\mathcal{Z}\left(\mathbb{C}\left(S_{n}\right)\right)$ to the fact that the structure constants of this algebra arise in 2-point functions for operators labelled by permutations. In the context of AdS/CFT with $\mathcal{N}=4 \mathrm{SYM}$, where the theory has three complex matrices $X, Y, Z$, the matrix $A$ could be $Y, X$ which transform in the same way as $Z$ with an adjoint $\mathrm{U}(N)$ action, so that the observables $\mathcal{O}_{R}(Z A)$ are gauge-invariant under the simultaneous gauge transformation of $Z$ and $A$.

Classical matrices which occur as couplings in the action are matrix spurions. Spurions are coupling constants in quantum field theories which are promoted to fields (see for example [19] for a recent effective field theory discussion). Here the matrix $A$ can be viewed as a matrix spurion in a zero-dimensional quantum field theory. Since there are results of the same algebraic nature whether we consider classical (un-integrated) matrices as coupling constants in the action or classical matrices appearing inside observables, it is natural to have a single name for both uses of a classical field in a matrix model. We propose to use "matrix witness" as a unifying terminology which includes a matrix being used in either role. There is some resonance with the fact that classical objects appear as measuring apparatuses in classical/quantum interactions. We leave the exploration of witnesses, as defined here, for applications in quantum information theory as an intriguing question for the future.

Motivated by the CFT description of open strings attached to giant gravitons, the orthogonality relation (1.1) has been generalised to multi-matrix systems [20-26]. The study of tensor models as combinatorial models of quantum gravity [27-31] and as models of gauge-string duality [32] has also led to tensor generalisations of the orthogonality relation [33-36]. It has been recognised that these orthogonality equations for representation theoretic bases are related to permutation centralizer algebras [37]. These are in general non-commutative algebras. The starting point is that the observables can be constructed by using a set of permutations to parametrize the contractions of upper and lower indices of matrix or tensor fields. We will refer to these as the parameterising-permutations. There are redundancies in the parameterising permutations, which are themselves described by a smaller permutation group. It is useful to think of the smaller permutation group as giving a discrete gauge symmetry which acts on the discrete set of parameterising-permutations. Parameterising permutations which are gauge-equivalent give rise to the same gauge invariant polynomial. In the case of the one-matrix problem with $\mathrm{U}(N)$ invariants of degree $n$,

$$
\begin{align*}
\text { Parameterising permutations : } & G=S_{n} \\
\text { Gauge permutations : } & H=S_{n} \tag{1.16}
\end{align*}
$$

For the two-matrix problem with $\mathrm{U}(N)$ invariants of degree $m$ in one matrix and degree $n$
in the other

$$
\begin{align*}
\text { Parameterising permutations : } & G=S_{m+n} \\
\text { Gauge permutations : } & H=S_{m} \times S_{n} \subset S_{m+n} \tag{1.17}
\end{align*}
$$

In both of the above cases, the gauge permutations act by conjugation on $G$. For the case of a complex 3 -index tensor $\Phi$ transforming in 3 -fold tensor product $V_{N} \otimes V_{N} \otimes V_{N}$ of the fundamental representation $V_{N}$ of $\mathrm{U}(N)$, the construction of invariants of degree $n$ in $\Phi$ and $\bar{\Phi}$ can be done by using

$$
\begin{align*}
& \text { Parameterising permutations : } G=S_{n} \times S_{n} \times S_{n} \\
& \text { Gauge permutations : } H=\operatorname{Diag}\left(S_{n}\right) \times \operatorname{Diag}\left(S_{n}\right) \tag{1.18}
\end{align*}
$$

$\operatorname{Diag}\left(S_{n}\right)$ is the diagonal sub-group of $S_{n} \times S_{n} \times S_{n}$ consisting of permutations $\gamma \in S_{n}$ embedded diagonally in $S_{n} \times S_{n} \times S_{n}$ as $(\gamma, \gamma, \gamma)$. Writing the general parameterising $S_{n} \times$ $S_{n} \times S_{n}$ elements as ordered triples $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ with $\sigma_{1}, \sigma_{2}, \sigma_{3} \in S_{n}$, the gauge permutations $\gamma_{L}, \gamma_{R} \in S_{n}$ act as

$$
\begin{equation*}
\left(\gamma_{L}, \gamma_{R}\right):\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right) \rightarrow\left(\gamma_{L} \sigma_{1} \gamma_{R}, \gamma_{L} \sigma_{2} \gamma_{R}, \gamma_{L} \sigma_{3} \gamma_{R}\right) \tag{1.19}
\end{equation*}
$$

with the $\gamma_{L}$ acting diagonally on the left and $\gamma_{R}$ acting diagonally on the right. In all the above cases, the group action by $H$ organises the set of permutations in $G$ into gauge orbits. Sums over $G$-permutations within an orbit of the $H$-action commute with $H$, and form a combinatorial basis of a $(G, H)$ permutation centralizer algebra (PCA). This is defined as the subspace of the group algebra $\mathbb{C}(G)$ which is stabilised by elements of $H$. A more detailed and more general account of permutation centralizer algebras is given in [37]. The PCA for the 2-matrix models is closely related to Littlewood-Richardson coefficients (reduction multiplicities for irreps of $S_{m+n}$ to the subgroup $S_{m} \times S_{n}$ ), while that for the tensor model the PCA (denoted $\mathcal{K}(n)$ ) is related to Kronecker coefficients (Clebsch-Gordan multiplicities) for tensor products of $S_{n}$ irreps. These latter algebras have been used to realise the squared Kronecker coefficients as the dimensions of null spaces of combinatorially defined integer matrices: the null vectors can be obtained using standard combinatorial integer matrix algorithms [38, 39]. Using an involution on $\mathcal{K}(n)$ these remarks are generalised to the Kronecker coefficients themselves.

An important aspect of the PCAs is that there is a change of basis (Fourier transformation) from the combinatorial basis to a Wedderburn-Artin basis labelled by representation theory data (a collection of Young diagrams and associated representation theoretic multiplicity labels). The Wedderburn-Artin basis shows that the associative algebras are isomorphic to a direct sum of matrix algebras. A general discussion of the WedderburnArtin theorem for associative algebras in a form we find accessible for physicists is in [40]. Explicit equations describing the bases which exhibit the isomorphism to a direct sum of matrix algebras, drawing on the background physics literature, will be reviewed at the start of sections $3,4,5$. A general synopsis of this paper's results is captured in figure 1 .

The paper is organized as follows. Section 2 develops the results outlined in the earlier part of this introduction for the complex 1-matrix model. Section 3 develops all


Figure 1. The diagram demonstrates the core results of the paper. The action of Fourier transforming exchanges combinatorial and Wedderburn-Artin (W.A.) bases, while Wick contractions are used to produce the orthogonality relations of correlators as well as the structure constants of the associated PCAs.
the analogous results for the complex 2-matrix model. Section 4 generalises this discussion to the complex multi-matrix models. Section 5 describes how the structure constants of the Kronecker PCA arise by using tensor witness fields appearing inside gauge invariant composites of quantum (integrated) and classical (unintegrated) tensor fields.

## 2 Algebras and single matrix correlators with matrix witnesses

In this section we consider the complex-matrix model of a single complex matrix $Z$ of size $N$, transforming in the adjoint of $\mathrm{U}(N)$, which is relevant to the half-BPS sector of $\mathcal{N}=4$ SYM theory with $\mathrm{U}(N)$ gauge group. We first set up the notation following previous work $[8,18]$. The holomorphic gauge invariant functions of degree $n$ are BPS operators with dimension $n$. These are products of traces of powers of $Z$. For the $N \times N$, complex matrix $Z$ and permutation $\sigma \in S_{n}$, we can define a gauge invariant operator (GIO) as

$$
\begin{equation*}
\mathcal{O}_{\sigma}(Z)=Z_{i_{\sigma(1)}}^{i_{1}} \ldots Z_{i_{\sigma(n)}}^{i_{n}}=\operatorname{Tr}_{V_{N}^{\otimes n}}\left(Z^{\otimes n} \mathcal{L}_{\sigma}\right) . \tag{2.1}
\end{equation*}
$$

The indices $i_{1}, \cdots, i_{n}$ are summed over the range $\{1, \cdots, N\}$. The last expression indicates that $\mathcal{O}_{\sigma}(Z)$ is the trace in the $n$-fold tensor product of the $N$-dimensional fundamental representation $V_{N}$ of $\mathrm{U}(N)$ of the product of two linear operators: $Z^{\otimes n} \mathcal{L}_{\sigma}$. Here, $\mathcal{L}_{\sigma}$ has the following action on the tensor product of basis vectors

$$
\begin{equation*}
\mathcal{L}_{\sigma}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{n}}\right\rangle=\left|e_{i_{\sigma(1)}} \otimes \cdots \otimes e_{i_{\sigma(n)}}\right\rangle . \tag{2.2}
\end{equation*}
$$

It follows straightforwardly that these GIO satisfy

$$
\begin{equation*}
\mathcal{O}_{\sigma}(Z)=\mathcal{O}_{\gamma \sigma \gamma^{-1}}(Z) \tag{2.3}
\end{equation*}
$$

where $\gamma \in S_{n}$. This invariance means that the holomorphic gauge invariants can be described in terms of equivalence classes of permutations $\sigma \in S_{n}$, obtained by conjugation with permutations $\gamma \in S_{n}$ :

$$
\begin{equation*}
\sigma \sim \gamma \sigma \gamma^{-1} \tag{2.4}
\end{equation*}
$$

Sums of permutations $\sigma$ within an equivalence class belong to the centre $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ of the group algebra $\mathbb{C}\left[S_{n}\right]$. These equivalence classes are the conjugacy classes in $S_{n}$, associated with partitions $p$ of $n$, which describe cycle structures of permutations. We denote as $\mathbf{C}_{p}$, the conjugacy class of permutations associated with partition $p$, and let $\sigma^{(p)}$ be any chosen permutation in the class $\mathbf{C}_{p}$. The automorphism group $\operatorname{Aut} \mathcal{Z}\left(\sigma^{(p)}\right)$, is the subgroup of $S_{n}$ that leaves $\sigma^{(p)}$ invariant under conjugation i.e. the stabiliser subgroup composed of the permutations $\gamma \in S_{n}$, that satisfy $\gamma \sigma^{(p)} \gamma^{-1}=\sigma^{(p)}$. The order of this stabiliser group depends only on $p$, and not the choice of $\sigma^{(p)}$, and we denote this order as $\left|\operatorname{Aut}_{\mathcal{Z}}(p)\right|$. We define central elements $T_{p}$ labelled by partitions $p$ as follows:

$$
\begin{equation*}
T_{p}=\frac{1}{\left|\operatorname{Aut}_{\mathcal{Z}}(p)\right|} \sum_{\gamma \in S_{n}} \gamma \sigma^{(p)} \gamma^{-1}=\sum_{\alpha \in \mathbf{C}_{p}} \alpha \quad \in \mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right] \tag{2.5}
\end{equation*}
$$

As central elements $T_{p}$ satisfy $T_{p}=\gamma T_{p} \gamma^{-1}$ for all $\gamma \in S_{n}$. The size of the class is denoted by $\left|\mathbf{C}_{p}\right|=\left|T_{p}\right|$ and it is useful to note that $\left|T_{p}\right|=\frac{n!}{\left|\operatorname{Aut}_{\mathcal{Z}}(p)\right|}$.

The algebra $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ is an example of a permutation centraliser algebra (PCA) as defined in [37]. As discussed in the introduction, the definition of the PCAs used in this paper involves a set of parameterising permutations and a set of gauge permutations. In this case the parametrising permutations $\sigma$ and the gauge permutations $\gamma$ are both general permutations in $S_{n}$ (as indicated in (1.16)). In section 2.1 we show that the two-point function involving a holomorphic and an anti-holomorphic gauge invariant operator, in the presence of an invertible matrix coupling $A=B^{-1}$, can be written in terms of the structure constants of the algebra $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$. In section 2.2 we perform the Fourier transform from the basis in $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ labelled by partitions $p$ to a basis labelled by Young diagrams, to show that the Young-diagram-labelled operators form an orthogonal basis for the twopoint functions. In section 2.3 we consider gauge-invariant operators with the matrix $Z$ replaced by the matrix product $Z Y$, where $Y$ is another complex matrix (such as exists in $\mathcal{N}=4 \mathrm{SYM})$, transforming in the adjoint of $\mathrm{U}(N)$. We define two-point functions where $Z$ is integrated while $Y$ is left as an unintegrated classical field. We show that the results are given in terms of the structure constants of $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$. In section 2.4 we use Fourier transformation to obtain the orthogonal two-point functions in the Young diagram basis. Thus we have the same structure of results whether we have matrix couplings or matrix classical fields, both of which are referred to as examples of witness fields. The results of this section provide the template which is emulated in subsequent sections, with $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ replaced by appropriate PCAs, which are in general non-commutative.

### 2.1 Two-point function of general operators with matrix coupling

The partition function of the single matrix model with coupling witness matrix $A$ is

$$
\begin{equation*}
\Sigma[0]=\int[d Z] e^{-\operatorname{Tr}\left(Z A Z^{\dagger}\right)}, \tag{2.6}
\end{equation*}
$$

and throughout we take $A$ to be a positive definite Hermitian matrix. In appendix A , we derive the basic correlator ${ }^{1}$

$$
\begin{equation*}
\left\langle Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k}\right\rangle=\frac{1}{\Sigma[0]} \int[d Z] Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(Z A Z^{\dagger}\right)}=\delta_{l}^{i}\left(A^{-1}\right)_{j}^{k}=\delta_{l}^{i} B_{j}^{k} \tag{2.7}
\end{equation*}
$$

where we set $B=A^{-1}$ and henceforth refer to $B$ as the coupling witness field. Recalling the permutation parameterisation of the GIO from (2.1)

$$
\begin{equation*}
\mathcal{O}_{\sigma}(Z)=\operatorname{Tr}_{V_{N}^{\otimes n}}^{\otimes}\left(Z^{\otimes n} \mathcal{L}_{\sigma}\right)=Z_{i_{\sigma(1)}}^{i_{1}} \ldots Z_{i_{\sigma(n)}}^{i_{n}} \tag{2.8}
\end{equation*}
$$

the Hermitian conjugate is

$$
\begin{equation*}
\left(\mathcal{O}_{\sigma}(Z)\right)^{\dagger}=\left(\operatorname{Tr}_{V_{N}^{\otimes n}}\left(Z^{\otimes n} \mathcal{L}_{\sigma}\right)\right)^{\dagger}=\left(Z^{\dagger}\right)_{i_{\sigma^{-1}(1)}}^{i_{1}} \ldots\left(Z^{\dagger}\right)_{i_{\sigma^{-1}(n)}}^{i_{n}}=\mathcal{O}_{\sigma^{-1}}\left(Z^{\dagger}\right) \tag{2.9}
\end{equation*}
$$

By taking the expectation value of the product of (2.8) and (2.9), the two-point function/correlator of GIOs with coupling matrix field is

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}(Z)\left(\mathcal{O}_{\sigma_{2}}(Z)\right)^{\dagger}\right\rangle \\
& =\frac{1}{\Sigma[0]} \int[d Z] \mathcal{O}_{\sigma_{1}}(Z)\left(\mathcal{O}_{\sigma_{2}}(Z)\right)^{\dagger} e^{-\operatorname{Tr}\left(Z A Z^{\dagger}\right)}  \tag{2.10}\\
& =\left\langle\operatorname{Tr}_{V_{N}^{\otimes n}}\left(Z^{\otimes n} \mathcal{L}_{\sigma_{1}}\right)\left(\operatorname{Tr}_{V_{N}^{\otimes n}}\left(Z^{\otimes n} \mathcal{L}_{\sigma_{2}}\right)\right)^{\dagger}\right\rangle  \tag{2.11}\\
& =\sum_{\substack{i_{1}, i_{2}, \ldots, i_{n} \\
j_{1}, j_{2}, \ldots, j_{n}}}\left\langle Z_{i_{\sigma_{1}(1)}}^{i_{1}} \ldots Z_{i_{\sigma_{1}(n)}}^{i_{n}}\left(Z^{\dagger}\right)_{j_{\sigma_{2}(1)}}^{j_{1}} \ldots\left(Z^{\dagger}\right)_{j_{\sigma_{2}^{-1}(n)}}^{j_{n}}\right\rangle  \tag{2.12}\\
& =\sum_{\substack{i_{1}, i_{2}, \ldots, i_{n} \\
j_{1}, j_{2}, \ldots, j_{n}}} \sum_{\gamma \in S_{n}} \delta_{j_{\sigma_{2}(\gamma(1))}^{i_{1}}}^{i_{1}} \ldots \delta_{j_{\sigma_{2}(\gamma(n))}^{i_{n}}}^{i_{i_{\sigma_{1}(1)}}^{j_{\gamma(1)}} \ldots B_{i_{\sigma_{1}(n)}}^{j_{\gamma(n)}}, ~}  \tag{2.13}\\
& =\sum_{\substack{i_{1}, i_{2}, \ldots, i_{n} \\
j_{1}, j_{2}, \ldots, j_{n}}} \sum_{\gamma \in S_{n}} \delta_{j_{\gamma \sigma_{2}^{-1}(1)}}^{i_{1}} \ldots \delta_{j_{\gamma \sigma_{2}^{-1}(n)}}^{i_{n}} B_{i_{\sigma_{1}(1)}}^{j_{\gamma(1)}} \ldots B_{i_{\sigma_{1}(n)}}^{j_{\gamma(n)}} \tag{2.14}
\end{align*}
$$

$$
\begin{align*}
& =\sum_{j_{1}, j_{2}, \ldots, j_{n}} \sum_{\gamma \in S_{n}} B_{j_{\gamma^{-1} \sigma_{1} \sigma_{2}^{-1}(1)}^{j_{1}}}^{j_{R}} \cdots B_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(n)}^{j_{n}}}  \tag{2.16}\\
& =\sum_{\gamma \in S_{n}} \operatorname{Tr}_{V_{N}^{\otimes n}}\left(B^{\otimes n} \mathcal{L}_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}}\right), \tag{2.17}
\end{align*}
$$

[^0]

Figure 2. The diagrammatic representation of the one-matrix correlator with coupling witness field. The expectation value of these gauge invariant operators can be written as a sum over permutations by exchanging $Z^{\otimes n}$ and $\left(Z^{\dagger}\right)^{\otimes n}$ for permutation operators $\mathcal{L}_{\gamma^{-1}}$ and $\mathcal{L}_{\gamma}$, inserting $B^{\otimes n}$ and then swapping the indices. This tensor product of the coupling witness matrix $B$ is incorporated when the $\left(\gamma^{-1}, \gamma\right)$ permutations are inserted via Wick contraction, using equation (2.7).

In (2.13), Wick's theorem has been used to write the correlator as a sum over permutations $\gamma \in S_{n}$ in conjunction with the basic correlator of (2.7). The step between equations (2.14) and (2.15) uses the following identity

$$
\begin{equation*}
\delta_{j_{\sigma(1)}}^{i_{\tau(1)}} \ldots \delta_{j_{\sigma(n)}}^{i_{\tau(n)}}=\delta_{j_{\tau^{-1} \sigma(1)}}^{i_{1}} \ldots \delta_{j_{\tau^{-1} \sigma(n)}}^{i_{n}} \tag{2.18}
\end{equation*}
$$

where the action of permutations on a number $a$ is $\tau^{-1} \sigma(a)=\sigma\left(\tau^{-1}(a)\right)$, i.e. the chosen convention is to act with the leftmost permutation first (left-to-right). We will refer to this identity for products of Kronecker delta functions as Kronecker equivariance. It follows by re-ordering the Kronecker delta's. In equation (2.15), we also used the identity

$$
\begin{equation*}
B_{i_{\sigma_{1}(1)}}^{j_{\gamma(1)}} \ldots B_{i_{\sigma_{1}(n)}}^{j_{\gamma(n)}}=B_{i_{\gamma^{-1} \sigma_{1}(1)}}^{j_{1}} \ldots B_{i_{\gamma^{-1} \sigma_{1}(n)}}^{j_{n}} . \tag{2.19}
\end{equation*}
$$

This follows from a similar re-ordering of the $B$-matrix elements. The final equation (2.17) writes the correlator as a trace over the $n$-fold tensor product of $V_{N}$.

A neat way to understand the structure of the derivation and to anticipate the outcome is to use the diagrammatic representation of linear operators in tensor spaces [18, 26]. Figure 2 demonstrates the original two-point function on the left, while the right hand side replaces the matrix variables with permutation operators and the tensor product of coupling matrix $B$. To obtain the result from the diagram, one follows a branch downward and multiplies the $B^{\otimes n}$ and $\mathcal{L}$ operator boxes encountered. The horizontal bars on each branch imply a trace by identifying the bottom and the top of the diagram. The figure therefore expresses the correlator equation

$$
\begin{equation*}
\left\langle\operatorname{Tr}_{V_{N}^{\otimes n}}\left(Z^{\otimes n} \mathcal{L}_{\sigma_{1}}\right) \operatorname{Tr}_{V_{N}^{\otimes n}}\left(\left(Z^{\dagger}\right)^{\otimes n} \mathcal{L}_{\sigma_{2}^{-1}}\right)\right\rangle=\sum_{\gamma \in S_{n}} \operatorname{Tr}_{V_{N}^{\otimes n}}\left(B^{\otimes n} \mathcal{L}_{\gamma^{-1}} \mathcal{L}_{\sigma_{1}} \mathcal{L}_{\gamma} \mathcal{L}_{\sigma_{2}^{-1}}\right), \tag{2.20}
\end{equation*}
$$



Figure 3. The diagrammatic interpretation of the multiplication of linear operators $\mathcal{L}_{\sigma}$ and $\mathcal{L}_{\tau}$. In terms of the tensor components of these operators, $\left(\mathcal{L}_{\sigma}\right)_{k_{1}, \ldots, k_{n}}^{i_{1}, \ldots, i_{n}}\left(\mathcal{L}_{\tau}\right)_{j_{1}, \ldots, j_{n}}^{k_{1}, \ldots, k_{n}}=\left(\mathcal{L}_{\sigma \tau}\right)_{j_{1}, \ldots, j_{n}}^{i_{1}, \ldots, i_{n}}$, where the sum over repeated $k$ indices is implicit.
and we infer the equation on the right, starting at $B^{\otimes n}$ in the right side diagram. From definition (2.2), it is possible to show that multiple permutation operators acting on tensor space follow the rule $\mathcal{L}_{\sigma} \mathcal{L}_{\tau}=\mathcal{L}_{\sigma \tau}$, where again, $\sigma \tau(i)=\tau(\sigma(i))$ is the composition of elements, applying left-to-right convention. This action is represented diagrammatically in figure 3 and using this fact, the expression of (2.20) reduces to that of the derived result in (2.16). For a more detailed discussion of the diagram interpretation and linear operators, see appendix B.

Like the previous work without witness matrix fields, this two-point function is naturally related to the cycle structure of the product of these permutations

$$
\begin{align*}
\left\langle\mathcal{O}_{\sigma_{1}}(Z)\left(\mathcal{O}_{\sigma_{2}}(Z)\right)^{\dagger}\right\rangle & =\sum_{\gamma \in S_{n}} \sum_{j_{1}, j_{2}, \ldots, j_{n}} B_{j_{\gamma-1} \sigma_{\sigma_{1} \sigma_{2}^{-1}(1)}^{j_{1}}} \cdots B_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(n)}^{j_{n}}}  \tag{2.21}\\
& =\sum_{\gamma \in S_{n}} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)}  \tag{2.22}\\
& =\sum_{\sigma_{3} \in S_{n}} \sum_{\gamma \in S_{n}} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\sigma_{3}\right)} \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right) . \tag{2.23}
\end{align*}
$$

Here " $\operatorname{Tr}$ " is the matrix trace and $C_{i}\left(\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)$ is the number of $i$-length cycles in the permutation $\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}$. In (2.23), a delta function on permutations is introduced using $\sigma_{3} \in S_{n}$. This is defined by $\delta(\sigma)=1$ for $\sigma=e$ (the identity element) and $\delta(\sigma)=0$ for all other elements. From here, the appearance of the underlying PCA in the correlator can also be made manifest. Since the $\sigma_{3}$ sum runs over the entire group, it can be decomposed in terms of conjugacy classes/partitions

$$
\begin{align*}
\sum_{\sigma_{3} \in S_{n}} & \sum_{\gamma \in S_{n}} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\sigma_{3}\right)} \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right) \\
& =\sum_{\gamma \in S_{n}} \sum_{p_{3} \vdash n}\left(\sum_{\alpha \in \mathbf{C}_{p_{3}}} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\alpha)} \delta\left(\alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)\right) \tag{2.24}
\end{align*}
$$

$$
\begin{align*}
& =\sum_{\gamma \in S_{n}} \sum_{p_{3} \vdash n} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\sigma^{\left(p_{3}\right)}\right)} \delta\left(\sum_{\alpha \in \mathbf{C}_{p_{3}}} \alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{2.25}\\
& =\sum_{p_{3} \vdash n} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}(B) \sum_{\gamma \in S_{n}} \delta\left(T_{p_{3}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right), \tag{2.26}
\end{align*}
$$

where $p_{3}$ labels the conjugacy classes in the decomposition. Note that $C_{i}(\alpha)$ is replaced with $C_{i}\left(\sigma^{\left(p_{3}\right)}\right)$ here, as both $\alpha$ and $\sigma^{\left(p_{3}\right)}$ represent permutations from conjugacy class $\mathbf{C}_{p_{3}}$ and therefore have the same cycle structure. Consequently, the sum over $\alpha$ can move inside the delta function and since $\alpha$ and $\alpha^{-1}$ belong to the same conjugacy class $\mathbf{C}_{p_{3}}$, the PCA element $T_{p_{3}}=\sum_{\alpha \in \mathbf{C}_{p_{3}}} \alpha=\sum_{\alpha \in \mathbf{C}_{p_{3}}} \alpha^{-1}$, is used. Equation (2.26) then sets

$$
\begin{equation*}
\prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\sigma^{\left(p_{3}\right)}\right)}=\operatorname{Tr}_{V_{N}^{\otimes n}}\left(B^{\otimes n} \mathcal{L}_{\sigma^{\left(p_{3}\right)}}\right)=\mathcal{O}_{\sigma^{\left(p_{3}\right)}}(B) \tag{2.27}
\end{equation*}
$$

following the general definition in equation (2.1), and noting again that $\sigma^{\left(p_{3}\right)}$ is any representative permutation from class $\mathbf{C}_{p_{3}}$. At this point, it is useful to introduce the following lemma.

Lemma 1. For $\gamma, \sigma_{1}, \sigma_{2} \in S_{n}, T_{p_{i}} \in \mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ the following equality holds

$$
\begin{equation*}
\sum_{\gamma \in S_{n}} \delta\left(T_{p_{3}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)=\frac{n!\left|T_{p_{3}}\right|}{\left|T_{p_{1}}\right|\left|T_{p_{2}}\right|} C_{p_{1} p_{2}}^{p_{3}} \tag{2.28}
\end{equation*}
$$

where $C_{p_{1} p_{2}}^{p_{3}}$ is a $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ PCA structure constant and $\sigma_{1}, \sigma_{2}^{-1}$ belong to conjugacy classes $\mathbf{C}_{p_{1}}, \mathbf{C}_{p_{2}}$ respectively.

Proof.

$$
\begin{align*}
\sum_{\gamma \in S_{n}} \delta\left(T_{p_{3}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right) & =\sum_{\mu_{1} \in S_{n}} \delta\left(T_{p_{3}}\left(\mu_{1} \mu_{2}\right)^{-1} \sigma_{1}\left(\mu_{1} \mu_{2}\right) \sigma_{2}^{-1}\right)  \tag{2.29}\\
& =\sum_{\mu_{1} \in S_{n}} \delta\left(\left(\mu_{2}^{-1} \mu_{2}\right) T_{p_{3}} \mu_{2}^{-1} \mu_{1}^{-1} \sigma_{1} \mu_{1} \mu_{2} \sigma_{2}^{-1}\right)  \tag{2.30}\\
& =\sum_{\mu_{1} \in S_{n}} \delta(\underbrace{\mu_{2} T_{p_{3}} \mu_{2}^{-1}}_{=T_{p_{3}}} \mu_{1}^{-1} \sigma_{1} \mu_{1} \mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1})  \tag{2.31}\\
& =\frac{1}{n!} \sum_{\mu_{1}, \mu_{2} \in S_{n}} \delta\left(T_{p_{3}}\left(\mu_{1}^{-1} \sigma_{1} \mu_{1}\right)\left(\mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1}\right)\right)  \tag{2.32}\\
& =\frac{1}{n!} \delta\left(T_{p_{3}}\left(\sum_{\mu_{1} \in S_{n}} \mu_{1}^{-1} \sigma_{1} \mu_{1}\right)\left(\sum_{\mu_{2} \in S_{n}} \mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1}\right)\right)  \tag{2.33}\\
& =\frac{\left|\operatorname{Aut} \mathcal{Z}\left(p_{1}\right)\right|\left|\mathrm{Aut}_{\mathcal{Z}}\left(p_{2}^{\prime}\right)\right|}{n!} \delta\left(T_{p_{3}} T_{p_{1}} T_{p_{2}^{\prime}}\right)  \tag{2.34}\\
& =\frac{n!}{\left|T_{p_{1}}\right|\left|T_{p_{2}}\right|} \delta\left(T_{p_{3}} T_{p_{1}} T_{p_{2}}\right) \tag{2.35}
\end{align*}
$$

In (2.29), the sum over $\gamma$ has been replaced by a sum over $\mu_{1}$ with $\gamma \rightarrow \mu_{1} \mu_{2}$. Equation (2.30) inserts the identity element $e=\mu_{2}^{-1} \mu_{2}$, while (2.31) cycles the $\mu_{2}^{-1}$ permutation to the right hand side of the delta and utilises $T_{p_{3}}=\mu_{2} T_{p_{3}} \mu_{2}^{-1}$. An additional sum over $\mu_{2}$ is introduced in (2.32), and the appropriate normalisation factor $1 / n$ ! introduced (see appendix C for similar arguments). Equation (2.33) collects the sums inside the delta functions, leading to the introduction of the PCA elements in (2.34), along with the automorphism group sizes as per the PCA definition in (2.5). We take $\sigma_{1}$ and $\sigma_{2}^{-1}$ to belong to conjugacy classes $\mathbf{C}_{p_{1}}$ and $\mathbf{C}_{p_{2}^{\prime}}$ respectively: the primes on the partition/class labels indicating that they are related to an inverse permutation. The final step makes use of the orbit-stabiliser theorem, whereby the size of the automorphism group is related to the conjugacy/equivalence class size and gauge permutation group order by $\left|\operatorname{Aut}_{\mathcal{Z}}(p)\right|=\left|S_{n}\right| /\left|T_{p}\right|$. As was the case with $T_{p_{3}}$, since a permutation and its inverse share the same conjugacy class, the prime labels have subsequently been removed in (2.35).

The next step makes use of PCA multiplication and identities of the delta function

$$
\begin{equation*}
\delta\left(T_{p_{3}} T_{p_{1}} T_{p_{2}}\right)=\sum_{p_{k}} C_{p_{1} p_{2}}^{p_{k}} \delta\left(T_{p_{3}} T_{p_{k}}\right)=\sum_{p_{k}} \delta_{p_{3} p_{k}} C_{p_{1} p_{2}}^{p_{k}}\left|T_{p_{k}}\right|=\left|T_{p_{3}}\right| C_{p_{1} p_{2}}^{p_{3}} . \tag{2.36}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\sum_{\gamma \in S_{n}} \delta\left(T_{p_{3}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)=\frac{n!\left|T_{p_{3}}\right|}{\left|T_{p_{1}}\right|\left|T_{p_{2}}\right|} C_{p_{1} p_{2}}^{p_{3}} . \tag{2.37}
\end{equation*}
$$

The result of this lemma combined with equation (2.26), directly shows that upon inclusion of a coupling matrix field, the correlator may be written as

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma_{1}}(Z)\left(\mathcal{O}_{\sigma_{2}}(Z)\right)^{\dagger}\right\rangle=\sum_{p_{3} \vdash n} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}(B) \frac{n!\left|T_{p_{3}}\right|}{\left|T_{p_{1}}\right|\left|T_{p_{2}}\right|} C_{p_{1} p_{2}}^{p_{3}} \tag{2.38}
\end{equation*}
$$

As the GIOs in the correlator are functions of conjugacy class, we may write $\mathcal{O}_{\sigma_{1}} \equiv \mathcal{O}_{\sigma^{\left(p_{1}\right)}}$ and $\mathcal{O}_{\sigma_{2}} \equiv \mathcal{O}_{\sigma^{\left(p_{2}\right)}}$. Additionally, since a PCA element is the sum of permutations in a given equivalence class, the GIO may also be written in combinatorial basis form, using PCA elements divided by the size of the class

$$
\begin{equation*}
\mathcal{O}_{\sigma^{\left(p_{i}\right)}}=\frac{1}{\left|T_{p_{i}}\right|} \mathcal{O}_{T_{p_{i}}} \equiv \frac{1}{\left|T_{p_{i}}\right|} \mathcal{O}_{p_{i}} . \tag{2.39}
\end{equation*}
$$

Therefore, by rearranging the class size factors, the final result can be written as

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}(Z)\left(\mathcal{O}_{p_{2}}(Z)\right)^{\dagger}\right\rangle=n!\sum_{p_{3} \vdash n} C_{p_{1} p_{2}}^{p_{3}} \mathcal{O}_{p_{3}}(B) \tag{2.40}
\end{equation*}
$$

showing that the insertion of gauge invariant functions in combinatorial basis, $\mathcal{O}_{p_{1}}(Z)$, $\left(\mathcal{O}_{p_{2}}(Z)\right)^{\dagger}$ of the fluctuating/quantum field $Z$, is equal to a linear combination of gauge invariant functions of the $B$ witness fields. The structure constants $C_{p_{1} p_{2}}^{p_{3}}$ can be exactly reconstructed by choosing the appropriate basis labels $\left(p_{1}, p_{2}, p_{3}\right)$ for the gauge invariant
functions of the quantum and witness fields. Contact with the previous result of [8] can be made by setting the coupling matrix in equation (2.22) equal to the $N \times N$ identity matrix, i.e. $B=\mathbb{I}$,

$$
\begin{align*}
\left\langle\mathcal{O}_{\sigma_{1}}(Z)\left(\mathcal{O}_{\sigma_{2}}(Z)\right)^{\dagger}\right\rangle & =\sum_{\gamma \in S_{n}} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(\mathbb{I}^{i}\right)\right]^{C_{i}\left(\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)} \\
& =\sum_{\gamma \in S_{n}} \prod_{i=1}^{n} N^{C_{i}\left(\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)}  \tag{2.41}\\
& =\sum_{\gamma \in S_{n}} N^{C_{1}\left(\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)+\cdots+C_{n}\left(\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)} \\
& =\sum_{\gamma \in S_{n}} N^{C_{\gamma^{-1}} \sigma_{1} \gamma \sigma_{2}^{-1}} .
\end{align*}
$$

where $C_{i}(\sigma)$ is the number of $i$-length cycles in $\sigma$ and $C_{\sigma}$ is the total number of cycles in $\sigma$.

### 2.2 Fourier basis for two-point function with matrix coupling

We have established above a direct connection between the structure constants of the algebra $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ and the two-point correlator of matrix observables in the presence of a matrix coupling. In this section we will show that a Fourier transform on $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ which maps the combinatorial basis to a Young-diagram basis results in an orthogonal 2-point correlator in the presence of the matrix coupling. This generalizes the orthogonality result for Young-diagram basis operators, also called Schur polynomial operators, which captures finite $N$ effects in terms of a simple cut-off on the Young diagram and informs the map between half-BPS operators in $\mathcal{N}=4$ SYM and giant gravitons [8, 41]. The role of the Fourier transform on algebras in the construction of orthogonal bases was emphasized in $[21,25,26,37,42]$.

Applying the Fourier transform to the single matrix operator, as seen in section 2.1, we define a general gauge invariant operator as

$$
\begin{equation*}
\mathcal{O}_{R}(Z)=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{R}(\sigma) \operatorname{Tr}_{V \otimes n}\left(Z^{\otimes n} \mathcal{L}_{\sigma}\right)=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{R}(\sigma) \mathcal{O}_{\sigma}(Z) \tag{2.42}
\end{equation*}
$$

along with conjugate operator

$$
\begin{equation*}
\left(\mathcal{O}_{R}(Z)\right)^{\dagger}=\frac{1}{n!} \sum_{\sigma \in S_{n}}\left(\chi_{R}(\sigma)\right)^{*}\left(\operatorname{Tr}_{V \otimes n}\left(Z^{\otimes n} \mathcal{L}_{\sigma}\right)\right)^{\dagger}=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{R}(\sigma)\left(\mathcal{O}_{\sigma}(Z)\right)^{\dagger} \tag{2.43}
\end{equation*}
$$

Here $R$ denotes the irreducible representation (irrep) of $S_{n}, Z$ is a complex matrix and $\chi_{R}(\sigma)$ is the character of the representation $R$ of element $\sigma \in S_{n}[8]$. The fact $\left(\chi_{R}(\sigma)\right)^{*}=$ $\chi_{R}\left(\sigma^{-1}\right)=\chi_{R}(\sigma)$ has been used since characters of $S_{n}$ representations can be chosen to be real and the operator $\mathcal{O}_{\sigma}(Z)$ is as previously defined in (2.1). These $\mathcal{O}_{R}(Z)$, with $R$ having $n$ boxes, form a basis in the space of $\mathrm{U}(N)$ invariant polynomial functions of the matrix $Z$ of degree $n$, where $\mathrm{U}(N)$ acts on $Z$ by conjugation. The calculation of the general GIO two-point functions starts with

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z)\left(\mathcal{O}_{S}(Z)\right)^{\dagger}\right\rangle=\frac{1}{(n!)^{2}} \sum_{\sigma \in S_{n}} \sum_{\tau \in S_{n}} \chi_{R}(\sigma) \chi_{S}(\tau)\left\langle\mathcal{O}_{\sigma}(Z)\left(\mathcal{O}_{\tau}(Z)\right)^{\dagger}\right\rangle \tag{2.44}
\end{equation*}
$$

The expectation value appearing in the right hand side is just the correlator found in the previous section using the permutation parameterisation of the observables. Using its form given in equation (2.23), stated again here for convenience

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma}(Z)\left(\mathcal{O}_{\tau}(Z)\right)^{\dagger}\right\rangle=\sum_{\rho \in S_{n}} \sum_{\gamma \in S_{n}} \prod_{i=1}^{n} \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)} \tag{2.45}
\end{equation*}
$$

this can be substituted in to (2.44) to achieve the following

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z)\left(\mathcal{O}_{S}(Z)\right)^{\dagger}\right\rangle=\frac{1}{(n!)^{2}} \sum_{\substack{\sigma, \tau, \rho, \gamma, \gamma \\ \in S_{n}}} \prod_{i=1}^{n} \chi_{R}(\sigma) \chi_{S}(\tau) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)} \tag{2.46}
\end{equation*}
$$

To simplify the correlator further, the following lemma is introduced.
Lemma 2. For $\sigma, \tau, \rho, \gamma \in S_{n}$ and where $\chi_{R}(\sigma)$ are characters of $\sigma$ in representation $R$, the following equality holds

$$
\begin{equation*}
\frac{1}{(n!)^{2}} \sum_{\substack{\sigma, \tau, \rho, \gamma, \gamma \\ \in S}} \prod_{i=1}^{n} \chi_{R}(\sigma) \chi_{S}(\tau) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)}=\frac{n!\delta_{R S}}{d_{R}} \mathcal{O}_{S}(B) \tag{2.47}
\end{equation*}
$$

where $d_{R}$ is the dimension of the symmetry group's $R$ representation, $\operatorname{Dim}\left(V_{R}^{S_{n}}\right)$.
Proof.

$$
\begin{align*}
\frac{1}{(n!)^{2}} & \sum_{\substack{\sigma, \tau, \rho, \gamma, \gamma \\
\in S_{n}}} \prod_{i=1}^{n} \chi_{R}(\sigma) \chi_{S}(\tau) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)} \\
& =\frac{1}{(n!)^{2}} \sum_{\tau, \rho, \gamma \in S_{n}} \prod_{i=1}^{n} \chi_{R}\left(\gamma \rho \tau \gamma^{-1}\right) \chi_{S}(\tau)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)}  \tag{2.48}\\
& =\sum_{\rho \in S_{n}} \prod_{i=1}^{n}\left(\frac{1}{n!} \sum_{\tau \in S_{n}} \chi_{S}(\tau) \chi_{R}(\rho \tau)\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)}  \tag{2.49}\\
& =\frac{\delta_{R S}}{d_{S}} \sum_{\rho \in S_{n}} \chi_{S}(\rho) \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{\operatorname{Cyc}_{i}(\rho)}  \tag{2.50}\\
& =\frac{\delta_{R S}}{d_{S}} \sum_{\rho \in S_{n}} \chi_{S}(\rho) \mathcal{O}_{\rho}(B)  \tag{2.51}\\
& =\frac{n!\delta_{R S}}{d_{R}} \mathcal{O}_{S}(B) . \tag{2.52}
\end{align*}
$$

In equation (2.48), the sum over $\sigma$ was computed to remove the delta function and the cyclic invariance of the character under conjugation of elements was used to remove the $\gamma$ dependence in (2.49), such that the $\gamma$ sum produces a factor of $n!$. Identity

$$
\begin{equation*}
\frac{1}{n!} \sum_{\tau \in S_{n}} \chi_{S}(\tau) \chi_{R}(\rho \tau)=\frac{\delta_{R S}}{d_{S}} \chi_{S}(\rho) \tag{2.53}
\end{equation*}
$$

was used to obtain (2.50) and the definition of the permutation-parameterised GIO was applied in (2.51). Finally, definition (2.42) was used to write the final expression in terms of an operator in the representation basis of the witness field $B$.

Combining equation (2.46) with lemma 2 above, the correlator in Schur/Fourier basis simply reduces to

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z)\left(\mathcal{O}_{S}(Z)\right)^{\dagger}\right\rangle=\frac{n!\delta_{R S}}{d_{R}} \mathcal{O}_{S}(B) \tag{2.54}
\end{equation*}
$$

This result states that the correlator of two Schur polynomials/operators is orthogonal and proportional to a Schur polynomial/operator constructed purely from the witness fields, in agreement with recent ideas on the super-integrability of matrix models [17, 43, 44]. Additionally, by taking $B=\mathbb{I}$ (the $N \times N$ identity matrix) in equation (2.54), the original result of [8] is obtained

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z)\left(\mathcal{O}_{S}(Z)\right)^{\dagger}\right\rangle=\frac{n!\delta_{R S}}{d_{R}} \mathcal{O}_{S}(\mathbb{I})=\frac{n!\delta_{R S}}{d_{R}} \frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{S}(\sigma) N^{C_{\sigma}}=\operatorname{Dim}_{N}(S) \frac{n!\delta_{R S}}{d_{R}}, \tag{2.55}
\end{equation*}
$$

using the identity $\operatorname{Dim}_{N}(S)=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{S}(\sigma) N^{C_{\sigma}}$ where $\operatorname{Dim}_{N}(S)$ is the dimension of representation $S$ of the unitary group and $C_{\sigma}$ is the total number of cycles in $\sigma$.

### 2.3 Gauge invariant functions (observables) of quantum and classical fields

The previous sections derived the single matrix correlator result by establishing the witness matrix as a coupling in the action. An alternative approach is to define the operators themselves as containing some classical field. Start with a matrix field defined as

$$
\begin{equation*}
(Z A)_{j}^{i}=\sum_{k} Z_{k}^{i} A_{j}^{k} \tag{2.56}
\end{equation*}
$$

where $A$ is the classical witness matrix, and $Z$ is the (quantum) matrix integration variable. Then define the gauge invariant operator

$$
\begin{equation*}
\mathcal{O}_{\sigma}(Z A)=\operatorname{Tr}_{V_{N}^{\otimes n}}\left((Z A)^{\otimes n} \mathcal{L}_{\sigma}\right)=(Z A)_{i_{\sigma(1)}}^{i_{1}} \ldots(Z A)_{i_{\sigma(n)}}^{i_{n}} \tag{2.57}
\end{equation*}
$$

and its Hermitian conjugate

$$
\begin{equation*}
\left(\mathcal{O}_{\sigma}(Z A)\right)^{\dagger}=\left(\operatorname{Tr}_{V_{N}^{\otimes n}}\left((Z A)^{\otimes n} \mathcal{L}_{\sigma}\right)\right)^{\dagger}=\left(A^{\dagger} Z^{\dagger}\right)_{j_{\sigma^{-1}(1)}}^{j_{1}} \ldots\left(A^{\dagger} Z^{\dagger}\right)_{j_{\sigma^{-1}(n)}}^{j_{n}}=\mathcal{O}_{\sigma^{-1}}\left(A^{\dagger} Z^{\dagger}\right) \tag{2.58}
\end{equation*}
$$

The path integral, now without a coupling matrix field in the action, is

$$
\begin{equation*}
\Sigma[0]=\int[d Z] e^{-\operatorname{Tr}\left(Z Z^{\dagger}\right)} \tag{2.59}
\end{equation*}
$$

which produces basic correlator

$$
\begin{equation*}
\left\langle Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k}\right\rangle=\frac{1}{\Sigma[0]} \int[d Z] Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(Z Z^{\dagger}\right)}=\delta_{l}^{i} \delta_{j}^{k} \tag{2.60}
\end{equation*}
$$

Therefore the correlator of these GIOs is

$$
\begin{align*}
\left\langle\mathcal{O}_{\sigma_{1}}(Z A)\left(\mathcal{O}_{\sigma_{2}}(Z A)\right)^{\dagger}\right\rangle= & \sum_{I, J, K, L} A_{i_{\sigma_{1}(1)}}^{k_{1}} \ldots A_{i_{\sigma_{1}(n)}}^{k_{n}}\left(A^{\dagger}\right)_{l_{1}}^{j_{1}} \ldots\left(A^{\dagger}\right)_{l_{n}}^{j_{n}}  \tag{2.61}\\
& \times \frac{1}{\Sigma[0]} \int[d Z] Z_{k_{1}}^{i_{1}} \ldots Z_{k_{n}}^{i_{n}}\left(Z^{\dagger}\right)_{j_{\sigma_{2}^{-1}(1)}}^{l_{1}} \ldots\left(Z^{\dagger}\right)_{j_{\sigma_{2}(n)}}^{l_{n}} e^{-\operatorname{Tr}\left(Z Z^{\dagger}\right)}
\end{align*}
$$

where the sum over $I, J, K, L$ represents a sum over all matrix indices. For notational convenience we define a function in the witness fields

$$
\begin{equation*}
f\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right)=A_{i_{\sigma_{1}(1)}}^{k_{1}} \ldots A_{i_{\sigma_{1}(n)}}^{k_{n}}\left(A^{\dagger}\right)_{l_{1}}^{j_{1}} \ldots\left(A^{\dagger}\right)_{l_{n}}^{j_{n}} \tag{2.62}
\end{equation*}
$$

where $\vec{i}$, for example, is a vector denoting all possible $i$ indices for a witness matrix. Using this definition, the correlator is written as

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}(Z A)\left(\mathcal{O}_{\sigma_{2}}(Z A)\right)^{\dagger}\right\rangle \\
& =\sum_{I, J, K, L} f\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right) \\
& \times \frac{1}{\Sigma[0]} \int[d Z] Z_{k_{1}}^{i_{1}} \ldots Z_{k_{n}}^{i_{n}}\left(Z^{\dagger}\right)_{j_{\sigma_{2}^{-1}(1)}}^{l_{1}} \ldots\left(Z^{\dagger}\right)_{j_{\sigma_{2}^{-1}(n)}^{l_{n}}} e^{-\operatorname{Tr}\left(Z Z^{\dagger}\right)}  \tag{2.63}\\
& =\sum_{I, J, K, L} f\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right)\left\langle Z_{k_{1}}^{i_{1}} \ldots Z_{k_{n}}^{i_{n}}\left(Z^{\dagger}\right)_{j_{\sigma_{2}^{-1}(1)}^{l_{1}}} \ldots\left(Z^{\dagger}\right)_{j_{\sigma_{2}^{-1}(n)}^{l_{n}}}\right\rangle  \tag{2.64}\\
& =\sum_{\gamma \in S_{n}} \sum_{I, J, K, L} f\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right) \delta_{j_{\gamma \sigma_{2}^{-1}(1)}^{i_{1}}} \ldots \delta_{j_{\gamma \sigma_{2}^{-1}(n)}^{i_{n}}} \delta_{k_{1}}^{l_{\gamma(1)}} \ldots \delta_{k_{n}}^{l_{\gamma(n)}}  \tag{2.65}\\
& =\sum_{\gamma \in S_{n}} \sum_{J, K}\left(A^{\dagger}\right)_{k_{1}}^{j_{\gamma(1)}} \ldots\left(A^{\dagger}\right)_{k_{n}}^{j_{\gamma(n)}} A_{j_{\sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{k_{1}}}^{k_{1}} \ldots A_{\sigma_{\sigma_{1} \gamma \sigma_{2}^{-1}(n)}^{k_{n}}}^{k_{n}}  \tag{2.66}\\
& =\sum_{\gamma \in S_{n}} \sum_{j_{1}, \ldots, j_{n}}\left(A^{\dagger} A\right)_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{j_{1}}} \ldots\left(A^{\dagger} A\right)_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(n)}^{j_{n}}}  \tag{2.67}\\
& =\sum_{\gamma \in S_{n}} \sum_{j_{1}, \ldots, j_{n}} B_{j_{\gamma-1} \sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{j_{1}} \cdots B_{j_{\gamma-1} \sigma_{1} \sigma_{2}^{-1}(n)}^{j_{n}}  \tag{2.68}\\
& =\sum_{\gamma \in S_{n}} \sum_{\sigma_{3} \in S_{n}} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\sigma_{3}\right)} \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{2.69}\\
& =\sum_{\gamma \in S_{n}} \sum_{p_{3} \vdash n} \prod_{i=1}^{n}\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}\left(\sigma^{\left(p_{3}\right)}\right)} \delta\left(\sum_{\alpha \in \mathbf{C}_{p_{3}}} \alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{2.70}\\
& =\sum_{p_{3} \vdash n} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}(B) \sum_{\gamma \in S_{n}} \delta\left(T_{p_{3}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{2.71}\\
& =\sum_{p_{3} \vdash n} \frac{n!\left|T_{p_{3}}\right|}{\left|T_{p_{1}}\right|\left|T_{p_{2}}\right|} C_{p_{1} p_{2}}^{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}(B), \tag{2.72}
\end{align*}
$$

Equation (2.63) introduces the $f$ function of (2.62), then Wick contraction, followed by the redistribution of permutations using Kronecker equivariance, occurs between (2.64)-(2.67). Equation (2.68) sets $B=A^{\dagger} A$ to match the notation of equation (2.16). Equation (2.70) splits the $\sigma_{3}$ sum into a sum over conjugacy classes/partitions (labelled $p_{3}$ ) and a sum over the elements in each class (labelled $\alpha$ ), while (2.71) defines the GIO in witness field $B$ and inserts PCA element $T_{p_{3}}=\sum_{\alpha \in \mathbf{C}_{p_{3}}} \alpha^{-1} \equiv \sum_{\alpha \in \mathbf{C}_{p_{3}}} \alpha$. In (2.72), lemma 1 has been used to write the correlator in terms of structure constants. In summary, the correlator is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma_{1}}(Z A)\left(\mathcal{O}_{\sigma_{2}}(Z A)\right)^{\dagger}\right\rangle=\sum_{p_{3} \vdash n} \frac{n!\left|T_{p_{3}}\right|}{\left|T_{p_{1}}\right|\left|T_{p_{2}}\right|} C_{p_{1} p_{2}}^{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}(B) \tag{2.73}
\end{equation*}
$$



Figure 4. The diagrammatic representation of the one-matrix, two-GIO correlator where the witness field is a classical matrix. This matrix is introduced as $A$ (along with its conjugate $A^{\dagger}$ ) and subsequently used to define $B=A^{\dagger} A$. The right hand diagram shows how upon Wick contracting, the $\mathcal{L}_{\gamma}, \mathcal{L}_{\gamma^{-1}}$, operators are incorporated and the indices are swapped.

Using $\mathcal{O}_{\sigma_{1}} \equiv \mathcal{O}_{\sigma^{\left(p_{1}\right)}}, \mathcal{O}_{\sigma_{2}} \equiv \mathcal{O}_{\sigma^{\left(p_{2}\right)}}$ and equation (2.39), we can rewrite this result in combinatorial basis, i.e. in terms of partitions/classes on which the operators depend

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}(Z A)\left(\mathcal{O}_{p_{2}}(Z A)\right)^{\dagger}\right\rangle=n!\sum_{p_{3} \vdash n} C_{p_{1} p_{2}}^{p_{3}} \mathcal{O}_{p_{3}}(B) \tag{2.74}
\end{equation*}
$$

This shows that using either classical matrices or coupling matrices as the witness fields, the same correlator result is obtained. A box operator diagram is given in figure 4 that portrays this classical matrix construction of the two-point function.

### 2.4 Fourier basis for two-point function with classical fields

Just as the Schur basis correlator was calculated with the coupling witness field in section 2.2, here the analog is derived for the classical witness field. Given the description of Schur operators in terms of permutation parameterised operators, as well as the equivalence of the combinatorial basis correlator using either coupling or classical witness fields (as shown by the results of section 2.1 and section 2.3), this extension is straightforward. Define the classical field GIO in Schur basis as

$$
\begin{equation*}
\mathcal{O}_{R}(Z A)=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{R}(\sigma) \operatorname{Tr}_{V_{N}^{\otimes n}}\left((Z A)^{\otimes n} \mathcal{L}_{\sigma}\right)=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{R}(\sigma) \mathcal{O}_{\sigma}(Z A), \tag{2.75}
\end{equation*}
$$

and the conjugate operator

$$
\begin{equation*}
\left(\mathcal{O}_{R}(Z A)\right)^{\dagger}=\frac{1}{n!} \sum_{\sigma \in S_{n}}\left(\chi_{R}(\sigma)\right)^{*}\left(\operatorname{Tr}_{V_{N}^{\otimes n}}\left((Z A)^{\otimes n} \mathcal{L}_{\sigma}\right)\right)^{\dagger}=\frac{1}{n!} \sum_{\sigma \in S_{n}} \chi_{R}(\sigma)\left(\mathcal{O}_{\sigma}(Z A)\right)^{\dagger} \tag{2.76}
\end{equation*}
$$

where again, $\left(\chi_{R}(\sigma)\right)^{*}=\chi_{R}\left(\sigma^{-1}\right)=\chi_{R}(\sigma)$ has been used and $R$ corresponds to irrep $R$. The correlator is therefore

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z A)\left(\mathcal{O}_{S}(Z A)\right)^{\dagger}\right\rangle=\frac{1}{(n!)^{2}} \sum_{\sigma \in S_{n}} \sum_{\tau \in S_{n}} \chi_{R}(\sigma)\left(\chi_{S}(\tau)\right)\left\langle\mathcal{O}_{\sigma}(Z A)\left(\mathcal{O}_{\tau}(Z A)\right)^{\dagger}\right\rangle \tag{2.77}
\end{equation*}
$$

The right hand side features the permutation parameterised correlator for classical witness fields of equation (2.69), restated here for convenience

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma}(Z A)\left(\mathcal{O}_{\tau}(Z A)\right)^{\dagger}\right\rangle=\sum_{\rho \in S_{n}} \sum_{\gamma \in S_{n}} \prod_{i=1}^{n} \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)} \tag{2.78}
\end{equation*}
$$

where $B=A^{\dagger} A$. This can be substituted into (2.77) to simplify the Schur basis two-point function

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z A)\left(\mathcal{O}_{S}(Z A)\right)^{\dagger}\right\rangle=\frac{1}{(n!)^{2}} \sum_{\substack{\sigma, \tau, \rho, \gamma \\ \in S_{n}}} \prod_{i=1}^{n} \chi_{R}(\sigma) \chi_{S}(\tau) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)\left[\operatorname{Tr}\left(B^{i}\right)\right]^{C_{i}(\rho)} \tag{2.79}
\end{equation*}
$$

We now use lemma 2 to conclude that

$$
\begin{equation*}
\left\langle\mathcal{O}_{R}(Z A)\left(\mathcal{O}_{S}(Z A)\right)^{\dagger}\right\rangle=\frac{\delta_{R S} n!}{d_{R}} \mathcal{O}_{S}\left(A^{\dagger} A\right)=\frac{\delta_{R S} n!}{d_{R}} \mathcal{O}_{S}(B) \tag{2.80}
\end{equation*}
$$

which reproduces the outcome of equation (2.54).

## 3 Algebras and two-matrix correlators with two-matrix witnesses

Partition functions of complex two-matrix models involve integration over complex matrices $X, Y$. Correlators of holomorphic and anti-holomorphic polynomial functions of $X, Y$ are of interest in connection with the quarter-BPS sector of $\mathcal{N}=4$ SYM theory (see [45] and references therein). Invariants of degree $m$ in $X$ and degree $n$ in $Y$ can be constructed using a permutation parameterisation generalizing (2.1). We define gauge invariant observables parametrised by a permutation $\sigma$ in the symmetric group $S_{m+n}$ of all permutations of $\{1,2, \cdots, m+n\}$ :

$$
\begin{equation*}
\mathcal{O}_{\sigma}(X, Y)=\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(X^{\otimes m} \otimes Y^{\otimes n} \mathcal{L}_{\sigma}\right)=X_{i_{\sigma(1)}}^{i_{1}} \ldots X_{i_{\sigma(m)}}^{i_{m}} Y_{i_{\sigma(m+1)}}^{i_{m+1}} \ldots Y_{i_{\sigma(m+n)}}^{i_{m+n}} . \tag{3.1}
\end{equation*}
$$

The indices $i_{1}, \cdots, i_{m+n}$ are summed from 1 to $N$, and operator $\mathcal{L}_{\sigma}$ has action

$$
\begin{equation*}
\mathcal{L}_{\sigma}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{m+n}}\right\rangle=\left|e_{i_{\sigma(1)}} \otimes \cdots \otimes e_{i_{\sigma(m+n)}}\right\rangle . \tag{3.2}
\end{equation*}
$$

When $\gamma$ is any element of the subgroup $\left(S_{m} \times S_{n}\right) \subset S_{m+n}$ consisting of permutations which map the subset $\{1, \cdots, m\}$ to itself and the subset $\{m+1, \cdots, m+n\}$ to itself, then by re-ordering the $X$ among each other and the $Y$ among each other, it can be shown that

$$
\begin{equation*}
\mathcal{O}_{\gamma \sigma \gamma^{-1}}(X, Y)=\mathcal{O}_{\sigma}(X, Y) \tag{3.3}
\end{equation*}
$$

Thus the parameterising permutations are in $S_{m+n}$ while the gauge permutations are in $S_{m} \times S_{n} \subset S_{m+n}$ [22]. The permutation centralizer algebra (PCA) $\mathcal{A}(m, n)$ [37] relevant to this 2-matrix problem is thus based on the equivalence classes:

$$
\begin{equation*}
\sigma \sim \gamma \sigma \gamma^{-1} \tag{3.4}
\end{equation*}
$$

with $\sigma \in S_{m+n}, \gamma \in S_{m} \times S_{n}$. We will refer to $\mathcal{A}(m, n)$ as the "Necklace PCA". It is defined as the sub-algebra of $\mathbb{C}\left[S_{m+n}\right]$ that commutes with $\mathbb{C}\left[S_{m} \times S_{n}\right]$. There is a basis of the subalgebra labelled by the equivalence classes (or orbits) in $S_{m+n}$ generated by the conjugation action by $\gamma \in S_{m} \times S_{n}$. Taking a label $p$ to run over the orbits we denote the orbits as $\operatorname{Orb}_{\mathcal{A}}(p)$. Choosing a representative $\sigma^{(p)}$, the automorphism group Aut $S_{m} \times S_{n}\left(\sigma^{(p)}\right)$ is the subgroup of $S_{m} \times S_{n}$ which leaves $\sigma^{(p)} \in S_{m+n}$ invariant under the action of conjugation by $\gamma \in S_{m} \times S_{n}$. The order of the automorphism group is independent of the choice of representative $\sigma^{(p)}$ in the orbit $p$. We refer to this order as $\left|\operatorname{Aut}_{\mathcal{A}}(p)\right|$. By the orbit stabiliser theorem, the size of the orbit (or equivalence class) labelled by $p$ is

$$
\begin{equation*}
\left|\operatorname{Orb}_{\mathcal{A}}(p)\right|=\frac{m!n!}{\left|\operatorname{Aut}_{\mathcal{A}}(p)\right|} \tag{3.5}
\end{equation*}
$$

Applying this notation, ${ }^{2}$ the PCA basis elements for each orbit take the form

$$
\begin{equation*}
T_{p}^{\mathcal{A}}=\frac{1}{\left|\operatorname{Aut}_{\mathcal{A}}(p)\right|} \sum_{\gamma \in S_{m} \times S_{n}} \gamma \sigma^{(p)} \gamma^{-1}=\sum_{\tau \in \operatorname{Orb}_{\mathcal{A}}(p)} \tau \quad \in \mathcal{A}(m, n) \tag{3.6}
\end{equation*}
$$

where the $\mathcal{A}$ label on $T_{p}^{\mathcal{A}}, \operatorname{Aut}_{\mathcal{A}}(p)$ and $\operatorname{Orb}_{\mathcal{A}}(p)$, indicate that these objects are associated with the $\mathcal{A}(m, n)$ PCA. Thus, $T_{p}^{\mathcal{A}}$ are sums over permutations in the same equivalence class/orbit, governed by relation (3.4). A notable feature of this PCA is that, unlike $\mathcal{Z}\left[\mathbb{C}\left[S_{n}\right]\right]$ in the single matrix case, it is non-commutative. We refer to these basis elements associated with orbits, and the combinatorics of group multiplications in $S_{m+n}$, as combinatorial basis elements for $\mathcal{A}(m, n)$.

The two-matrix correlators using classical and coupling witness fields are now derived in both combinatorial and representation basis, following the same order as section 2 .

### 3.1 Two-point function of general operators with matrix couplings for twomatrix case

The two-matrix analog of the one-matrix, two-point function with coupling fields, features initial coupling matrices $A_{x}$ for $X$ and $A_{y}$ for $Y$

$$
\begin{equation*}
\Sigma[0]=\int[d X][d Y] e^{-\operatorname{Tr}\left(X A_{x} X^{\dagger}\right)-\operatorname{Tr}\left(Y A_{y} Y^{\dagger}\right)} \tag{3.7}
\end{equation*}
$$

Following a similar procedure to that of appendix A, the partition function can be written with vector variables and source fields, so that the basic correlators can be derived by

[^1]taking derivatives with respect to said sources. These correlators of the field variables can then be evaluated as
\[

$$
\begin{align*}
\left\langle X_{j}^{i}\left(X^{\dagger}\right)_{l}^{k}\right\rangle & =\frac{1}{\Sigma[0]} \int[d X][d Y] X_{j}^{i}\left(X^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(X A_{x} X^{\dagger}\right)-\operatorname{Tr}\left(Y A_{y} Y^{\dagger}\right)}=\delta_{l}^{i}\left(A_{x}^{-1}\right)_{j}^{k}=\delta_{l}^{i}\left(B_{x}\right)_{j}^{k}  \tag{3.8}\\
\left\langle Y_{j}^{i}\left(Y^{\dagger}\right)_{l}^{k}\right\rangle & =\frac{1}{\Sigma[0]} \int[d X][d Y] Y_{j}^{i}\left(Y^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(X A_{x} X^{\dagger}\right)-\operatorname{Tr}\left(Y A_{y} Y^{\dagger}\right)}=\delta_{l}^{i}\left(A_{y}^{-1}\right)_{j}^{k}=\delta_{l}^{i}\left(B_{y}\right)_{j}^{k} \tag{3.9}
\end{align*}
$$
\]

where again, $B_{x}$ and $B_{y}$ will be referred to as the coupling matrices in the subsequent discussion. Using the general permutation parameterised gauge-invariant operator (3.1) and its Hermitian conjugate

$$
\begin{align*}
\left(\mathcal{O}_{\sigma}(X, Y)\right)^{\dagger} & =\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(\left(X^{\dagger}\right)^{\otimes m} \otimes\left(Y^{\dagger}\right)^{\otimes n} \mathcal{L}_{\sigma^{-1}}\right) \\
& =\left(X^{\dagger}\right)_{i^{-1}(1)}^{i_{1}} \ldots\left(X^{\dagger}\right)_{i_{\sigma}-1(m)}^{i_{m}}\left(Y^{\dagger}\right)_{i_{\sigma-1}(m+1)}^{i_{m+1}} \ldots\left(Y^{\dagger}\right)_{i_{\sigma}-1(m+n)}^{i_{m+n}}  \tag{3.10}\\
& =\mathcal{O}_{\sigma^{-1}}\left(X^{\dagger}, Y^{\dagger}\right),
\end{align*}
$$

the two-point function for the two matrix model can be constructed as follows

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}(X, Y)\left(\mathcal{O}_{\sigma_{2}}(X, Y)\right)^{\dagger}\right\rangle \\
& =\left\langle\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(X^{\otimes m} \otimes Y^{\otimes n} \mathcal{L}_{\sigma_{1}}\right)\left(\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(X^{\otimes m} \otimes Y^{\otimes n} \mathcal{L}_{\sigma_{2}}\right)\right)^{\dagger}\right\rangle  \tag{3.11}\\
& =\sum_{\substack{i_{1}, \ldots, i_{m+n} \\
j_{1}, \ldots, j_{m+n}}}\left\langle X_{i_{\sigma_{1}(1)}}^{i_{1}} \cdots X_{i_{\sigma_{1}(m)}}^{i_{m}} Y_{\sigma_{\sigma_{1}(m+1)}}^{i_{m+1}} \cdots Y_{i_{\sigma_{1}(m+n)}}^{i_{m+n}}\right.  \tag{3.12}\\
& \times\left(X^{\dagger}\right)_{j_{2}^{-1}(1)}^{j_{1}} \cdots\left(X^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m)}}^{j_{m}}\left(Y^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m+1)}}^{j_{m+1}} \cdots\left(Y^{\dagger}\right)_{j_{2}^{-1}(m+n)}^{j_{m+n}}{ }^{m} \\
& =\sum_{\substack{i_{1}, \ldots, i_{m+n} \\
j_{1}, \ldots, j_{m+n}}} \sum_{\gamma \in S_{m} \times S_{n}} \delta_{j_{\gamma \sigma_{2}^{-1}(1)}^{i_{1}}}^{\cdots} \delta_{j_{\gamma \sigma_{2}^{-1}(m)}^{i_{m}}} \delta_{j_{\gamma \sigma_{2}^{-1}(m+1)}}^{i_{m+1}} \cdots \delta_{j_{\gamma \sigma_{2}^{-1}(m+n)}^{i_{m+n}}}  \tag{3.13}\\
& \times\left(B_{x}\right)_{i_{\gamma}-1 \sigma_{1}(1)}^{j_{1}} \cdots\left(B_{x}\right)_{i_{\gamma^{-1} \sigma_{1}(m)}}^{j_{m}}\left(B_{y}\right)_{i_{\gamma^{-1} \sigma_{1}(m+1)}}^{j_{m+1}} \cdots\left(B_{y}\right)_{i_{\gamma^{-1} \sigma_{1}(m+n)}}^{j_{m+n}} .
\end{align*}
$$

Here a sum over $\gamma \in S_{m} \times S_{n}$ is introduced and the permutations applied to the indices, as required by Wick's theorem. $\gamma$ maps the set $\{1, \ldots, m\}$ to itself, as well as $\{m+1, \ldots, m+n\}$ to itself. Applying Kronecker equivariance

$$
\begin{aligned}
& \left\langle\mathcal{O}_{\sigma_{1}}(X, Y)\left(\mathcal{O}_{\sigma_{2}}(X, Y)\right)^{\dagger}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& \times\left(B_{x}\right)_{i_{\gamma^{-1} \sigma_{1}(1)}}^{j_{1}} \cdots\left(B_{x}\right)_{i_{\gamma^{-1} \sigma_{1}(m)}}^{j_{m}}\left(B_{y}\right)_{i_{\gamma^{-1}}{ }^{j_{\sigma_{1}(m+1)}}}^{j_{m}} \cdots\left(B_{y}\right)_{i_{\gamma^{-1}}{ }_{\sigma_{1}(m+n)}^{j_{m+n}}}  \tag{3.14}\\
& =\sum_{j_{1}, \ldots, j_{m+n}} \sum_{\gamma \in S_{m} \times S_{n}}\left(B_{x}\right)_{j_{\gamma-1} \sigma_{\sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{j_{1}}} \cdots\left(B_{x}\right)_{j_{\gamma-1}}^{j_{\sigma_{1} \gamma \sigma_{2}^{-1}(m)}}  \tag{3.15}\\
& \times\left(B_{y}\right)_{j_{\gamma^{-1} \sigma_{1} \sigma_{2}^{-1}(m+1)}}^{j_{m+1}} \cdots\left(B_{y}\right)_{j_{\gamma^{-1} \sigma_{1-\sigma_{2}^{-1}(m+n)}}^{j_{m+n}}} .
\end{align*}
$$

The $i$ indices are contracted in (3.15). Therefore

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma_{1}}(X, Y)\left(\mathcal{O}_{\sigma_{2}}(X, Y)\right)^{\dagger}\right\rangle=\sum_{\gamma \in S_{m} \times S_{n}} \operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(B_{x}^{\otimes m} \otimes B_{y}^{\otimes n} \mathcal{L}_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}}\right) . \tag{3.16}
\end{equation*}
$$

Following the trace notation of (3.16), the result of the calculation can be represented using the diagram of figure 5 , recalling the composition property of the linear operators: $\mathcal{L}_{\sigma} \mathcal{L}_{\tau}=\mathcal{L}_{\sigma \tau}$. A delta function can now be inserted and the $\sigma_{3} \in S_{m+n}$ sum decomposed into sums over equivalence classes as well as the elements therein

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}(X, Y)\left(\mathcal{O}_{\sigma_{2}}(X, Y)\right)^{\dagger}\right\rangle \\
& \quad=\sum_{\gamma \in S_{m} \times S_{n}} \sum_{\sigma_{3} \in S_{m+n}} \operatorname{Tr}_{V_{N}^{\otimes m+n}}^{\otimes}\left(B_{x}^{\otimes m} \otimes B_{y}^{\otimes n} \mathcal{L}_{\sigma_{3}}\right) \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{3.17}\\
& \quad=\sum_{\gamma \in S_{m} \times S_{n}} \sum_{\sigma_{3} \in S_{m+n}} \mathcal{O}_{\sigma_{3}}\left(B_{x}, B_{y}\right) \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{3.18}\\
& =\sum_{\gamma \in S_{m} \times S_{n}} \sum_{p_{3}}\left(\sum_{\alpha \in \operatorname{Orb}_{\mathcal{A}}\left(p_{3}\right)} \mathcal{O}_{\alpha}\left(B_{x}, B_{y}\right) \delta\left(\alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)\right)  \tag{3.19}\\
& \quad=\sum_{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{x}, B_{y}\right) \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(\sum_{\alpha \in \operatorname{Orb}_{\mathcal{A}}\left(p_{3}\right)} \alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{3.20}\\
& \quad=\sum_{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{x}, B_{y}\right) \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right), \tag{3.21}
\end{align*}
$$

where $p_{3}$ labels the equivalence classes/orbits of the $\sigma_{3}$ sum decomposition. Here we set $\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(B_{x}^{\otimes m} \otimes B_{y}^{\otimes n} \mathcal{L}_{\sigma_{3}}\right)=\mathcal{O}_{\sigma_{3}}\left(B_{x}, B_{y}\right)$ as per equation (3.1) and the definition of $T_{p_{3}^{\prime}}^{\mathcal{A}} \in$ $\mathcal{A}(m, n)$ was used in (3.21). Note that given the permutation is $\alpha^{-1}$ and the sum is over $\alpha \in \operatorname{Orb}_{\mathcal{A}}\left(p_{3}\right)$, we attach a prime to the partition/orbit/class label to indicate that $\operatorname{Orb}\left(p_{3}^{\prime}\right)$ is the orbit constructed from the inverse permutations of $\operatorname{Orb}\left(p_{3}\right) .{ }^{3}$ In equation (3.20), the $\alpha$ label on the GIO has been replaced by $\sigma^{\left(p_{3}\right)}$ to help indicate that it is a function of the $p_{3}$ partition/class. To identify how the PCA structure constants emerge as part of the correlator, the following lemma is provided.

Lemma 3. For $\gamma \in S_{m} \times S_{n}, \sigma_{i} \in S_{m+n}$ and $T_{p_{i}}^{\mathcal{A}} \in \mathcal{A}(m, n)$ the following equality holds

$$
\begin{equation*}
\sum_{\gamma \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)=\frac{m!n!\left|T_{p_{3}^{\prime}}^{\mathcal{A}}\right|}{\left|T_{p_{1}}^{\mathcal{A}}\right| \mid T_{p_{2}^{\prime}}^{\mathcal{A}}} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}} \tag{3.22}
\end{equation*}
$$

where $C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}}$ is a structure constant of the $\mathcal{A}(m, n)$ PCA and $\sigma_{1}, \sigma_{2}^{-1}$ belong to equivalence classes labelled by $p_{1}, p_{2}^{\prime}$ respectively.
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Figure 5. The diagrammatic representation of the general two-matrix correlator with coupling matrix fields. As in the one-matrix case, this shows that the correlator can be written as a sum over permutations with a swap in the indices. Note that here $\gamma$ is an element of $S_{m} \times S_{n}$ (the direct product of symmetric groups of $m$ and $n$ objects), as required by the appropriate equivalence relation.

Proof.

$$
\begin{align*}
& \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right) \\
&=\sum_{\mu_{1} \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}}\left(\mu_{1} \mu_{2}\right)^{-1} \sigma_{1}\left(\mu_{1} \mu_{2}\right) \sigma_{2}^{-1}\right)  \tag{3.23}\\
&=\sum_{\mu_{1} \in S_{m} \times S_{n}} \delta\left(\left(\mu_{2}^{-1} \mu_{2}\right) T_{p_{3}^{\prime}}^{\mathcal{A}} \mu_{2}^{-1} \mu_{1}^{-1} \sigma_{1} \mu_{1} \mu_{2} \sigma_{2}^{-1}\right)  \tag{3.24}\\
&=\sum_{\mu_{1} \in S_{m} \times S_{n}} \delta(\underbrace{\mu_{2} T_{p_{3}^{\prime}}^{\mathcal{A}} \mu_{2}^{-1}}_{=T_{p_{3}^{\prime}}^{\mathcal{A}}} \mu_{1}^{-1} \sigma_{1} \mu_{1} \mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1})  \tag{3.25}\\
&=\frac{1}{m!n!} \sum_{\mu_{1}, \mu_{2} \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}}\left(\mu_{1}^{-1} \sigma_{1} \mu_{1}\right)\left(\mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1}\right)\right)  \tag{3.26}\\
&=\frac{1}{m!n!} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}}\left(\sum_{\mu_{1} \in S_{m} \times S_{n}} \mu_{1}^{-1} \sigma_{1} \mu_{1}\right)\left(\sum_{\mu_{2} \in S_{m} \times S_{n}} \mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1}\right)\right) \tag{3.27}
\end{align*}
$$

$$
\begin{align*}
& =\frac{\left|\operatorname{Aut}_{\mathcal{A}}\left(p_{1}\right)\right|\left|\operatorname{Aut}_{\mathcal{A}}\left(p_{2}^{\prime}\right)\right|}{m!n!} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} T_{p_{1}}^{\mathcal{A}} T_{p_{2}^{\prime}}^{\mathcal{A}}\right)  \tag{3.28}\\
& =\frac{m!n!}{\left|T_{p_{1}}^{\mathcal{A}}\right|\left|T_{p_{2}^{\prime}}^{\mathcal{A}}\right|} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} T_{p_{1}}^{\mathcal{A}} T_{p_{2}^{\prime}}^{\mathcal{A}}\right) . \tag{3.29}
\end{align*}
$$

In the above, equation (3.23) replaces the sum over $\gamma$ for a sum over $\mu_{1}$ with $\gamma \rightarrow \mu_{1} \mu_{2}$. The identity element is added in (3.24), followed by a rearranging of $\mu_{2}^{-1}$ and the identification of $T_{p_{3}^{\prime}}^{\mathcal{A}}=\mu_{2} T_{p_{3}^{\prime}}^{\mathcal{A}} \mu_{2}^{-1}$. A sum over $\mu_{2} \in S_{m} \times S_{n}$ is introduced in (3.26) along with required factor $1 /(m!n!)$. Finally, between equations (3.27) and (3.29), the sums are brought inside the delta function, the PCA elements and automorphism group size factors are introduced, and the orbit-stabiliser theorem is used to simplify the expression. Again, the prime labels are used to represent the partitions/classes of which an inverse permutation belongs, and we have chosen that $\sigma_{1}$ and $\sigma_{2}^{-1}$ belong to partitions/equivalence classes labelled by $p_{1}$ and $p_{2}^{\prime}$ respectively.

The remaining delta function can be reduced using the multiplication properties of the PCA

$$
\begin{equation*}
\delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} T_{p_{1}}^{\mathcal{A}} T_{p_{2}^{\prime}}^{\mathcal{A}}\right)=\sum_{p_{k}} C_{p_{1} p_{2}^{\prime}}^{p_{k} ; \mathcal{A}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} T_{p_{k}}^{\mathcal{A}}\right)=\sum_{p_{k}} C_{p_{1} p_{2}^{\prime}}^{p_{k} ; \mathcal{A}} \delta_{p_{k} p_{3}^{\prime}}\left|T_{p_{k}}^{\mathcal{A}}\right|=\left|T_{p_{3}^{\prime}}^{\mathcal{A}}\right| C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}} \tag{3.30}
\end{equation*}
$$

Plugging this back into equation (3.29) produces the required result

$$
\begin{equation*}
\sum_{\gamma \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)=\frac{m!n!}{\left|T_{p_{1}}^{\mathcal{A}}\right|\left|T_{p_{2}^{\prime}}^{\mathcal{A}}\right|}\left|T_{p_{3}^{\prime}}^{\mathcal{A}}\right| C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}} \tag{3.31}
\end{equation*}
$$

Combining the lemma above and equation (3.21), the correlator is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma_{1}}(X, Y)\left(\mathcal{O}_{\sigma_{2}}(X, Y)\right)^{\dagger}\right\rangle=\sum_{p_{3}} \frac{m!n!\left|T_{p_{3}^{\prime}}^{\mathcal{A}}\right|}{\left|T_{p_{1}}^{\mathcal{A}}\right|\left|T_{p_{2}^{\prime}}^{\mathcal{A}}\right|} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{x}, B_{y}\right) \tag{3.32}
\end{equation*}
$$

Finally, using the facts that $\left|T_{p_{i}^{\prime}}^{\mathcal{A}}\right|=\left|T_{p_{i}}^{\mathcal{A}}\right|, \mathcal{O}_{\sigma_{1}} \equiv \mathcal{O}_{\sigma^{\left(p_{1}\right)}}$ and $\mathcal{O}_{\sigma_{2}^{-1}} \equiv \mathcal{O}_{\sigma^{\left(p_{2}^{\prime}\right)}}$, then rearranging the orbit size factors and applying $\left|T_{p_{i}}^{\mathcal{A}}\right| \mathcal{O}_{\sigma^{\left(p_{i}\right)}}=\mathcal{O}_{T_{p_{i}}} \equiv \mathcal{O}_{p_{i}}$, we achieve the combinatorial basis representation of the correlator

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}(X, Y)\left(\mathcal{O}_{p_{2}}(X, Y)\right)^{\dagger}\right\rangle=m!n!\sum_{p_{3}} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}} \mathcal{O}_{p_{3}}\left(B_{x}, B_{y}\right) \tag{3.33}
\end{equation*}
$$

Akin to the result of the one-matrix correlator with coupling matrix field of (2.40), this two-matrix result shows that the insertion of combinatorial basis GIOs with fluctuating/quantum fields $X$ and $Y$, is equal to a linear combination of operators in the associated witness fields $B_{x}$ and $B_{y}$. As such, the structure constants can be evaluated by choosing the basis labels $\left(p_{1}, p_{2}^{\prime}, p_{3}^{\prime}\right)$ for the quantum and witness field operators. It is worth noting that the structure constants $C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}}$ are integer valued.

### 3.2 Fourier $/ Q$-basis for the two-matrix, two-point function

As explained at the start of this section, the two-matrix observables can be enumerated using equivalence classes of permutations $\sigma \in S_{m+n}$ under the equivalence relation $\sigma \sim$ $\gamma \sigma \gamma^{-1}$ where $\gamma \in S_{m} \times S_{n} \subset S_{m+n}$. Following [22, 26, 37, 41, 46, 47], it will be useful to consider the decomposition of the irreducible representation $V_{R}^{\left(S_{m+n}\right)}$ of $S_{m+n}$ labelled by the Young diagram $R$ having $m+n$ boxes as a direct sum of irreps $V_{R_{1}}^{\left(S_{m}\right)} \otimes V_{R_{2}}^{\left(S_{n}\right)}$ of the product group $S_{m} \times S_{n} \subset S_{m+n}$, where $R_{1}, R_{2}$ have $m$ and $n$ boxes respectively. This takes the form

$$
\begin{equation*}
V_{R}^{\left(S_{m+n}\right)}=\bigoplus_{R_{1}, R_{2}} V_{R_{1}}^{\left(S_{m}\right)} \otimes V_{R_{2}}^{\left(S_{n}\right)} \otimes V_{R_{1}, R_{2}}^{R} \tag{3.34}
\end{equation*}
$$

where $V_{R_{1}, R_{2}}^{R}$ is the "multiplicity space" with dimension equal to the number of times $V_{R_{1}}^{\left(S_{m}\right)} \otimes V_{R_{2}}^{\left(S_{n}\right)}$ appears in the decomposition. This dimension is the Littlewood-Richardson coefficient denoted $g\left(R_{1}, R_{2}, R\right)$. The states of this subgroup basis are labelled by

$$
\begin{equation*}
\left|R_{1}, R_{2}, m_{1}, m_{2} ; \nu\right\rangle \tag{3.35}
\end{equation*}
$$

where the $m_{1}$ and $m_{2}$ label the states of $V_{R_{1}}^{\left(S_{m}\right)}$ and $V_{R_{2}}^{\left(S_{n}\right)}$ respectively, while $\nu$ is the index which runs over a basis for the multiplicity space $V_{R_{1}, R_{2}}^{R}$. As in the single matrix case, Schur polynomial operators can be built using characters. For the two-matrix case specifically, these operators are known as restricted Schur polynomials [22-24, 48-51] due to the choice of subgroup basis and formed using the restricted character:

$$
\begin{equation*}
\chi_{R_{1}, R_{2}, \mu, \nu}^{R}(\sigma) \tag{3.36}
\end{equation*}
$$

where again, the integers $\mu, \nu$ run over the multiplicity $g\left(R_{1}, R_{2}, R\right)$ of the branching $R \rightarrow$ $R_{1} \otimes R_{2}: 1 \leq \nu_{1} ; \nu_{2} \leq g\left(R_{1}, R_{2}, R\right)$, and there is an associated Young diagram for each representation $R, R_{1}$ and $R_{2}$. The restricted character is analogous to $\chi_{R}(\sigma)$ in (2.42), but equipped with the necessary indices inherited from the decomposition of (3.34). Using the projector-like operator

$$
\begin{equation*}
P_{R_{1}, R_{2}, \mu, \nu}^{R}=\sum_{m_{1}}^{d_{R_{1}}} \sum_{m_{2}}^{d_{R_{2}}}\left|R_{1}, R_{2}, m_{1}, m_{2} ; \mu\right\rangle\left\langle R_{1}, R_{2}, m_{1}, m_{2} ; \nu\right| \tag{3.37}
\end{equation*}
$$

where $d_{R_{i}}$ is the dimension of irrep $R_{i}$, the restricted characters are explicitly defined as

$$
\begin{equation*}
\chi_{R_{1}, R_{2}, \mu, \nu}^{R}(\sigma)=\operatorname{Tr}_{V^{\left(R_{1}, R_{2}\right)}}\left[P_{R_{1}, R_{2}, \mu, \nu}^{R}\left(D^{R}(\sigma)\right)\right] \tag{3.38}
\end{equation*}
$$

Here, $D^{R}(\sigma)$ is the representation matrix of $\sigma$ in representation $R$ and the trace is taken over the subspace corresponding to the subduction $\left(R_{1}, R_{2}\right)$ of $R$. The projection-like operator's components in turn may be written in terms of branching coefficients as

$$
\begin{equation*}
\left(P_{R_{1}, R_{2}, \mu, \nu}^{R}\right)^{i j}=\sum_{m_{1}, m_{2}} B_{R_{1}, R_{2}, \mu ; m_{1}, m_{2}}^{R ; i} B_{R_{1}, R_{2}, \nu ; m_{1}, m_{2}}^{R ; j} \tag{3.39}
\end{equation*}
$$

where the branching coefficients, $B_{R_{a}, R_{b}, \nu ; m_{a}, m_{b}}^{R ; i}$, are defined as the components of the vector $\left|R_{a}, R_{b}, m_{a}, m_{b} ; \nu\right\rangle$ in any given orthogonal basis for $R$ :
$B_{R_{a}, R_{b}, \nu ; m_{a}, m_{b}}^{R ; i}=\left\langle R ; i \mid R_{a}, R_{b}, m_{a}, m_{b} ; \nu\right\rangle$.

The final step in producing the Schur polynomial operators, comes via the WedderburnArtin theorem, which states that the PCA $\mathcal{A}(m, n)$ may be decomposed as a sum of matrix algebras

$$
\begin{equation*}
\mathcal{A}(m, n)=\bigoplus_{\substack{R \\ R_{1}, R_{2}}} \operatorname{Span}\left\{Q_{R_{1}, R_{2}, \mu, \nu}^{R} ; \mu, \nu\right\} \tag{3.40}
\end{equation*}
$$

where these $Q$-basis elements, using the above terminology, are defined as

$$
\begin{equation*}
Q_{R_{1}, R_{2}, \mu, \nu}^{R}=\frac{d_{R}}{(m+n)!} \sum_{\sigma \in S_{m+n}} \chi_{R_{1}, R_{2}, \mu, \nu}^{R}(\sigma) \sigma^{-1} \tag{3.41}
\end{equation*}
$$

where $d_{R}$ is the dimension of representation $R$ of $S_{m+n}$, and they have the property that they multiply as matrices in the multiplicity indices

$$
\begin{equation*}
Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} Q_{R_{1}, R_{2}, \mu_{2}, \nu_{2}}^{R}=\delta^{R S} \delta_{R_{1} S_{1}} \delta_{R_{2} S_{2}} \delta_{\nu_{1} \mu_{2}} Q_{R_{1}, R_{2}, \mu_{1}, \nu_{2}}^{R} . \tag{3.42}
\end{equation*}
$$

This is derived by generalising the multi-matrix model result in appendix D , to the twomatrix model. Therefore, the associated restricted Schur polynomial operators, which shall be equivalently called $Q$-basis/Fourier basis operators throughout, can be formed by Fourier transforming the permutation parameterised operators of (3.1) as follows

$$
\begin{equation*}
\mathcal{O}_{R_{1}, R_{2}, \mu, \nu}^{R}(X, Y)=\sum_{\sigma \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \mu, \nu}^{R} \sigma^{-1}\right) \mathcal{O}_{\sigma}(X, Y) . \tag{3.43}
\end{equation*}
$$

Its Hermitian conjugate is

$$
\begin{align*}
\left(\mathcal{O}_{R_{1}, R_{2}, \mu, \nu}^{R}(X, Y)\right)^{\dagger} & =\sum_{\sigma \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \nu, \mu}^{R} \sigma\right) \mathcal{O}_{\sigma^{-1}}\left(X^{\dagger}, Y^{\dagger}\right)  \tag{3.44}\\
& =\sum_{\tilde{\sigma} \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \nu, \mu}^{R} \tilde{\sigma}^{-1}\right) \mathcal{O}_{\tilde{\sigma}}\left(X^{\dagger}, Y^{\dagger}\right)  \tag{3.45}\\
& =\mathcal{O}_{R_{1}, R_{2}, \nu, \mu}^{R}\left(X^{\dagger}, Y^{\dagger}\right) \tag{3.46}
\end{align*}
$$

where properties $\left(Q_{R_{1}, R_{2}, \mu, \nu}^{R}\right)^{\dagger}=Q_{R_{1}, R_{2}, \nu, \mu}^{R}$ (see appendix D) and $\sigma^{\dagger}=\sigma^{-1}$ were used, and $\sigma \rightarrow \tilde{\sigma}=\sigma^{-1}$ was applied via sum invariance. The corresponding two-point function is hence

$$
\begin{align*}
& \left\langle\mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R}(X, Y)\left(\mathcal{O}_{S_{1}, S_{2}, \mu_{2}, \nu_{2}}^{S}(X, Y)\right)^{\dagger}\right\rangle \\
& =\left\langle\mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R}(X, Y) \mathcal{O}_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S}\left(X^{\dagger}, Y^{\dagger}\right)\right\rangle  \tag{3.47}\\
& =\sum_{\sigma, \tau \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S} \tau\right)\left\langle\mathcal{O}_{\sigma}(X, Y) \mathcal{O}_{\tau^{-1}}\left(X^{\dagger}, Y^{\dagger}\right)\right\rangle  \tag{3.48}\\
& =\sum_{\sigma, \tau, \rho \in S_{m+n}} \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right) \tag{3.49}
\end{align*}
$$

Equation (3.49) introduces the permutation parameterised correlator result from (3.18). Here we use a lemma to simplify the above expression

Lemma 4. For $\sigma, \tau, \rho \in S_{m+n}, \gamma \in S_{m} \times S_{n}$, irreps $R, R_{1}, R_{2}$ and multiplicity indices $\mu_{1,2}, \nu_{1,2}$, the following expression holds

$$
\begin{align*}
& \sum_{\sigma, \tau, \rho \in S_{m+n}} \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right) \\
= & m!n!\delta^{R S} \delta_{R_{1} S_{1} S_{1}} \delta_{R_{2} S_{2}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \mu_{2}}^{R}\left(B_{x}, B_{y}\right) \tag{3.50}
\end{align*}
$$

Proof.

$$
\begin{align*}
& \sum_{\sigma, \tau, \rho \in S_{m+n}} \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)  \tag{3.51}\\
= & \sum_{\rho \in S_{m+n}} \sum_{\gamma \in S_{m} \times S_{n}} \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right) \delta\left(\rho^{-1} \gamma^{-1} Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} \gamma Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S}\right)  \tag{3.52}\\
= & m!n!\sum_{\rho \in S_{m+n}} \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right) \delta\left(\rho^{-1} Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S}\right)  \tag{3.53}\\
= & m!n!\delta^{R S} \delta_{R_{1} S_{1}} \delta_{R_{2} S_{2}} \delta_{\nu_{1} \nu_{2}}\left[\sum_{\rho \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \mu_{1}, \mu_{2}}^{R} \rho^{-1}\right) \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right)\right]  \tag{3.54}\\
= & m!n!\delta^{R S} \delta_{R_{1} S_{1}} \delta_{R_{2} S_{2}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \mu_{2}}^{R}\left(B_{x}, B_{y}\right) . \tag{3.55}
\end{align*}
$$

Equation (3.52) computed the sum over the $Q$-basis delta functions, replacing the $\sigma$ and $\tau^{-1}$ in the final delta function. Equation (3.53) makes use of the invariance of $Q$-basis elements under conjugation by $\gamma \in S_{m} \times S_{n}$, while (3.54) is obtained by utilising their multiplication property (3.42). Finally, (3.55) yields a $Q$-basis operator in witness fields, following definition (3.43).

Applying lemma 4 to equation (3.49), the two-matrix generalisation to that of the one-matrix outcome in section 2.2 , is therefore

$$
\begin{align*}
& \left\langle\mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}(X, Y)\left(\mathcal{O}_{S_{1}, S_{2}, \mu_{2}, \nu_{2}}^{S}(X, Y)\right)^{\dagger}\right\rangle=  \tag{3.56}\\
& m!n!\delta^{R S} \delta_{R_{1} S_{1}} \delta_{R_{2} S_{2}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \mu_{2}}^{R}\left(B_{x}, B_{y}\right) .
\end{align*}
$$

This shows that the correlator of two Fourier basis operators in two matrices $X$ and $Y$, is orthogonal in its representations, and is proportional to a Fourier basis operator made of the witness fields, $B_{x}$ and $B_{y}$.

### 3.3 Observable functions of quantum and classical fields for two-matrix case

If the observables are defined to include classical witness fields, and the action defined to have no coupling, then the same result can be acquired. Define the gauge invariant operator as

$$
\begin{align*}
\mathcal{O}_{\sigma}\left(X A_{x}, Y A_{y}\right) & =\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(\left(X A_{x}\right)^{\otimes m} \otimes\left(Y A_{y}\right)^{\otimes n} \mathcal{L}_{\sigma}\right)  \tag{3.57}\\
& =\left(X A_{x}\right)_{i_{\sigma(1)}}^{i_{1}} \ldots\left(X A_{x}\right)_{i_{\sigma(m)}}^{i_{m}}\left(Y A_{y}\right)_{i_{\sigma(m+1)}}^{i_{\sigma+1}} \ldots\left(Y A_{y}\right)_{i_{\sigma(m+n)}}^{i_{m+n}}
\end{align*}
$$

and its Hermitian conjugate

$$
\begin{align*}
& \left(\mathcal{O}_{\sigma}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger} \\
& \quad=\left(\operatorname{Tr}_{V_{N}^{\otimes m+n}}\left(\left(X A_{x}\right)^{\otimes m} \otimes\left(Y A_{y}\right)^{\otimes n} \mathcal{L}_{\sigma}\right)\right)^{\dagger}  \tag{3.58}\\
& \quad=\left(A_{x}^{\dagger} X^{\dagger}\right)_{i_{\sigma}-1}(1) \\
& \left.\quad=\left(A_{x}^{\dagger} X^{\dagger}\right)_{i_{\sigma}-1(m)}^{i_{m}}\left(A_{y}^{\dagger} Y^{\dagger}\right)_{i_{\sigma-1}-1(m+1)}^{i_{m+1}} \ldots\left(A_{y}^{\dagger} Y^{\dagger}\right)_{i_{\sigma-1}(m+n)}^{i_{m+n}}, A_{y}^{\dagger} Y^{\dagger}\right) .
\end{align*}
$$

where $A_{x}$ and $A_{y}$ are the initially defined classical witness fields. Using the partition function

$$
\begin{equation*}
\Sigma[0]=\int[d X][d Y] e^{-\operatorname{Tr}\left(X X^{\dagger}\right)-\operatorname{Tr}\left(Y Y^{\dagger}\right)} \tag{3.59}
\end{equation*}
$$

as well as the basic field correlators

$$
\begin{align*}
\left\langle X_{j}^{i}\left(X^{\dagger}\right)_{l}^{k}\right\rangle & =\frac{1}{\Sigma[0]} \int[d X][d Y] X_{j}^{i}\left(X^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(X X^{\dagger}\right)-\operatorname{Tr}\left(Y Y^{\dagger}\right)}=\delta_{l}^{i} \delta_{j}^{k}, \\
\left\langle Y_{j}^{i}\left(Y^{\dagger}\right)_{l}^{k}\right\rangle & =\frac{1}{\Sigma[0]} \int[d X][d Y] Y_{j}^{i}\left(Y^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(X X^{\dagger}\right)-\operatorname{Tr}\left(Y Y^{\dagger}\right)}=\delta_{l}^{i} \delta_{j}^{k}, \tag{3.60}
\end{align*}
$$

where all other basic field correlators vanish, one may calculate that the correlator of these GIOs is

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle \\
& =\frac{1}{\Sigma[0]} \int[d X][d Y] \mathcal{O}_{\sigma_{1}}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger} e^{-\operatorname{Tr}\left(X X^{\dagger}\right)-\operatorname{Tr}\left(Y Y^{\dagger}\right)}  \tag{3.61}\\
& =\sum_{I, J, K, L}\left(A_{x}^{\dagger}\right)_{l_{1}}^{j_{1}}\left(A_{x}\right)_{i_{\sigma_{1}(1)}}^{k_{1}} \ldots\left(A_{x}^{\dagger}\right)_{l_{m}}^{j_{m}}\left(A_{x}\right)_{i_{\sigma_{1}(m)}}^{k_{m}}\left(A_{y}^{\dagger}\right)_{l_{m+1}}^{j_{m+1}}\left(A_{y}\right)_{i_{\sigma_{1}(m+1)}}^{k_{m+1}} \ldots\left(A_{y}^{\dagger}\right)_{l_{m+n}}^{j_{m+n}}\left(A_{y}\right)_{i_{\sigma_{1}(m+n)}}^{k_{m+n}} \\
& \quad \times \frac{1}{\Sigma[0]} \int[d X][d Y] X_{k_{1}}^{i_{1}} \ldots X_{k_{m}}^{i_{m}} Y_{k_{m+1}}^{i_{m+1}} \ldots Y_{k_{m+n}}^{i_{m+n}} \\
& \quad \times\left(X^{\dagger}\right)_{j_{\sigma_{2}(1)}}^{l_{1}} \ldots\left(X^{\dagger}\right)_{j_{\sigma_{2}-1(m)}}^{l_{m}}\left(Y^{\dagger}\right)_{j_{\sigma_{2}-1(m+1)}}^{l_{m+1}} \ldots\left(Y^{\dagger}\right)_{j_{\sigma_{2}(m+n)}}^{l_{m+n}} e^{-\operatorname{Tr}\left(X X^{\dagger}\right)-\operatorname{Tr}\left(Y Y^{\dagger}\right)} \tag{3.62}
\end{align*}
$$

where the sum over $I, J, K, L$ represents a sum over all associated matrix indices. For notational convenience we define a function in the witness fields

$$
\begin{align*}
f_{x, y}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right)= & \left(A_{x}^{\dagger}\right)_{l_{1}}^{j_{1}}\left(A_{x}\right)_{i_{\sigma_{1}(1)}}^{k_{1}} \ldots\left(A_{x}^{\dagger}\right)_{l_{m}}^{j_{m}}\left(A_{x}\right)_{i_{\sigma_{1}(m)}}^{k_{m}} \\
& \times\left(A_{y}^{\dagger}\right)_{l_{m+1}}^{j_{m+1}}\left(A_{y}\right)_{i_{\sigma_{1}(m+1)}}^{k_{m+1}} \ldots\left(A_{y}^{\dagger}\right)_{l_{m+n}}^{j_{m+n}}\left(A_{y}\right)_{i_{\sigma_{1}(m+n)}}^{k_{m+n}}, \tag{3.63}
\end{align*}
$$

where, for example, all possible $i$ matrix indices are denoted as vector $\vec{i}$ components. With this definition, the correlator becomes

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle \\
& =\sum_{I, J, K, L} f_{x, y}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right) \frac{1}{\Sigma[0]} \int[d X][d Y] X_{k_{1}}^{i_{1}} \ldots X_{k_{m}}^{i_{m}} Y_{k_{m+1}}^{i_{m+1}} \ldots Y_{k_{m+n}}^{i_{m+n}}  \tag{3.64}\\
& \times\left(X^{\dagger}\right)_{j_{\sigma_{2}^{-1}(1)}}^{l_{1}} \ldots\left(X^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m)}}^{l_{m}}\left(Y^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m+1)}}^{l_{m+1}} \ldots\left(Y^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m+n)}}^{l_{m+n}} e^{-\operatorname{Tr}\left(X X^{\dagger}\right)-\operatorname{Tr}\left(Y Y^{\dagger}\right)} \\
& =\sum_{I, J, K, L} f_{x, y}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right)\left\langle X_{k_{1}}^{i_{1}} \ldots X_{k_{m}}^{i_{m}} Y_{k_{m+1}}^{i_{m+1}} \ldots Y_{k_{m+n}}^{i_{m+n}}\right.  \tag{3.65}\\
& \left.\times\left(X^{\dagger}\right)_{j_{2}^{-1}(1)}^{l_{1}} \ldots\left(X^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m)}^{l_{m}}}\left(Y^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m+1)}}^{l_{m+1}} \ldots\left(Y^{\dagger}\right)_{j_{\sigma_{2}^{-1}(m+n)}^{l_{m+n}}}\right\rangle \\
& =\sum_{I, J, K, L} f_{x, y}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{l} ; \sigma_{1}\right) \sum_{\gamma \in S_{m} \times S_{n}} \delta_{j_{\gamma_{2}^{-1}(1)}}^{i_{1}} \delta_{k_{\gamma}-1(1)}^{l_{1}} \ldots \delta_{j_{\sigma_{2}^{-1}(m+n)}^{i_{m+n}}}^{l_{\gamma^{-1}(m+n)}}  \tag{3.66}\\
& =\sum_{J, K} \sum_{\gamma \in S_{m} \times S_{n}}\left(A_{x}^{\dagger}\right)_{k_{\gamma-1}(1)}^{j_{1}}\left(A_{x}\right)_{j_{1-\gamma \sigma_{2}^{-1}(1)}^{k_{1}}}^{k_{1}} \ldots\left(A_{x}^{\dagger}\right)_{k_{\gamma-1(m)}}^{j_{m}}\left(A_{x}\right)_{j_{\sigma_{1} \sigma_{2}^{-1}(m)}}^{k_{m}}  \tag{3.67}\\
& \times\left(A_{y}^{\dagger}\right)_{k_{\gamma}{ }^{-1}(m+1)}^{j_{m+1}}\left(A_{y}\right)_{j_{\sigma_{1} \gamma \sigma_{2}^{-1}(m+1)}^{k_{m+1}}}^{k_{i}} \cdots\left(A_{y}^{\dagger}\right)_{k_{\gamma}^{-1}(m+n)}^{j_{m+n}}\left(A_{y}\right)_{j_{\sigma_{1} \sigma_{2}^{-1}(m+n)}}^{k_{m+n}} \\
& =\sum_{j_{1}, \ldots, j_{n}} \sum_{\gamma \in S_{m} \times S_{n}}\left(A_{x}^{\dagger} A_{x}\right)_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{j_{1}}}^{j_{1}} \ldots\left(A_{x}^{\dagger} A_{x}\right)_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(m)}}^{j_{m}}  \tag{3.68}\\
& \times\left(A_{y}^{\dagger} A_{y}\right)_{\gamma_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(m+1)}}^{j_{m+1}} \ldots\left(A_{y}^{\dagger} A_{y}\right)_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(m+n)}}^{j_{m+n}} \\
& =\sum_{j_{1}, \ldots, j_{n}} \sum_{\gamma \in S_{m} \times S_{n}}\left(B_{x}\right)_{j_{\gamma-1}{ }_{\sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{j_{1}}} \ldots\left(B_{x}\right)_{j_{\gamma-1 \sigma_{1} \gamma \sigma_{2}^{-1}(m)}^{j_{m}}}  \tag{3.69}\\
& \times\left(B_{y}\right)_{j_{\gamma}{ }^{-1} \sigma_{1} \sigma_{2}^{-1}(m+1)}^{j_{m+1}} \ldots\left(B_{y}\right)_{j_{\gamma}{ }^{-1} \sigma_{1} \sigma_{2}^{-1}(m+n)}^{j_{m+n}} \\
& =\sum_{\gamma \in S_{m} \times S_{n}} \sum_{\sigma_{3} \in S_{m+n}} \mathcal{O}_{\sigma_{3}}\left(B_{x}, B_{y}\right) \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{3.70}\\
& =\sum_{\gamma \in S_{m} \times S_{n}} \sum_{p_{3}}\left(\sum_{\alpha \in \operatorname{Orb}_{\mathcal{A}}\left(p_{3}\right)} \mathcal{O}_{\alpha}\left(B_{x}, B_{y}\right) \delta\left(\alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)\right)  \tag{3.71}\\
& =\sum_{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{x}, B_{y}\right) \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(\sum_{\alpha \in \operatorname{Orb}_{\mathcal{A}}\left(p_{3}\right)} \alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{3.72}\\
& =\sum_{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{x}, B_{y}\right) \sum_{\gamma \in S_{m} \times S_{n}} \delta\left(T_{p_{3}^{\prime}}^{\mathcal{A}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{3.73}\\
& =\sum_{p_{3}} \frac{m!n!\left|T_{p_{3}^{\prime}}^{\mathcal{A}}\right|}{\left|T_{p_{1}}^{\mathcal{A}}\right|\left|T_{p_{2}^{\prime}}^{\mathcal{A}}\right|} C_{p_{1} p_{2}^{\prime}}^{p_{j}^{\prime} ; \mathcal{A}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{x}, B_{y}\right) . \tag{3.74}
\end{align*}
$$

Initial steps from (3.64) to (3.68) use Wick's theorem, Kronecker equivariance and contraction of indices. In (3.69) we set the classical matrices as $A_{x}^{\dagger} A_{x}=B_{x}$ and $A_{y}^{\dagger} A_{y}=B_{y}$ to match the notation of equation (3.15), while a delta function and the GIO definition from (3.1) were used in (3.70). Equations (3.71)-(3.73) split the $\sigma_{3}$ sum into a sum over equivalence classes/partitions, labelled by $p_{3}$, and set a PCA element in the delta func-


Figure 6. The diagrammatic representation of the general two-matrix correlator with classical matrix fields. The presence of the two index swaps in the lower diagram is to account for the two classical matrices $A_{x}$ and $A_{y}$, appearing after applying Wick's theorem.
tion. Note that $\alpha$ and $\sigma^{\left(p_{3}\right)}$ belong in the same orbit/equivalence class, $\operatorname{Orb}_{\mathcal{A}}\left(p_{3}\right)$, since $\sigma^{\left(p_{3}\right)}$ is any permutation from the orbit. Lemma 3 was used to reach the final line (3.74). Using $\left|T_{p_{i}}^{\mathcal{A}}\right| \mathcal{O}_{\sigma^{\left(p_{i}\right)}} \equiv\left|T_{p_{i}}^{\mathcal{A}}\right| \mathcal{O}_{\sigma_{i}}=\mathcal{O}_{p_{i}}$ and rearranging orbit size factors, we achieve the same combinatorial basis result as equation (3.33) for the coupling matrix derivation

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{p_{2}}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle=m!n!\sum_{p_{3}} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \mathcal{A}} \mathcal{O}_{p_{3}}\left(B_{x}, B_{y}\right) \tag{3.75}
\end{equation*}
$$

This two-matrix correlator using classical witness fields has an associated diagram given in figure 6. The swap in indices occurs now for both $A_{x}$ and $A_{y}$ matrices when the correlator is expanded in terms of a sum over permutations.

### 3.4 Fourier $/ Q$ basis for two-matrix, two-point function with classical fields

To adopt the Fourier basis for the classical witness field result, define the gauge invariant Fourier operator

$$
\begin{equation*}
\mathcal{O}_{R_{1}, R_{2}, \mu, \nu}^{R}\left(X A_{x}, Y A_{y}\right)=\sum_{\sigma \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \mu, \nu}^{R} \sigma^{-1}\right) \mathcal{O}_{\sigma}\left(X A_{x}, Y A_{y}\right) \tag{3.76}
\end{equation*}
$$

with Hermitian conjugate

$$
\begin{align*}
\left(\mathcal{O}_{R_{1}, R_{2}, \mu, \nu}^{R}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger} & =\sum_{\sigma \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \nu, \mu}^{R} \sigma\right) \mathcal{O}_{\sigma^{-1}}\left(A_{x}^{\dagger} X^{\dagger}, A_{y}^{\dagger} Y^{\dagger}\right)  \tag{3.77}\\
& =\sum_{\tilde{\sigma} \in S_{m+n}} \delta\left(Q_{R_{1}, R_{2}, \nu, \mu}^{R} \tilde{\sigma}^{-1}\right) \mathcal{O}_{\tilde{\sigma}}\left(A_{x}^{\dagger} X^{\dagger}, A_{y}^{\dagger} Y^{\dagger}\right)  \tag{3.78}\\
& =\mathcal{O}_{R_{1}, R_{2}, \nu, \mu}^{R}\left(A_{x}^{\dagger} X^{\dagger}, A_{y}^{\dagger} Y^{\dagger}\right) \tag{3.79}
\end{align*}
$$

where again, we used $\left(Q_{R_{1}, R_{2}, \mu, \nu}^{R}\right)^{\dagger}=Q_{R_{1}, R_{2}, \nu, \mu}^{R}, \sigma^{\dagger}=\sigma^{-1}$ and $\mathcal{O}_{\sigma}\left(X A_{x}, Y A_{y}\right)$ is the permutation parameterised operator, defined previously in (3.57). Using these Fourier basis operators, the correlator is therefore

$$
\begin{align*}
& \left\langle\mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{R_{1}, R_{2}, \mu_{2}, \nu_{2}}^{R}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle \\
& \quad=\sum_{\substack{\sigma, \tau \\
\in S_{m+n}}} \delta\left(Q_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{S_{1}, S_{2}, \nu_{2}, \mu_{2}}^{S} \tau\right)\left\langle\mathcal{O}_{\sigma}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{\tau}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle \tag{3.80}
\end{align*}
$$

A convenient form of the permutation parameterised correlator seen on the right hand side of the above equation is

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{\tau}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle \\
& \quad=\sum_{\gamma \in S_{m} \times S_{n}} \sum_{\rho \in S_{m+n}} \mathcal{O}_{\rho}\left(B_{x}, B_{y}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right) \tag{3.81}
\end{align*}
$$

This was achieved in (3.70) and sets $B_{x}=A_{x}^{\dagger} A_{x}$ and $B_{y}=A_{y}^{\dagger} A_{y}$. Plugging this into (3.80) and then utilising lemma 4 , the final correlator expression is once again obtained

$$
\begin{align*}
& \left\langle\mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \nu_{1}}\left(X A_{x}, Y A_{y}\right)\left(\mathcal{O}_{S_{1}, S_{2}, \mu_{2}, \nu_{2}}^{S}\left(X A_{x}, Y A_{y}\right)\right)^{\dagger}\right\rangle=  \tag{3.82}\\
& m!n!\delta^{R S} \delta_{R_{1} S_{1}} \delta_{R_{2} S_{2}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{R_{1}, R_{2}, \mu_{1}, \mu_{2}}^{R}\left(B_{x}, B_{y}\right)
\end{align*}
$$

The result of this classical field witness case has the exact same form as the coupling witness field case (3.56).

## 4 Algebras and multi-matrix correlators with multi-matrix witnesses

The extension to an arbitrary number of witness matrix fields takes gauge invariants of the form

$$
\begin{align*}
\mathcal{O}_{\sigma}\left(X_{l}\right) & =\operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}\left(X_{1}^{\otimes m_{1}} \otimes X_{2}^{\otimes m_{2}} \cdots X_{l-1}^{\otimes m_{l-1}} \otimes X_{l}^{\otimes m_{l}} \mathcal{L}_{\sigma}\right) \\
& =\operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}\left(\bigotimes_{\alpha=1}^{l} X_{\alpha}^{\otimes m_{\alpha}} \mathcal{L}_{\sigma}\right) \tag{4.1}
\end{align*}
$$

Here $l$ labels the unique/distinguishable matrices, $\mathbf{m}=m_{1}+m_{2}+\cdots+m_{l}$ and $\mathcal{L}_{\sigma}$ has action

$$
\begin{equation*}
\mathcal{L}_{\sigma}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{\mathbf{m}}}\right\rangle=\left|e_{i_{\sigma(1)}} \otimes \cdots \otimes e_{i_{\sigma(\mathbf{m})}}\right\rangle . \tag{4.2}
\end{equation*}
$$

The invariance of these operators is captured by equivalence relation

$$
\begin{equation*}
\sigma \sim \gamma \sigma \gamma^{-1} \tag{4.3}
\end{equation*}
$$

where $\sigma \in S_{\sum_{i=1}^{l} m_{i}} \equiv S_{\mathrm{m}}$ and $\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}$, such that

$$
\begin{equation*}
\mathcal{O}_{\sigma}\left(X_{l}\right)=\mathcal{O}_{\gamma \sigma \gamma^{-1}}\left(X_{l}\right) . \tag{4.4}
\end{equation*}
$$

The associated PCA stemming from such equivalence is an extension to $\mathcal{A}(m, n)$ (the Necklace PCA) and hence it is denoted as: $\mathcal{A}\left(m_{1}, m_{2}, \ldots, m_{l}\right):=\mathcal{A}(\vec{m})$. This $\mathcal{A}(\vec{m})$ is defined as the sub-algebra of $\mathbb{C}\left[S_{\mathbf{m}}\right]$ that commutes with $\mathbb{C}\left[S_{m_{1}} \times \cdots \times S_{m_{l}}\right]$ and to express its elements, we introduce the following notation. $\operatorname{Aut}_{\mathcal{A}^{\prime}}(p) \equiv \operatorname{Aut}_{S_{m_{1}} \times \cdots \times S_{m_{l}}}\left(\sigma^{(p)}\right)$ is the subgroup of $S_{m_{1}} \times \cdots \times S_{m_{l}}$ comprised of elements that leave $\sigma^{(p)} \in S_{\mathbf{m}}$ invariant under conjugation by $\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}$, and has size $\left|\mathrm{Aut}_{\overline{\mathcal{A}}}(p)\right|$. The orbit, $\operatorname{Orb}_{\overrightarrow{\mathcal{A}}}(p) \equiv \operatorname{Orbit}\left(\sigma^{(p)}, S_{m_{1}} \times \cdots \times S_{m_{l}}\right)$, is the set of elements from $S_{\mathrm{m}}$ obtained by acting on $\sigma^{(p)} \in S_{\mathrm{m}}$ with $\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}$ by conjugation, i.e. $\gamma \sigma^{(p)} \gamma^{-1}$, and the size of each orbit/equivalence class is denoted by $\left|T_{p}^{\overrightarrow{\mathcal{A}}}\right|=\left|\operatorname{Orb}_{\overrightarrow{\mathcal{A}}}(p)\right|=\prod_{\beta=1}^{l} m_{\beta}!/\left|\operatorname{Aut}_{\overrightarrow{\mathcal{A}}}(p)\right|$. For clarity, $\sigma^{(p)} \in S_{\mathbf{m}}$ is any permutation within the orbit $\operatorname{Orb}_{\overrightarrow{\mathcal{A}}}(p)$. As such, an element of $\mathcal{A}(\vec{m})$ is defined as

$$
\begin{equation*}
T_{p}^{\overrightarrow{\mathcal{A}}}=\frac{1}{\left|\operatorname{Aut}_{\overrightarrow{\mathcal{A}}}(p)\right|} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \gamma \sigma^{(p)} \gamma^{-1}=\sum_{\alpha \in \operatorname{Orb}_{\overrightarrow{\mathcal{A}}}(p)} \alpha \in \mathcal{A}(\vec{m}), \tag{4.5}
\end{equation*}
$$

where the label $\overrightarrow{\mathcal{A}}$ on $T_{p}^{\overrightarrow{\mathcal{A}}}, \operatorname{Aut}_{\overrightarrow{\mathcal{A}}}(p)$ and $\operatorname{Orb}_{\overrightarrow{\mathcal{A}}}(p)$ implies that these quantities are associated to the $\mathcal{A}(\vec{m})$ PCA. Such PCA elements are therefore sums over elements within the same orbit/class, obtained from the equivalence relation of (4.3).

Applying similar techniques as previously encountered, the following sections explore the combinatorial and Schur/Fourier basis correlator results for multi-matrix models with classical and coupling witness fields.

### 4.1 Two point function of general operators with multi-matrix-couplings

The partition function with coupling witness matrices for the multi-matrix model is

$$
\begin{equation*}
\Sigma[0]=\prod_{\eta=1}^{l} \int\left[d X_{\eta}\right] e^{-\operatorname{Tr}\left(X_{\eta} A_{\eta} X_{\eta}^{\dagger}\right)}, \tag{4.6}
\end{equation*}
$$

where in what follows, $\left(A_{\eta}\right)^{-1}=B_{\eta}$ defines the coupling matrix associated to variable $X_{\eta}$ and the $[0]$ in $\Sigma[0]$ implies a sourceless partition function. By introducing sources in the same manner as appendix A, the two-point functions for the $X_{\eta}$ field variable can be derived

$$
\begin{equation*}
\left\langle\left(X_{\alpha}\right)_{j}^{i}\left(X_{\beta}^{\dagger}\right)_{l}^{k}\right\rangle=\prod_{\eta=1}^{l} \frac{1}{\Sigma[0]} \int\left[d X_{\eta}\right]\left(X_{\alpha}\right)_{j}^{i}\left(X_{\beta}^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(X_{\eta} A_{\eta} X_{\eta}^{\dagger}\right)}=\delta_{\alpha \beta} \delta_{l}^{i}\left(\left(A_{\alpha}\right)^{-1}\right)_{j}^{k}=\delta_{\alpha \beta} \delta_{l}^{i}\left(B_{\alpha}\right)_{j}^{k} . \tag{4.7}
\end{equation*}
$$

Using the permutation parameterised GIO

$$
\begin{equation*}
\mathcal{O}_{\sigma}\left(X_{l}\right)=\operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}\left(X_{1}^{\otimes m_{1}} \otimes X_{2}^{\otimes m_{2}} \otimes \cdots \otimes X_{l-1}^{\otimes m_{l-1}} \otimes X_{l}^{\otimes m_{l}} \mathcal{L}_{\sigma}\right) \tag{4.8}
\end{equation*}
$$

and its Hermitian conjugate

$$
\begin{align*}
\left(\mathcal{O}_{\sigma}\left(X_{l}\right)\right)^{\dagger} & =\operatorname{Tr}_{V_{N}^{\otimes m}}\left(\left(X_{1}^{\dagger}\right)^{\otimes m_{1}} \otimes\left(X_{2}^{\dagger}\right)^{\otimes m_{2}} \otimes \cdots \otimes\left(X_{l-1}^{\dagger}\right)^{\otimes m_{l-1}} \otimes\left(X_{l}^{\dagger}\right)^{\otimes m_{l}} \mathcal{L}_{\sigma^{-1}}\right)  \tag{4.9}\\
& =\mathcal{O}_{\sigma^{-1}}\left(X_{l}^{\dagger}\right),
\end{align*}
$$

the correlator is then constructed as follows

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}\left(X_{l}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X_{l}\right)\right)^{\dagger}\right\rangle \\
& =\left\langle\operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}\left(X_{1}^{\otimes m_{1}} \otimes \cdots \otimes X_{l}^{\otimes m_{l}} \mathcal{L}_{\sigma_{1}}\right) \operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}\left(\left(X_{1}^{\dagger}\right)^{\otimes m_{1}} \otimes \cdots \otimes\left(X_{l}^{\dagger}\right)^{\otimes m_{l}} \mathcal{L}_{\sigma_{2}^{-1}}\right)\right\rangle  \tag{4.10}\\
& =\sum_{\substack{i_{1}, \ldots, i_{\mathbf{m}} \\
j_{1}, \ldots, j_{\mathbf{m}}}}\left\langle\left(X_{1}\right)_{i_{\sigma_{1}(1)}}^{i_{1}} \cdots\left(X_{1}\right)_{i_{\sigma_{1}\left(m_{1}\right)}}^{i_{m_{1}}} \cdots \cdots\left(X_{l}\right)_{i_{\sigma_{1}\left(\mathbf{m}-m_{l}\right)}}^{i_{\mathbf{m}-m_{l}}} \cdots\left(X_{l}\right)_{i_{\sigma_{1}(\mathbf{m})}}^{i_{\mathbf{m}}}\right.  \tag{4.11}\\
& \left.\times\left(X_{1}^{\dagger}\right)_{j_{2}^{-1}(1)}^{j_{1}} \cdots\left(X_{1}^{\dagger}\right)_{j_{2}^{-1}\left(m_{1}\right)}^{j_{m_{1}}} \cdots \cdots\left(X_{l}^{\dagger}\right)_{j_{\sigma_{2}^{-1}\left(\mathbf{m}-m_{l}\right)}^{j_{\mathbf{m}}}}^{j_{l}} \cdots\left(X_{l}^{\dagger}\right)_{j_{\sigma_{2}^{-1}(\mathbf{m})}}^{j_{\mathbf{m}}}\right\rangle \\
& =\sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \sum_{c_{1}, \ldots, i_{\mathbf{m}}} \delta_{j_{j_{2}}, \ldots, j_{\mathbf{m}}}^{i_{1}}{ }_{j_{2}(1)} \cdots \delta_{j_{\gamma \sigma_{2}}^{-1}\left(m_{1}\right)}^{i_{m_{1}}} \cdots \cdots \delta_{j_{\sigma_{2}-1}\left(\mathbf{m}-m_{l}\right)}^{i_{\mathbf{m}-m_{l}}} \cdots \delta_{j_{\gamma_{2}-1(\mathbf{m})}}^{i_{\mathbf{m}}}  \tag{4.12}\\
& \times\left(B_{1}\right)_{i_{\gamma^{-1} \sigma_{1}(1)}}^{j_{1}} \cdots\left(B_{1}\right)_{i_{\gamma^{-1} \sigma_{1}\left(m_{1}\right)}}^{j_{m_{1}}} \cdots \cdots\left(B_{l}\right)_{i_{\gamma^{-1} \sigma_{1}\left(\mathbf{m}-m_{l}\right)}}^{j_{\mathbf{m}-m_{l}}} \cdots\left(B_{l}\right)_{i_{\gamma^{-1} \sigma_{\sigma_{1}(\mathbf{m})}}^{j_{\mathbf{m}}}}
\end{align*}
$$

$$
\begin{align*}
& \times\left(B_{1}\right)_{i_{\gamma-1} \sigma_{1}(1)}^{j_{1}} \cdots\left(B_{1}\right)_{i_{\gamma}-1 \sigma_{1}\left(m_{1}\right)}^{j_{m_{1}}} \cdots \cdots\left(B_{l}\right)_{i_{\gamma-1}-\sigma_{1}\left(\mathbf{m}-m_{l}\right)}^{j_{\mathbf{m}-m_{l}}} \cdots\left(B_{l}\right)_{i_{\gamma^{-1} \sigma_{1}(\mathbf{m})}}^{j_{\mathbf{m}}}  \tag{4.13}\\
& =\sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \sum_{j_{1}, \ldots j_{\mathbf{m}}}\left(B_{1}\right)_{j_{\gamma^{-1} \sigma_{1} \sigma_{2}^{-1}(1)}^{j_{1}}} \ldots\left(B_{1}\right)_{j_{\gamma^{-1} \sigma_{1} \sigma_{2}^{-1}\left(m_{1}\right)}^{j_{m_{1}}}}^{j_{1}} \cdots  \tag{4.14}\\
& \cdots \times\left(B_{l}\right)_{j_{\gamma^{-1} \sigma_{1} \gamma_{2}}\left(\mathbf{m}_{\left.\mathbf{m}-m_{l}\right)}\right.}^{\left.j_{(\mathbf{m}}\right)} \quad \cdots\left(B_{l}\right)_{j_{\gamma^{-1} \sigma_{\sigma_{1} \sigma_{2}^{-1}(\mathbf{m})}}^{j_{(\mathbf{m})}}} .
\end{align*}
$$

Between equations (4.12) and (4.14) Kronecker equivariance was applied and the set of $i$ indices were contracted. Further simplification leads to

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}\left(X_{l}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X_{l}\right)\right)^{\dagger}\right\rangle \\
& =\sum_{\substack{\sigma_{3} \in S_{\mathbf{m}} \\
\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}}} \operatorname{Tr}_{V_{N}^{\otimes \mathbf{m}}}\left(B_{1}^{\otimes m_{1}} \otimes \cdots \otimes B_{l}^{\otimes m_{l}} \mathcal{L}_{\sigma_{3}}\right) \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{4.15}\\
& =\sum_{\substack{\sigma_{3} \in S_{\mathbf{m}} \\
\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}}} \mathcal{O}_{\sigma_{3}}\left(B_{l}\right) \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{4.16}\\
& =\sum_{p_{3}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}}\left(\sum_{\alpha \in \operatorname{Orb}_{\mathcal{A}^{-}\left(p_{3}\right)}} \mathcal{O}_{\alpha}\left(B_{l}\right) \delta\left(\alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)\right)  \tag{4.17}\\
& =\sum_{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{l}\right) \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\vec{A}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right), \tag{4.18}
\end{align*}
$$

where $p_{3}$ labels equivalence classes/orbits. In (4.15) trace notation was adopted and a delta function was used. This is followed by setting the witness field GIO in equation (4.16) using the definition of equation (4.1). Splitting the sum over $\sigma_{3}$ into a sum over equivalence classes/orbits labelled by $p_{3}$ is completed in (4.17), and finally the sum over $\alpha$ - the sum over elements in the equivalence class/orbit $\operatorname{Orb}_{\overrightarrow{\mathcal{A}}}\left(p_{3}\right)$ of which $\sigma^{\left(p_{3}\right)}$ and $\alpha$ belong - is brought inside the delta function to produce the PCA element $T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}$ in (4.18). The prime label indicates an orbit associated to an inverse permutation.

Lemma 5. For $\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}, \sigma_{i} \in S_{\mathbf{m}}$ and $T_{p_{i}}^{\overrightarrow{\mathcal{A}}} \in \mathcal{A}(\vec{m})$, the following equality holds

$$
\begin{equation*}
\sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)=\frac{\left|T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right| \prod_{\alpha=1}^{l} m_{\alpha}!}{\left|T_{p_{1}}^{\overrightarrow{\mathcal{A}}}\right|\left|T_{p_{2}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right|} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} \tag{4.19}
\end{equation*}
$$

where $C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}}$ is the PCA structure constant of $\mathcal{A}(\vec{m})$ and $\sigma_{1}, \sigma_{2}^{-1}$ belong to equivalence classes labelled by $p_{1}, p_{2}^{\prime}$ respectively.

Proof.

$$
\begin{align*}
& \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right) \\
= & \sum_{\mu_{1} \in S_{m_{1} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}\left(\mu_{1} \mu_{2}\right)^{-1} \sigma_{1}\left(\mu_{1} \mu_{2}\right) \sigma_{2}^{-1}\right)}^{=} \sum_{\mu_{1} \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(\left(\mu_{2}^{-1} \mu_{2}\right) T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} \mu_{2}^{-1} \mu_{1}^{-1} \sigma_{1} \mu_{1} \mu_{2} \sigma_{2}^{-1}\right)  \tag{4.20}\\
= & \sum_{\mu_{1} \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta(\underbrace{\mu_{2} T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} \mu_{2}^{-1}}_{T_{p_{3}^{\prime}}} \mu_{1}^{-1} \sigma_{1} \mu_{1} \mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1})  \tag{4.21}\\
= & \frac{1}{\prod_{\alpha=1}^{l} m_{\alpha}!}{ }_{\mu_{1}, \mu_{2} \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}\left(\mu_{1}^{-1} \sigma_{1} \mu_{1}\right)\left(\mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1}\right)\right)  \tag{4.22}\\
= & \frac{1}{\prod_{\alpha=1}^{l} m_{\alpha}!} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}\left(\sum_{\mu_{1} \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \mu_{1}^{-1} \sigma_{1} \mu_{1}\right)\left(\sum_{\mu_{2} \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \mu_{2} \sigma_{2}^{-1} \mu_{2}^{-1}\right)\right)  \tag{4.23}\\
= & \frac{\left|\mathrm{Aut}_{\overrightarrow{\mathcal{A}}}\left(p_{1}\right)\right|\left|\mathrm{Aut}_{\overrightarrow{\mathcal{A}}}\left(p_{2}^{\prime}\right)\right|}{\prod_{\alpha=1}^{l} m_{\alpha}!} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} T_{p_{1}}^{\overrightarrow{\mathcal{A}}} T_{p_{2}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right)  \tag{4.24}\\
= & \frac{\prod_{\alpha=1}^{l} m_{\alpha}!}{\left|T_{p_{1}}^{\overrightarrow{\mathcal{A}}}\right|\left|T_{p_{2}^{\prime}}^{\overrightarrow{\vec{\prime}}}\right|} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} T_{p_{1}}^{\mathcal{A}_{1}} T_{p_{2}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right) . \tag{4.25}
\end{align*}
$$

In equation (4.20), the sum over $\gamma$ is replaced by a sum over $\mu_{1}$, taking $\gamma \rightarrow \mu_{1} \mu_{2}$. An identity permutation ( $e=\mu_{2}^{-1} \mu_{2}$ ) is inserted in (4.21), followed by cycling $\mu_{2}^{-1}$ in the delta function next to $\sigma_{2}^{-1}$ and identifying that $\mu_{2} T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} \mu_{2}^{-1}=T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}$ in (4.22). The subsequent steps introduce a sum over $\mu_{2}$ in (4.23) (including the required $1 /\left|S_{m_{1}} \times \cdots \times S_{m_{l}}\right|=$ $1 / \prod_{\alpha=1}^{l} m_{\alpha}$ ! factor), place the sums in the delta function to establish the PCA elements
and automorphism group size factors between (4.24) and (4.25), and finally, use the orbitstabiliser theorem to rewrite $\left|\operatorname{Aut}_{\overrightarrow{\mathcal{A}}}\left(p_{i}\right)\right|=\left|S_{m_{1}} \times \cdots \times S_{m_{l}}\right| /\left|T_{p_{i}}^{\overrightarrow{\mathcal{A}}}\right|$ in equation (4.26). Here, as in previous sections, the prime notation on the class labels imply the equivalence class of an inverse permutation, and we choose that $\sigma_{1}$ and $\sigma_{2}^{-1}$ belong to equivalence classes labelled by $p_{1}$ and $p_{2}^{\prime}$ respectively.

The remaining delta function can be reduced, revealing the structure constant using the multiplication properties of the $\mathcal{A}(\vec{m})$ PCA elements

$$
\begin{equation*}
\delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} T_{p_{1}}^{\overrightarrow{\mathcal{A}}} T_{p_{2}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right)=\sum_{p_{k}} C_{p_{1} p_{2}^{\prime}}^{p_{k} ; \vec{\prime}} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} T_{p_{k}}^{\overrightarrow{\mathcal{A}}}\right)=\sum_{p_{k}} C_{p_{1} p_{2}^{\prime}}^{p_{k} ; \overrightarrow{\mathcal{A}}} \delta_{p_{3}^{\prime} p_{k}}\left|T_{p_{k}}^{\overrightarrow{\mathcal{A}}}\right|=\left|T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right| C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} . \tag{4.27}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\vec{\prime}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)=\frac{\prod_{\alpha=1}^{l} m_{\alpha}!}{\left|T_{p_{1}}^{\vec{A}}\right| T_{p_{2}^{\prime}}^{\vec{A}} \mid}\left|T_{p_{3}^{\prime}}^{\vec{\prime}}\right| C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} . \tag{4.28}
\end{equation*}
$$

Using this lemma, the correlator expression is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma_{1}}\left(X_{l}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X_{l}\right)\right)^{\dagger}\right\rangle=\sum_{p_{3}} \frac{\mid T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{I}}} \prod_{\alpha=1}^{l} m_{\alpha}!}{\left|T_{p_{1}}^{\overrightarrow{\mathcal{P}_{1}}}\right|\left|T_{p_{2}^{\prime}}^{\overrightarrow{\vec{\prime}} \mid}\right|} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{l}\right) . \tag{4.29}
\end{equation*}
$$

Finally, using $\left|T_{p_{i}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right|=\mid T_{p_{i}}^{\overrightarrow{\mathcal{A}}}, \mathcal{O}_{\sigma_{1}} \equiv \mathcal{O}_{\sigma^{\left(p_{1}\right)}}, \mathcal{O}_{\sigma_{2}^{-1}} \equiv \mathcal{O}_{\sigma^{\left(p_{2}^{\prime}\right)}}$, rearranging the orbit sizes and taking $\left|T_{p_{i}}^{\overrightarrow{\mathcal{A}}}\right| \mathcal{O}_{\sigma^{\left(p_{i}\right)}}=\mathcal{O}_{T_{p_{i}}^{\vec{A}}} \equiv \mathcal{O}_{p_{i}}$ the correlator in combinatorial basis becomes

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}\left(X_{l}\right)\left(\mathcal{O}_{p_{2}}\left(X_{l}\right)\right)^{\dagger}\right\rangle=\prod_{\alpha=1}^{l} m_{\alpha}!\sum_{p_{3}} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} \mathcal{O}_{p_{3}}\left(B_{l}\right) \tag{4.30}
\end{equation*}
$$

As in the previous sections, we obtain a linear combination of combinatorial basis GIOs in witness fields $B_{l}$, upon evaluating the quantum field $X_{l}$ GIO two-point function. Supplying the basis label data ( $p_{1}, p_{2}^{\prime}, p_{3}^{\prime}$ ) will therefore provide the required information to reconstruct the structure constants of the permutation centraliser algebra $\mathcal{A}(\vec{m})$. Additionally, structure constant $C_{p_{1} p_{2}^{\prime}}^{p_{2}^{\prime} ; \overrightarrow{\mathcal{A}}}$ is an integer by virtue that each orbit/equivalence class is of a set number of elements.

### 4.2 Fourier $/ Q$ basis for multi-matrix correlator

The representation decomposition for the multi-matrix case follows much the same route as section 3.2 but is generalised to a larger tensor space to account for the larger number of unique matrices. ${ }^{4}$ Generalising for $\sigma \in S_{\mathbf{m}}$ and $\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}$ we have a decomposition of form

$$
\begin{equation*}
V_{R}^{\left(S_{\mathbf{m}}\right)}=\bigoplus_{R_{1}, R_{2}, \ldots, R_{l}} V_{R_{1}}^{\left(S_{m_{1}}\right)} \otimes V_{R_{2}}^{\left(S_{m_{2}}\right)} \otimes \cdots \otimes V_{R_{l}}^{\left(S_{m_{l}}\right)} \otimes V_{R_{1}, R_{2}, \ldots, R_{l}}^{R} \tag{4.31}
\end{equation*}
$$

[^3]A state in such a space can be labelled by

$$
\begin{equation*}
|R ; \mathbf{r}, \nu, \mathbf{t}\rangle \tag{4.32}
\end{equation*}
$$

where $R$ is the representation of $S_{\mathbf{m}}$ and $\mathbf{r}=\left(R_{1}, R_{2}, \ldots, R_{l}\right)$ which denotes the set of individual representations $R_{i}$, for $i=1, \ldots, l$. Multiplicity label $\nu$ indicates/counts how many times the tensor product of the $\mathbf{r}$ irreps appear in the decomposition, and $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{l}\right)$ are a set of labels used to denote the states of each individual representation space e.g. $V_{R_{1}}^{\left(S_{m_{1}}\right)}$ has states labelled by $t_{1}$. Following on from this notation, the characters from which the GIO in Fourier basis are generated, are now established. Define the projectionlike operator

$$
\begin{equation*}
P_{\mathbf{r}, \mu, \nu}^{R}=\sum_{\mathbf{t}}|R ; \mathbf{r}, \mu, \mathbf{t}\rangle\langle R ; \mathbf{r}, \nu, \mathbf{t}| \tag{4.33}
\end{equation*}
$$

with components given in terms of branching coefficients ${ }^{5}$

$$
\begin{equation*}
\left(P_{\mathbf{r}, \mu, \nu}^{R}\right)^{i j}=\sum_{\mathbf{t}} B_{\mathbf{r}, \mu ; \mathbf{t}}^{R ; i} B_{\mathbf{r}, \nu ; \mathbf{t}}^{R ; j} \tag{4.34}
\end{equation*}
$$

where $\sum_{\mathbf{t}}$ implies a sum over all state spaces in $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{l}\right)$. The character is then constructed from these operators

$$
\begin{equation*}
\chi_{\mathbf{r}, \mu, \nu}^{R}(\sigma)=\operatorname{Tr}_{V \mathbf{r}}\left[P_{\mathbf{r}, \mu, \nu}^{R}\left(D^{R}(\sigma)\right)\right] \tag{4.35}
\end{equation*}
$$

which leads naturally to the $Q$-basis element definition

$$
\begin{equation*}
Q_{\mathbf{r}, \mu, \nu}^{R}=\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu, \nu}^{R}(\sigma) \sigma^{-1} . \tag{4.36}
\end{equation*}
$$

where $d_{R}$ is the dimension of representation $R$ of $S_{\mathrm{m}}$. An important property of these basis elements is that they multiply like matrices

$$
\begin{equation*}
Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} Q_{\mathrm{s}, \mu_{2}, \nu_{2}}^{S}=\delta^{R S} \delta_{\mathrm{rs}} \delta_{\nu_{1} \mu_{2}} Q_{\mathbf{r}, \mu_{1}, \nu_{2}}^{R} . \tag{4.37}
\end{equation*}
$$

See appendix D, for the derivation of this rule. The GIO in this Fourier basis for the multi-matrix model is hence defined as

$$
\begin{equation*}
\mathcal{O}_{\mathbf{r}, \mu, \nu}^{R}\left(X_{l}\right)=\sum_{\sigma \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \mu, \nu}^{R} \sigma^{-1}\right) \mathcal{O}_{\sigma}\left(X_{l}\right), \tag{4.38}
\end{equation*}
$$

with conjugate

$$
\begin{align*}
\left(\mathcal{O}_{\mathbf{r}, \mu, \nu}^{R}\left(X_{l}\right)\right)^{\dagger} & =\sum_{\sigma \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \nu, \mu}^{R} \sigma\right) \mathcal{O}_{\sigma^{-1}}\left(X_{l}^{\dagger}\right)  \tag{4.39}\\
& =\sum_{\tilde{\sigma} \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \nu, \mu}^{R} \tilde{\sigma}^{-1}\right) \mathcal{O}_{\tilde{\sigma}}\left(X_{l}^{\dagger}\right)  \tag{4.40}\\
& =\mathcal{O}_{\mathbf{r}, \nu, \mu}^{R}\left(X_{l}^{\dagger}\right) . \tag{4.41}
\end{align*}
$$

[^4]where $\left(Q_{\mathbf{r}, \mu, \nu}^{R}\right)^{\dagger}=Q_{\mathbf{r}, \nu, \mu}^{R}$ was applied and $\sigma^{\dagger}=\sigma^{-1}$. Additionally, $\mathcal{O}_{\sigma}\left(X_{l}\right)$ is the permutation parameterised operator established in (4.8). The correlator of these GIOs is then written as
\[

$$
\begin{align*}
& \left\langle\mathcal{O}_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(X_{l}\right)\left(\mathcal{O}_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}\left(X_{l}\right)\right)^{\dagger}\right\rangle \\
& =\sum_{\sigma, \tau \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S} \tau\right)\left\langle\mathcal{O}_{\sigma}\left(X_{l}\right) \mathcal{O}_{\tau^{-1}}\left(X_{l}^{\dagger}\right)\right\rangle  \tag{4.42}\\
& =\sum_{\sigma, \tau, \rho \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right), \tag{4.43}
\end{align*}
$$
\]

where the result of the permutation parameterised basis, multi-matrix correlator from equation (4.16) was inserted in equation (4.43).

Lemma 6. For $\rho, \sigma, \tau \in S_{\mathrm{m}}$ and $\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}$ the following equality holds

$$
\begin{align*}
& \sum_{\sigma, \tau, \rho \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right) \\
&=h \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{\mathbf{r}, \mu_{1}, \mu_{2}}^{R}\left(B_{l}\right) \tag{4.44}
\end{align*}
$$

where $h=\prod_{\alpha=1}^{l} m_{\alpha}!=\left|S_{m_{1}} \times \cdots \times S_{m_{l}}\right|$.
Proof.

$$
\begin{align*}
& \sum_{\sigma, \tau, \rho \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right) \\
= & \sum_{\rho \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} \gamma^{-1} Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \gamma Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S}\right)  \tag{4.45}\\
= & h \sum_{\rho \in S_{\mathbf{m}}} \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S}\right)  \tag{4.46}\\
= & h \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \nu_{2}}\left(\sum_{\rho \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \mu_{2}}^{R} \rho^{-1}\right) \mathcal{O}_{\rho}\left(B_{l}\right)\right)  \tag{4.47}\\
= & h \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{\mathbf{r}, \mu_{1}, \mu_{2}}^{R}\left(B_{l}\right) \tag{4.48}
\end{align*}
$$

Equation (4.45) sums over delta functions containing the $Q$-basis elements, inserting them in place of $\sigma$ and $\tau^{-1}$ in the final delta function. In equation (4.46), the invariance of $Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}$ under conjugation by $\gamma$ was used to remove the $\gamma$ dependence, after which the sum was computed, introducing a factor of $h$. Multiplying the $Q$-basis elements as matrices following (4.37) produces equation (4.47). The final line simply identifies a Fourier basis operator in the witness fields, as per definition (4.38).

Using the above lemma, the correlator of (4.43) is

$$
\begin{equation*}
\left\langle\mathcal{O}_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(X_{l}\right)\left(\mathcal{O}_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}\left(X_{l}\right)\right)^{\dagger}\right\rangle=h \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{\mathbf{r}, \mu_{1} \mu_{2}}^{R}\left(B_{l}\right) . \tag{4.49}
\end{equation*}
$$

This exhibits the orthogonality relationship as observed in the one and two-matrix cases and shows the correlator is proportional to a Fourier operator composed of witness fields $B_{l}$.

### 4.3 Observable functions of multi-matrix quantum and classical fields

Obtaining the multi-matrix correlator result through classical witness fields is possible and follows the same procedure as section 2.3 and section 3.3. Define the partition function

$$
\begin{equation*}
\Sigma[0]=\prod_{\eta=1}^{l} \int\left[d X_{\eta}\right] e^{-\operatorname{Tr}\left(X_{\eta} X_{\eta}^{\dagger}\right)}, \tag{4.50}
\end{equation*}
$$

which has basic correlator

$$
\begin{equation*}
\left\langle\left(X_{\alpha}\right)_{j}^{i}\left(X_{\beta}^{\dagger}\right)_{l}^{k}\right\rangle=\prod_{\eta=1}^{l} \frac{1}{\Sigma[0]} \int\left[d X_{\eta}\right]\left(X_{\alpha}\right)_{j}^{i}\left(X_{\beta}^{\dagger}\right)_{l}^{k} e^{-\operatorname{Tr}\left(X_{\eta} X_{\eta}^{\dagger}\right)}=\delta_{\alpha, \beta} \delta_{l}^{i} \delta_{j}^{k} . \tag{4.51}
\end{equation*}
$$

Then, using permutation parameterised GIO

$$
\begin{align*}
\mathcal{O}_{\sigma}\left(Z_{l} A_{l}\right) & =\operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}^{\left.\otimes\left(Z_{1} A_{1}\right)^{\otimes m_{1}} \otimes \cdots \otimes\left(Z_{l} A_{l}\right)^{\otimes m_{l}} \mathcal{L}_{\sigma}\right)} \\
& =\left(Z_{1} A_{1}\right)_{i_{\sigma(1)}}^{i_{1}} \ldots\left(Z_{1} A_{1}\right)_{i_{\sigma\left(m_{1}\right)}}^{i_{i_{1}}} \ldots\left(Z_{l} A_{l}\right)_{i_{\sigma\left(\mathbf{m}-m_{l}\right)}^{i_{m}}}^{i_{i}} \ldots\left(Z_{l} A_{l}\right)_{i_{\sigma(\mathbf{m})}}^{i_{\mathrm{m}}} \tag{4.52}
\end{align*}
$$

and its Hermitian conjugate

$$
\begin{align*}
\left(\mathcal{O}_{\sigma}\left(Z_{l} A_{l}\right)\right)^{\dagger} & =\operatorname{Tr}_{V_{N}^{\otimes \mathbf{m}}}\left(\left(A_{1}^{\dagger} Z_{1}^{\dagger}\right)^{\otimes m_{1}} \otimes \cdots \otimes\left(A_{l}^{\dagger} Z_{l}^{\dagger}\right)^{\otimes m_{l}} \mathcal{L}_{\sigma^{-1}}\right) \\
& =\left(A_{1}^{\dagger} Z_{1}^{\dagger}\right)_{i_{\sigma-1}(1)}^{i_{1}} \ldots\left(A_{1}^{\dagger} Z_{1}^{\dagger}\right)_{i_{\sigma-1}\left(m_{1}\right)}^{i_{m_{1}}} \ldots\left(A_{l}^{\dagger} Z_{l}^{\dagger}\right)_{i_{\sigma-1}\left(\mathbf{m}-m_{l}\right)}^{i_{\mathbf{m}}} \ldots\left(A_{l}^{\dagger} Z_{l}^{\dagger}\right)_{i_{\sigma-1}(\mathbf{m})}^{i_{\mathbf{m}}} \\
& =\mathcal{O}_{\sigma^{-1}}\left(A_{l}^{\dagger} Z_{l}^{\dagger}\right), \tag{4.53}
\end{align*}
$$

the GIO two-point function of classical witness fields is then

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle \\
& =\prod_{\eta=1}^{l} \frac{1}{\Sigma[0]} \int\left[d X_{\eta}\right] \mathcal{O}_{\sigma_{1}}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X_{l} A_{l}\right)\right)^{\dagger} e^{-\operatorname{Tr}\left(X_{\eta} X_{\eta}^{\dagger}\right)}  \tag{4.54}\\
& =\sum_{I, J, K, Q}\left(A_{1}\right)_{i_{\sigma_{1}(1)}}^{k_{1}} \ldots\left(A_{1}\right)_{i_{\sigma_{1}\left(m_{1}\right)}}^{k_{m_{1}}} \ldots\left(A_{l}\right)_{i_{\sigma_{1}\left(\mathbf{m}-m_{l}\right)}}^{k_{\mathrm{m}-m_{l}}} \ldots\left(A_{l}\right)_{i_{\sigma_{1}(\mathbf{m})}}^{k_{\mathbf{m}}}\left(A_{1}^{\dagger}\right)_{q_{1}}^{j_{1}} \ldots\left(A_{1}^{\dagger}\right)_{q_{m_{1}}}^{j_{m_{1}}} \\
& \times\left(A_{l}^{\dagger}\right)_{q_{\mathrm{m}}-m_{l}}^{j_{\mathrm{m}}-m_{l}} \ldots\left(A_{l}^{\dagger}\right)_{q_{\mathrm{m}}}^{j_{\mathrm{m}}} \prod_{\eta=1}^{l} \frac{1}{\Sigma[0]} \int\left[d X_{\eta}\right]\left(Z_{1}\right)_{k_{1}}^{i_{1}} \ldots\left(Z_{1}\right)_{k_{m_{1}}}^{i_{m_{1}}} \ldots\left(Z_{l}\right)_{k_{\mathrm{m}-m_{l}}}^{i_{\mathrm{m}}-m_{l}} \ldots\left(Z_{l}\right)_{k_{\mathrm{m}}}^{i_{\mathrm{m}}} \\
& \times\left(Z_{1}^{\dagger}\right)_{j_{2}^{-1}(1)}^{q_{1}} \ldots\left(Z_{1}^{\dagger}\right)_{j_{\sigma_{2}^{-1}\left(m_{1}\right)}}^{q_{m_{1}}} \ldots\left(Z_{l}^{\dagger}\right)_{j_{\sigma_{2}^{-1}\left(\mathbf{m}-m_{l}\right)}}^{q_{\mathbf{m}-m_{l}}} \ldots\left(Z_{l}^{\dagger}\right)_{j_{\sigma_{2}^{-1}(\mathbf{m})}}^{q_{\mathbf{m}}} e^{-\operatorname{Tr}\left(X_{\eta} X_{\eta}^{\dagger}\right)}, \tag{4.55}
\end{align*}
$$

where the sum over $I, J, K, Q$ covers all matrix indices. To simplify the notation, a function in the witness fields is defined

$$
\begin{align*}
f_{l}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{q} ; \sigma_{1}\right)= & \left(A_{1}\right)_{i_{\sigma_{1}(1)}}^{k_{1}} \ldots\left(A_{1}\right)_{i_{\sigma_{1}\left(m_{1}\right)}}^{k_{m_{1}}} \ldots\left(A_{l}\right)_{i_{\left.\sigma_{1}-m_{l}-m_{l}\right)}}^{k_{\mathrm{m}}} \ldots\left(A_{l}\right)_{i_{\sigma_{1}(\mathbf{m})}}^{k_{\mathrm{m}}}  \tag{4.56}\\
& \times\left(A_{1}^{\dagger}\right)_{q_{1}}^{j_{1}} \ldots\left(A_{1}^{\dagger}\right)_{q_{m_{1}}}^{j_{m_{1}}} \ldots\left(A_{l}^{\dagger}\right)_{q_{\mathbf{m}-m_{l}}}^{j_{\mathrm{m}-m_{l}}} \ldots\left(A_{l}^{\dagger}\right)_{q_{\mathrm{m}}}^{j_{\mathrm{m}}} .
\end{align*}
$$

Using this notation the correlator is

$$
\begin{aligned}
& \left\langle\mathcal{O}_{\sigma_{1}}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\sigma_{2}}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle \\
& =\sum_{I, J, K, Q} f_{l}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{q} ; \sigma_{1}\right) \prod_{\eta=1}^{l} \frac{1}{\Sigma[0]} \int\left[d X_{\eta}\right]\left(Z_{1}\right)_{k_{1}}^{i_{1}} \ldots\left(Z_{1}\right)_{k_{m_{1}}}^{i_{m_{1}}} \ldots\left(Z_{l}\right)_{k_{\mathrm{m}-m_{l}}}^{i_{\mathrm{m}-m_{l}}}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{I, J, K, Q} f_{l}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{q} ; \sigma_{1}\right)\left\langle\left(Z_{1}\right)_{k_{1}}^{i_{1}} \ldots\left(Z_{1}\right)_{k_{m_{1}}}^{i_{m_{1}}} \ldots\left(Z_{l}\right)_{k_{\mathrm{m}-m_{l}}}^{i_{\mathrm{m}-m_{l}}} \ldots\left(Z_{l}\right)_{k_{\mathrm{m}}}^{i_{\mathrm{m}}}\right.  \tag{4.57}\\
& \left.\times\left(Z_{1}^{\dagger}\right)_{j_{2}^{-1}(1)}^{q_{1}} \ldots\left(Z_{1}^{\dagger}\right)_{j_{\sigma_{2}^{-1}\left(m_{1}\right)}^{q_{m_{1}}}} \ldots\left(Z_{l}^{\dagger}\right)_{\left.\left.j_{\sigma_{2}^{-1}\left(\mathbf{m}-m_{l}\right)}^{q_{\mathbf{m}-m_{l}}} \ldots\left(Z_{l}^{\dagger}\right)_{j_{\sigma_{2}^{-1}(\mathbf{m})}}^{q_{\mathbf{m}}}\right\rangle\right)}\right\rangle  \tag{4.58}\\
& =\sum_{I, J, K, Q} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} f_{l}\left(A, A^{\dagger} ; \vec{i}, \vec{j}, \vec{k}, \vec{q} ; \sigma_{1}\right) \delta_{j_{\gamma \sigma_{2}^{-1}(1)}^{i_{1}}} \delta_{k_{\gamma-1}(1)}^{q_{1}} \ldots \ldots \delta_{j_{\gamma \sigma_{2}^{-1}(\mathbf{m})}^{i_{\mathbf{m}}}} \delta_{k_{\gamma-1}(\mathbf{m})}^{q_{\mathbf{m}}} \tag{4.59}
\end{align*}
$$

$$
\begin{align*}
& \cdots \times\left(A_{l}^{\dagger} A_{l}\right)_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\left(\mathbf{m}-m_{l}\right)}^{j_{\mathbf{m}-m_{l}}}}^{\cdots\left(A_{l}^{\dagger} A_{l}\right)_{j_{\gamma^{-1} \sigma_{1} \sigma_{2}^{-1}(\mathbf{m})}}^{j_{\mathbf{m}}}} \tag{4.60}
\end{align*}
$$

$$
\begin{align*}
& =\sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \operatorname{Tr}_{V_{N}^{\otimes \mathrm{m}}}\left(\left(B_{1}\right)^{\otimes m_{1}} \otimes \cdots \otimes\left(B_{l}\right)^{\otimes m_{l}} \mathcal{L}_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}}\right)  \tag{4.62}\\
& \left.=\sum_{\sigma_{3} \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \mathcal{O}_{\sigma_{3}}\left(B_{l}\right) \delta\left(\sigma_{3}^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)\right)  \tag{4.63}\\
& =\sum_{p_{3}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}}\left(\sum_{\alpha \in \mathrm{Orb}_{\overrightarrow{\mathcal{A}}}\left(p_{3}\right)} \mathcal{O}_{\alpha}\left(B_{l}\right) \delta\left(\alpha^{-1} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)\right)  \tag{4.64}\\
& =\sum_{p_{3}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{l}\right) \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}} \gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}\right)  \tag{4.65}\\
& =\sum_{p_{3}} \frac{\left|T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right| \prod_{\alpha=1}^{l} m_{\alpha}!}{\left|T_{p_{1}}^{\overrightarrow{\mathcal{A}}}\right|\left|T_{p_{2}^{\prime}}^{\overrightarrow{\mathcal{A}}}\right|} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} \mathcal{O}_{\sigma^{\left(p_{3}\right)}}\left(B_{l}\right) \tag{4.66}
\end{align*}
$$

In the above, Kronecker equivariance, Wick's theorem and index contractions were implemented to arrive at (4.60) from (4.58). $A_{\eta}^{\dagger} A_{\eta}=B_{\eta}$ was set in (4.61), and the GIO of classical witness fields along with a delta function were used in (4.63). Equations (4.64) and (4.65) split the sum into equivalence classes/orbits (labelled $p_{3}$ ), and a sum over the elements of orbit $\operatorname{Orb}_{\overrightarrow{\mathcal{A}}}\left(p_{3}\right)$ (labelled $\alpha$ ). The PCA element $T_{p_{3}^{\prime}}^{\overrightarrow{\mathcal{A}}}$ is identified by taking the $\alpha$ sum inside the delta function, to sum over $\alpha^{-1}$. Finally, lemma 5 was utilised in (4.66) to bring the correlator to the form with manifest PCA structure constant dependence.

The prime label on $p_{i}^{\prime}$ is to indicate that it is the partition/equivalence class of an inverse permutation. Employing $\left|T_{p_{i}}^{\overrightarrow{\mathcal{A}}}\right| \mathcal{O}_{\left.\sigma^{\left(p_{i}\right.}\right)} \equiv\left|T_{p_{i}}^{\overrightarrow{\mathcal{A}}}\right| \mathcal{O}_{\sigma_{i}}=\mathcal{O}_{p_{i}}$, and $\left|T_{p_{i}^{\prime}}\right|=\left|T_{p_{i}}\right|$, we achieve the same combinatorial basis result as equation (4.30) for the coupling matrix derivation after rearranging the orbit size factors

$$
\begin{equation*}
\left\langle\mathcal{O}_{p_{1}}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{p_{2}}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle=\prod_{\alpha=1}^{l} m_{\alpha}!\sum_{p_{3}} C_{p_{1} p_{2}^{\prime}}^{p_{3}^{\prime} ; \overrightarrow{\mathcal{A}}} \mathcal{O}_{p_{3}}\left(B_{l}\right) . \tag{4.67}
\end{equation*}
$$

Figures may be generated for the multi-matrix case as a straightforward generalisation to both figures 5 and 6 , by inserting the required number of box operators to match the desired number of witness matrices.

### 4.4 Fourier $/ Q$ basis for multi-matrix, two-point function with quantum and classical fields

Define the GIO for the classical witness fields in Fourier basis as

$$
\begin{equation*}
\mathcal{O}_{\mathbf{r}, \mu, \nu}^{R}\left(X_{l} A_{l}\right)=\sum_{\sigma \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \mu, \nu}^{R} \sigma^{-1}\right) \mathcal{O}_{\sigma}\left(X_{l} A_{l}\right), \tag{4.68}
\end{equation*}
$$

with conjugate

$$
\begin{align*}
\left(\mathcal{O}_{\mathbf{r}, \mu, \nu}^{R}\left(X_{l} A_{l}\right)\right)^{\dagger} & =\sum_{\sigma \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \nu, \mu}^{R} \sigma\right) \mathcal{O}_{\sigma^{-1}}\left(A_{l}^{\dagger} X_{l}^{\dagger}\right)  \tag{4.69}\\
& =\sum_{\tilde{\sigma} \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \nu, \mu}^{R} \tilde{\sigma}^{-1}\right) \mathcal{O}_{\tilde{\sigma}}\left(A_{l}^{\dagger} X_{l}^{\dagger}\right)  \tag{4.70}\\
& =\mathcal{O}_{\mathbf{r}, \nu, \mu}^{R}\left(A_{l}^{\dagger} X_{l}^{\dagger}\right) . \tag{4.71}
\end{align*}
$$

where $\left(Q_{\mathbf{r}, \mu, \nu}^{R}\right)^{\dagger}=Q_{\mathbf{r}, \nu, \mu}^{R}$, and $\sigma^{\dagger}=\sigma^{-1}$ were applied. Using the permutation parameterised correlator result from (4.63), repeated below for convenience,

$$
\begin{align*}
\left\langle\mathcal{O}_{\sigma}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\tau}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle & =\left\langle\mathcal{O}_{\sigma}\left(X_{l} A_{l}\right) \mathcal{O}_{\tau^{-1}}\left(A_{l}^{\dagger} X_{l}^{\dagger}\right)\right\rangle  \tag{4.72}\\
& =\sum_{\rho \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right), \tag{4.73}
\end{align*}
$$

where $B_{l}=A_{l}^{\dagger} A_{l}$ was set, the classical witness field correlator in Fourier basis is

$$
\begin{align*}
& \left\langle\mathcal{O}_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle \\
& =\sum_{\sigma, \tau \in S_{\mathbf{m}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S} \tau\right)\left\langle\mathcal{O}_{\sigma}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\tau}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle  \tag{4.74}\\
& =\sum_{\sigma, \tau, \rho \in S_{\mathbf{m}}} \sum_{\gamma \in S_{m_{1}} \times \cdots \times S_{m_{l}}} \delta\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} \sigma^{-1}\right) \delta\left(Q_{\mathbf{s}, \nu_{2}, \mu_{2}}^{S} \tau\right) \mathcal{O}_{\rho}\left(B_{l}\right) \delta\left(\rho^{-1} \gamma^{-1} \sigma \gamma \tau^{-1}\right)  \tag{4.75}\\
& =h \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{\mathbf{r}, \mu_{1}, \mu_{2}}^{R}\left(B_{l}\right), \tag{4.76}
\end{align*}
$$

where lemma 6 was used to obtain the final line, and again $h=\prod_{\alpha=1}^{l} m_{\alpha}$ !. This correlator result

$$
\begin{equation*}
\left\langle\mathcal{O}_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(X_{l} A_{l}\right)\left(\mathcal{O}_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}\left(X_{l} A_{l}\right)\right)^{\dagger}\right\rangle=h \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \nu_{2}} \mathcal{O}_{\mathbf{r}, \mu_{1}, \mu_{2}}^{R}\left(B_{l}\right) \tag{4.77}
\end{equation*}
$$

generalises the previous findings of section 3.4 to an arbitrary number of witness matrices, while again confirming the orthogonality relations of the two GIO correlator by virtue of the representation theoretic delta functions.

## 5 Algebras and tensor correlators with tensor witnesses

A further extension to the witness field discussion is to introduce tensor invariants [33, 36]. Tensor operators of rank $d$ are invariant under $\mathrm{U}(N)^{\times d}$ and labelled by permutations $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{d}\right)$. As such they are constructed by contracting a given tensor, $Z^{i_{1} \ldots i_{d}}$, with its complex conjugate, ${ }^{6} \bar{Z}_{i_{1}, \ldots i_{d}}$. A general permutation parameterised GIO is then written as

$$
\begin{align*}
& \mathcal{O}_{\sigma_{1}, \ldots, \sigma_{d}}(\bar{Z}, Z) \\
& =\operatorname{Tr}_{V_{1}^{\otimes m} \otimes \cdots \otimes V_{d}^{\otimes m}}\left(Z^{\otimes m} \bar{Z}^{\otimes m}\left(\mathcal{L}_{\sigma_{1}} \otimes \cdots \otimes \mathcal{L}_{\sigma_{d}}\right)\right)  \tag{5.1}\\
& =\sum_{I} \bar{Z}_{\left(i_{1}\right)_{\sigma_{1}(1) \ldots\left(i_{d}\right)_{\sigma_{d}(1)}} \ldots \bar{Z}_{\left(i_{1}\right)_{\sigma_{1}(m)} \ldots\left(i_{d}\right)_{\sigma_{d}(m)}} Z^{\left(i_{1}\right)_{1} \ldots\left(i_{d}\right)_{1}} \ldots Z^{\left(i_{1}\right)_{m} \ldots\left(i_{d}\right)_{m}}, ~}
\end{align*}
$$

where the sum over $I$ is over the full set of indices $I=\left\{\left(i_{1}\right)_{1}, \ldots,\left(i_{d}\right)_{1}, \ldots,\left(i_{1}\right)_{m}, \ldots,\left(i_{d}\right)_{m}\right\}$. The tensor invariants have the underlying equivalence relation

$$
\begin{equation*}
\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{d}\right) \sim\left(\mu_{1} \sigma_{1} \mu_{2}, \mu_{1} \sigma_{2} \mu_{2}, \ldots, \mu_{1} \sigma_{d} \mu_{2}\right) \tag{5.2}
\end{equation*}
$$

where $\sigma_{i}, \mu_{1}, \mu_{2} \in S_{m}$. This is known as the equivalence under left-right diagonal action of $S_{m}$ on $S_{m}^{\times d}$, and means that equivalent permutation tuples produce the same operator

$$
\begin{equation*}
\mathcal{O}_{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{d}}(\bar{Z}, Z)=\mathcal{O}_{\mu_{1} \sigma_{1} \mu_{2}, \mu_{1} \sigma_{2} \mu_{2}, \ldots, \mu_{1} \sigma_{d} \mu_{2}}(\bar{Z}, Z) \tag{5.3}
\end{equation*}
$$

In keeping with the previous matrix discussion, such a relation can be linked to a permutation centralizer algebra (PCA) which may be used to characterise tensor correlators. To help produce an explicit and concise demonstration of such correlator calculations, from here on we specialise to $d=3$. The PCA associated with the tensor model under study is denoted $\mathcal{K}(m)$ and otherwise referred to as the "Kronecker PCA". This was originally discussed in detail in [36] where both a gauged version $\mathcal{K}(m)$ and an un-gauged version $\mathcal{K}_{\text {un }}(m)$ were investigated for their connection to the counting of tensor invariants. ${ }^{7}$ There, $\mathcal{K}_{\text {un }}(m)$ was defined as the vector space and sub-algebra of $\mathbb{C}\left(S_{m}\right)^{\otimes 3}$ which is invariant under the left and right action of the diagonal symmetric group algebra ${ }^{8} \operatorname{Diag}\left[\mathbb{C}\left(S_{m}\right)\right]$, i.e.

$$
\begin{equation*}
\mathcal{K}_{\mathrm{un}}(m)=\operatorname{Span}_{\mathbb{C}}\left\{\sum_{\gamma_{1}, \gamma_{2} \in S_{m}} \gamma_{1} \sigma_{1} \gamma_{2} \otimes \gamma_{1} \sigma_{2} \gamma_{2} \otimes \gamma_{1} \sigma_{3} \gamma_{2}, \quad \sigma_{1}, \sigma_{2}, \sigma_{3} \in S_{m}\right\} \tag{5.4}
\end{equation*}
$$

This is also the definition used in the previous matrix models, where the algebra elements are formed from group averages. An important relation between this PCA and graphs was

[^5]at the centre of $[33,36,38,39]$, where a graph basis for the algebra was implemented. This basis is simply a re-description of the combinatorial/permutation basis so far used, by labelling the algebra in terms of unique graphs. Counting these graphs connects directly to counting the elements in $\mathcal{K}_{u n}(m)$, as they both share the same equivalence relation of (5.2) (see $\S 2$ of [38] for more details on the construction of these graphs).

This relation and fact (5.3) apply to $\mathcal{K}_{\mathrm{un}}(m)$ specifically and in terms of graph nomenclature, $\mathcal{K}_{\mathrm{un}}(m)$ corresponds to bipartite graphs with $m$ trivalent vertices with three incoming coloured edges and $m$ trivalent vertices with three outgoing coloured edges. Unique graphs are hence equivalence classes of triples $\left(\tau_{1}, \tau_{2}, \tau_{3}\right) \in S_{m} \times S_{m} \times S_{m}$. The expression $\operatorname{Col}(m)$ is used to denote the set of such equivalence classes, where $m$ labels the number of vertices, and $r \in\{1, \ldots,|\operatorname{Col}(m)|\}$ is the label for each individual graph of chosen $m$. Alluding to the counting mentioned earlier, it is a fact that $|\operatorname{Col}(m)|=\left|\mathcal{K}_{u n}(m)\right|$, i.e. the number of graphs is equal to the dimension of the algebra. To define the PCA elements used in the subsequent discussion, we additionally specify $\operatorname{Aut}_{\mathcal{K}}(r)$ as the subgroup of $\operatorname{Diag}\left[S_{m}\right] \times \operatorname{Diag}\left[S_{m}\right]$ leaving triples $\left(\sigma_{1}^{(r)}, \sigma_{2}^{(r)}, \sigma_{3}^{(r)}\right) \in S_{m} \times S_{m} \times S_{m}$ fixed, and $\operatorname{Orb}_{\mathcal{K}}(r)$ as the set of unique triples of permutations obtained from the left-right diagonal action of $S_{m}$. The orbit-stabilizer theorem then allows one to connect the size of these orbits, $\left|\operatorname{Orb}_{\mathcal{K}}(r)\right|$, to the size of the $\operatorname{Aut}_{\mathcal{K}}(r)$ group, $\left|\operatorname{Aut}_{\mathcal{K}}(r)\right|$. More precisely, the theorem states that there is an isomorphism such that

$$
\begin{equation*}
\frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}(r)\right|}=\frac{\left|\operatorname{Aut}_{\mathcal{K}}(r)\right|}{\left|\operatorname{Diag}\left[S_{m}\right] \times \operatorname{Diag}\left[S_{m}\right]\right|}=\frac{\left|\operatorname{Aut}_{\mathcal{K}}(r)\right|}{(m!)^{2}} \tag{5.5}
\end{equation*}
$$

Having briefly introduced the background and notation, consider a graph basis element for $\mathcal{K}_{\mathrm{un}}(m)$ as

$$
\begin{align*}
E_{r} & =\frac{1}{(m!)^{2}} \sum_{\mu_{1}, \mu_{2} \in S_{m}} \mu_{1} \sigma_{1}^{(r)} \mu_{2} \otimes \mu_{1} \sigma_{2}^{(r)} \mu_{2} \otimes \mu_{1} \sigma_{3}^{(r)} \mu_{2}  \tag{5.6}\\
& =\frac{\left|\operatorname{Aut}_{\mathcal{K}}(r)\right|}{(m!)^{2}} \sum_{a \in \operatorname{Orb}_{\mathcal{K}}(r)} \sigma_{1}^{(r)}(a) \otimes \sigma_{2}^{(r)}(a) \otimes \sigma_{3}^{(r)}(a)  \tag{5.7}\\
& =\frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}(r)\right|} \sum_{a \in \operatorname{Orb}_{\mathcal{K}}(r)} \sigma_{1}^{(r)}(a) \otimes \sigma_{2}^{(r)}(a) \otimes \sigma_{3}^{(r)}(a) \quad \in \mathcal{K}_{\text {un }}(m) . \tag{5.8}
\end{align*}
$$

Here $a$ labels the distinct permutation triples that are in the same orbit, such that $\left(\sigma_{1}^{(r)}(a) \otimes\right.$ $\left.\sigma_{2}^{(r)}(a) \otimes \sigma_{3}^{(r)}(a)\right)$ is a representative triple of the orbit denoted $\operatorname{Orb}_{\mathcal{K}}(r)$. As an aside, the $T$ basis used in the previous matrix models (for example, equation (3.6) for the Necklace PCA) is straightforwardly related to the graph $E$ basis for the Kronecker PCA via normalisation

$$
\begin{equation*}
E_{r}=\frac{T_{r}^{\mathcal{K}}}{\left|T_{r}^{\mathcal{K}}\right|}, \quad T_{r}^{\mathcal{K}}=\sum_{a \in \operatorname{Orb}_{\mathcal{K}}(r)} \sigma_{1}^{(r)}(a) \otimes \sigma_{2}^{(r)}(a) \otimes \sigma_{3}^{(r)}(a) \tag{5.9}
\end{equation*}
$$

i.e. $T_{r}^{\mathcal{K}}$ is the un-normalised basis element of $\mathcal{K}_{\mathrm{un}}(m)$ and $\left|T_{r}^{\mathcal{K}}\right|=\left|\operatorname{Orb}_{\mathcal{K}}(r)\right|$.

Having addressed the tensor model's algebra, the correlator of tensor GIOs with classical witness fields is calculated in section 5.1. Note that using a coupling witness field faces
difficulties due to a lack of well-defined tensor inverse, hence only classical witness fields are implemented. Additionally, since $\mathcal{K}_{\text {un }}(m)$ is semi-simple and associative, the WedderburnArtin theorem [52] allows us to describe it as a direct sum of matrix algebras. Using this fact, the correlator calculations can be organised in terms of representation theoretic quantities by Fourier transforming the GIOs and subsequently using the multiplication of the Fourier basis matrix elements. This serves to generalise the findings of [36] to include a classical tensor field in an additional basis, and is the subject of section 5.2.

### 5.1 Two-point function of general tensor operators with tensor quantum and classical fields

To calculate tensor correlators with classical tensor witnesses, we define the gauge invariant operators to include both classical field, $\Lambda$, and field variable $Z$, as rank- 3 tensors. The permutation $\sigma_{i} \in S_{m}$ then acts on the $i$-th index of the tensor as per definition in (5.1). Explicitly, we will use the gauge invariant operators:

$$
\begin{align*}
\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) & =\operatorname{Tr}_{V_{1}^{\otimes m}} \otimes V_{2}^{\otimes m} \otimes V_{3}^{\otimes m}\left[Z^{\otimes m} \bar{\Lambda}^{\otimes m}\left(\mathcal{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\left.\sigma_{3}\right)}\right]\right. \\
& =\sum_{I, J, K} \bar{\Lambda}_{\left.i_{\sigma_{1}(1)}\right)_{\sigma_{2}(1)} k_{\sigma_{3}(1)}} \cdots \bar{\Lambda}_{i_{\sigma_{1}(m)} j_{\sigma_{2}(m)} k_{\sigma_{3}(m)}}^{i_{1} j_{1} k_{1}} \cdots Z^{i_{m} j_{m} k_{m}} . \tag{5.10}
\end{align*}
$$

The permutation operators have action

$$
\begin{align*}
& \left(\mathcal{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\sigma_{3}}\right)\left|\left(e_{i_{1}} \otimes \cdots \otimes e_{i_{m}}\right) \otimes\left(e_{j_{1}} \otimes \cdots \otimes e_{j_{m}}\right) \otimes\left(e_{k_{1}} \otimes \cdots \otimes e_{k_{m}}\right)\right\rangle \\
& =\left|\left(e_{i_{\sigma_{1}(1)}} \otimes \cdots e_{i_{\sigma_{1}(m)}}\right) \otimes\left(e_{j_{\sigma_{2}(1)}} \otimes \cdots \otimes e_{j_{\sigma_{2}(m)}}\right) \otimes\left(e_{k_{\sigma_{3}(1)}} \otimes \cdots \otimes e_{k_{\sigma_{3}(m)}}\right)\right\rangle \tag{5.11}
\end{align*}
$$

It is also convenient to write this, in shorthand notation, as:

$$
\begin{align*}
& \left(\mathcal{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\sigma_{3}}\right)\left|e_{i_{1} j_{1} k_{1}} \otimes e_{i_{2 j_{2} k_{2}}} \otimes \cdots e_{i_{m} j_{m} k_{m}}\right\rangle \\
& \quad=\left|e_{i_{\sigma_{1}(1)} j_{\sigma_{2}(1)} k_{\sigma_{3}(1)}} \otimes \cdots \otimes e_{i_{\sigma_{1}(m)} j_{\sigma_{2}(m)} k_{\sigma_{3}(m)}}\right\rangle \tag{5.12}
\end{align*}
$$

We also have, in the shorthand notation,

$$
\begin{align*}
\bar{\Lambda}\left|e_{i j k}\right\rangle & =\bar{\Lambda}_{i j k} \\
\left\langle e^{i j k}\right| Z & =Z^{i j k} \tag{5.13}
\end{align*}
$$

Using these we can convert the trace in tensor space to the formula in terms of indices using

$$
\begin{align*}
& \operatorname{Tr}_{V_{1}^{\otimes m}} \otimes V_{2}^{\otimes m} \otimes V_{3}^{\otimes m}\left[Z^{\otimes m} \bar{\Lambda} \bar{\Lambda}^{\otimes m}\left(\mathcal{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\sigma_{3}}\right)\right] \\
& =\sum_{I, J, K}\left\langle e^{i_{1} j_{1} k_{1}} \otimes \cdots \otimes e^{i_{m} j_{m} k_{m}}\right| Z^{\otimes m} \bar{\Lambda}^{\otimes m}\left(\mathcal{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\sigma_{3}}\right)\left|e_{i_{1} j_{1} k_{1}} \otimes \cdots \otimes e_{i_{m} j_{m} k_{m}}\right\rangle \tag{5.14}
\end{align*}
$$

This translates directly into a diagrammatic form, as given on the left side of the top diagram in figure 7 (see appendix B for more details on interpreting this diagrammatic
tensor GIO). To get the conjugate operator we take $\bar{\Lambda} \rightarrow \Lambda, Z \rightarrow \bar{Z}$ and the inverse of the permutations:

$$
\begin{align*}
& \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)} \\
& =\mathcal{O}_{\tau_{1}^{-1}, \tau_{2}^{-1}, \tau_{3}^{-1}}(\Lambda, \bar{Z}) \\
& =\operatorname{Tr}_{V_{1}^{\otimes m} \otimes V_{2}^{\otimes m} \otimes V_{3}^{\otimes m}}\left[\Lambda^{\otimes m} \bar{Z}^{\otimes m}\left(\mathcal{L}_{\tau_{1}^{-1}} \otimes \mathcal{L}_{\tau_{2}^{-1}} \otimes \mathcal{L}_{\tau_{3}^{-1}}\right)\right]  \tag{5.15}\\
& =\sum_{I, J, K} \bar{Z}_{i_{\tau_{1}^{-1}(1)} j_{\tau_{2}-1(1)} k_{\tau_{3}^{-1}(1)} \cdots \bar{Z}_{i_{\tau_{1}(m)}{ }^{-1} j_{\tau_{2}^{-1}(m)} k_{\tau_{3}^{-1}(m)}} \Lambda^{i_{1} j_{1} k_{1}} \cdots \Lambda^{i_{m} j_{m} k_{m}}},
\end{align*}
$$

where the sum over $I, J, K$ implies the sum over the full set of $i, j$ and $k$ indices (e.g. $\left.I=\left\{i_{1}, \ldots i_{m}\right\}\right)$ and the bar on the fields indicates a covariant field. The conjugate operator has the diagrammatic form in the top-right of figure 7. The tensor field partition function is

$$
\begin{equation*}
\Sigma=\int[d Z][d \bar{Z}] e^{-\frac{1}{2} \sum_{i, j, k} \bar{Z}_{i j k} Z^{i j k}} \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\bar{Z}_{j_{1} j_{2} j_{3}} Z^{i_{1} i_{2} i_{3}}\right\rangle=\delta_{j_{1}}^{i_{1}} \delta_{j_{2}}^{i_{2}} \delta_{j_{3}}^{i_{3}} \tag{5.17}
\end{equation*}
$$

is the two-point function of field variables $Z, \bar{Z}$. The GIO correlator with classical tensor fields is therefore

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle \\
& =\frac{1}{\Sigma} \int[d Z][d \bar{Z}] \mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)} e^{-\frac{1}{2} \sum_{i, j, k} \bar{Z}_{i j k} Z^{i j k}}  \tag{5.18}\\
& =\sum_{\substack{I, J, K \\
I^{\prime}, J^{\prime}, K^{\prime}}}\left\langle\bar{\Lambda}_{\left.i_{\sigma_{1}(1)}^{\prime}\right)_{\sigma_{2}(1)}^{\prime} k_{\sigma_{3}(1)}^{\prime}} \cdots \bar{\Lambda}_{\left.i_{\sigma_{1}(m)}^{\prime}\right)_{\sigma_{2}(m)}^{\prime} k_{\sigma_{3}(m)}^{\prime}} Z^{i_{1}^{\prime} j_{1}^{\prime} k_{1}^{\prime}} \cdots Z^{i_{m}^{\prime} j_{m}^{\prime} k_{m}^{\prime}}\right.  \tag{5.19}\\
& \left.\times \bar{Z}_{\tau_{1}^{-1}(1) j_{2}^{-1}(1)} k_{\tau_{3}^{-1}(1)} \cdots \bar{Z}_{i_{\tau_{1}^{-1}(m)} j_{\tau_{2}^{-1}(m)} k_{\tau_{3}^{-1}(m)}} \Lambda^{i_{1} j_{1} k_{1}} \cdots \Lambda^{i_{m} j_{m} k_{m}}\right\rangle \\
& =\sum_{\substack{I, J, K \\
I^{\prime}, J^{\prime}, K^{\prime}}} \sum_{\gamma \in S_{m}} \bar{\Lambda}_{i_{\sigma_{1}(1)}^{\prime} j_{\sigma_{2}(1)}^{\prime}} k_{\sigma_{3}(1)}^{\prime} \cdots \bar{\Lambda}_{\left.i_{\sigma_{1}(m)}^{\prime}\right)_{\sigma_{2}(m)} j_{\sigma_{3}(m)}^{\prime}}^{k^{\prime}} \Lambda^{i_{1} j_{1} k_{1}} \cdots \Lambda^{i_{m} j_{m} k_{m}} \tag{5.20}
\end{align*}
$$

$$
\begin{align*}
& =\sum_{\substack{I, J, K \\
\gamma \in S_{m}}} \bar{\Lambda}_{\sigma_{\sigma_{1} \gamma \tau_{1}^{-1}(1)} j_{\sigma_{2} \gamma \tau_{2}^{-1}(1)} k_{\sigma_{3} \gamma \tau_{3}^{-1}(1)}} \cdots \bar{\Lambda}_{i_{\sigma_{1} \gamma \tau_{1}^{-1}(m)} j_{\sigma_{2 \gamma \tau_{2}}^{-1}(m)}{ }^{k} \sigma_{3 \gamma \tau_{3}^{-1}(m)}}  \tag{5.21}\\
& \times \Lambda^{i_{1} j_{1} k_{1}} \cdots \Lambda^{i_{m} j_{m} k_{m}} .
\end{align*}
$$

where the expectation value on field variables $Z$ and $\bar{Z}$ has been expanded into a sum over permutations $\gamma$ via Wick's theorem, and Kronecker equivariance was used to arrive at (5.21). Therefore we have in trace notation

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle= \\
& \quad \sum_{\gamma \in S_{m}} \operatorname{Tr}_{V_{1}^{\otimes m} \otimes V_{2}^{\otimes m} \otimes V_{3}^{\otimes m}}\left(\Lambda^{\otimes m} \bar{\Lambda}^{\otimes m}\left(\mathcal{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\sigma_{3}}\right)\left(\mathcal{L}_{\gamma}\right)^{\otimes 3}\left(\mathcal{L}_{\tau_{1}^{-1}} \otimes \mathcal{L}_{\tau_{2}^{-1}} \otimes \mathcal{L}_{\tau_{3}^{-1}}\right)\right) . \tag{5.22}
\end{align*}
$$



Figure 7. The diagrammatic representation of the tensor model two-point function of gauge invariant operators with classical tensor witnesses. This example takes $\Lambda$ and $Z$ as contravariant tensors and their conjugates as covariant tensors, where all fields are rank-3 and displayed using triangles. The figure implies (via their associated linear operators) that each of the three indices on every term in the tensor product, is permuted by $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ (or $\tau_{1}^{-1}, \tau_{2}^{-1}$ and $\tau_{3}^{-1}$ ) respectively. Once again, applying Wick's theorem introduces a permutation $\gamma$ that is summed over, accompanied by a twist in the indices.

A diagram representing this tensor, two-point GIO correlator and its equivalent description in terms of the $\gamma$ permutations using Wick's theorem, is given in figure 7. Next we simplify (5.21) with the introduction of delta functions and elements $\alpha_{l}$ for $l=1,2,3$,

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle \\
& =\sum_{\substack{I, J, K \\
\alpha_{l}, \gamma \in S_{m}}} \bar{\Lambda}_{i_{\alpha_{1}(1)} j_{\alpha_{2}(1)} k_{\alpha_{3}(1)}} \cdots \bar{\Lambda}_{i_{\alpha_{1}(m)} j_{\alpha_{2}(m)} k_{\alpha_{3}(m)}}  \tag{5.23}\\
& \quad \times \Lambda^{i_{1} j_{1} k_{1}} \cdots \Lambda^{i_{m} j_{m} k_{m}} \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma \tau_{l}^{-1}\right)
\end{align*}
$$

where $\sum_{\alpha_{l}}$ implies a sum over $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$. The sum of the classical tensor fields, $\Lambda$ and $\bar{\Lambda}$, over their index sets $I, J, K$ now takes the form of an operator as defined in equation (5.10) i.e.

$$
\begin{align*}
\mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) & =\sum_{I, J, K} \bar{\Lambda}_{i_{\alpha_{1}(1)} j_{\alpha_{2}(1)} k_{\alpha_{3}(1)}} \cdots \bar{\Lambda}_{i_{\alpha_{1}(m)} j_{\alpha_{2}(m)} k_{\alpha_{3}(m)}} \Lambda^{i_{1} j_{1} k_{1}} \cdots \Lambda^{i_{m} j_{m} k_{m}}  \tag{5.24}\\
& =\operatorname{Tr}_{V_{1}^{\otimes m} \otimes V_{2}^{\otimes m} \otimes V_{3}^{\otimes m}}\left(\Lambda^{\otimes m} \bar{\Lambda}^{\otimes m}\left(\mathcal{L}_{\alpha_{1}} \otimes \mathcal{L}_{\alpha_{2}} \otimes \mathcal{L}_{\alpha_{3}}\right)\right) \tag{5.25}
\end{align*}
$$

such that

$$
\begin{equation*}
\left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle=\sum_{\alpha_{l}, \gamma \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma \tau_{l}^{-1}\right) . \tag{5.26}
\end{equation*}
$$

The expression is further simplified by introducing $\gamma=\gamma_{1} \gamma_{2}$ and, by using the invariance of the GIO in classical tensor fields, $\mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}=\mathcal{O}_{\mu_{2} \alpha_{1} \mu_{1}, \mu_{2} \alpha_{2} \mu_{1}, \mu_{2} \alpha_{3} \mu_{1}}$, permutations $\mu_{2}$ and $\mu_{1}$ can be included in the correlator (see appendix C for more details)

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\left.\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)\right\rangle}\right. \\
& =\frac{1}{m!} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right)  \tag{5.27}\\
& =\frac{1}{(m!)^{3}} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2}, \mu_{1}, \mu_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\mu_{2} \alpha_{l}^{-1} \mu_{1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right) .
\end{align*}
$$

Using the cyclicity of permutations in the delta functions, in explicit tensor product form the correlator is

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\left.\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)\right\rangle}\right. \\
& =\frac{1}{(m!)^{3}} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2}, \mu_{1}, \mu_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda)  \tag{5.28}\\
& \quad \times \boldsymbol{\delta}_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right)\left(\mu_{1}^{\otimes 3}\right)\left(\sigma_{1} \otimes \sigma_{2} \otimes \sigma_{3}\right)\left(\gamma_{1}^{\otimes 3}\right)\left(\gamma_{2}^{\otimes 3}\right)\left(\tau_{1}^{-1} \otimes \tau_{2}^{-1} \otimes \tau_{3}^{-1}\right)\left(\mu_{2}^{\otimes 3}\right)\right)
\end{align*}
$$

where

$$
\begin{equation*}
\delta_{3}\left(\beta_{1} \otimes \beta_{2} \otimes \beta_{3}\right) \equiv \prod_{l}^{3} \delta\left(\beta_{l}\right) \quad \text { for } \quad \beta_{l} \in S_{m} \tag{5.29}
\end{equation*}
$$

The two-point function now takes the form of an operator strictly in the classical tensor fields multiplying a delta function of tensored permutations of $S_{m}$. This can be further evaluated using the elements of the Kronecker PCA, $\mathcal{K}_{\text {un }}(m)$. There are two permutation triples with left-right $S_{m} \times S_{m}$ diagonal permutations acting on them in the delta function of (5.28). Bringing the sums over $\mu_{i}, \gamma_{i}$ inside, the correlator is equivalently rewritten as

$$
\begin{align*}
\left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle= & \frac{1}{(m!)^{3}} \sum_{\alpha_{l} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \\
& \times \boldsymbol{\delta}_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right)\left[\sum_{\mu_{1}, \gamma_{1}} \mu_{1} \sigma_{1} \gamma_{1} \otimes \mu_{1} \sigma_{2} \gamma_{1} \otimes \mu_{1} \sigma_{3} \gamma_{1}\right]\right. \\
& \left.\times\left[\sum_{\mu_{2}, \gamma_{2}} \gamma_{2} \tau_{1}^{-1} \mu_{2} \otimes \gamma_{2} \tau_{2}^{-1} \mu_{2} \otimes \gamma_{2} \tau_{3}^{-1} \mu_{2}\right]\right) \tag{5.30}
\end{align*}
$$

These square bracket terms are just the graph basis elements of (5.6) up to the normalisation factors and choice of graph label. Since the GIO are functions of equivalence class, we can equally write an operator defined by permutations ( $\sigma_{1}, \sigma_{2}, \sigma_{3}$ ), as an operator defined by $\left(\sigma_{1}^{(r)}, \sigma_{2}^{(r)}, \sigma_{3}^{(r)}\right)$ instead. This $(r)$ notation implies any triple of permutations from the orbit $\operatorname{Orb}_{\mathcal{K}}(r)$, i.e. from equivalence class $r$. Hence, associating the $\sigma_{i}$ and $\tau_{i}$ triples with graph labels $r$ and $s$ respectively, the correlator is now defined in reference to this basis as

$$
\left.\begin{array}{rl}
\left\langle\mathcal{O}_{E_{r}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{E_{s}}(\bar{\Lambda}, Z)}\right\rangle & =\left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle \\
& \equiv\left\langle\mathcal{O}_{\sigma_{1}^{(r)}, \sigma_{2}^{(r)}, \sigma_{3}^{(r)}}(\bar{\Lambda}, Z) \mathcal{O}_{\tau_{1}^{(s)}, \tau_{2}^{(s)}, \tau_{3}^{(s)}}(\bar{\Lambda}, Z)\right.
\end{array}\right] \quad \begin{array}{ll} 
& =m!\sum_{\alpha_{l} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \boldsymbol{\delta}_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right) E_{r} E_{s^{\prime}}\right) .
\end{array}
$$

The prime notation on $E_{s^{\prime}}$, is used to indicate that this basis algebra element was formed from an triple of inverse permutations, namely $\left(\tau_{1}^{-1}, \tau_{2}^{-1}, \tau_{3}^{-1}\right)$. Decomposing the $\alpha_{l} \in S_{m}$ sums into sums over equivalence classes (labelled by $p$ ) and sums over elements in each class (labelled by $d$ ), ${ }^{9}$ means the $\alpha^{-1}$ triple can also be exchanged for a Kronecker PCA basis element

$$
\begin{align*}
& \left\langle\mathcal{O}_{E_{r}}(\bar{\Lambda}, Z) \overline{\left.\mathcal{O}_{E_{s}}(\bar{\Lambda}, Z)\right\rangle}\right. \\
& =m!\sum_{p}\left[\sum_{d \in \operatorname{Orb}_{\mathcal{K}}(p)} \mathcal{O}_{\alpha_{1}^{(p)}, \alpha_{2}^{(p)}, \alpha_{3}^{(p)}}(\bar{\Lambda}, \Lambda)\right.  \tag{5.34}\\
& \left.\quad \times \boldsymbol{\delta}_{3}\left(\left(\left(\alpha_{1}^{-1}\right)^{\left(p^{\prime}\right)}(d) \otimes\left(\alpha_{2}^{-1}\right)^{\left(p^{\prime}\right)}(d) \otimes\left(\alpha_{3}^{-1}\right)^{\left(p^{\prime}\right)}(d)\right) E_{r} E_{s^{\prime}}\right)\right] \\
& =m!\sum_{p}\left(\mathcal{O}_{\alpha_{1}^{(p)}, \alpha_{2}^{(p)}, \alpha_{3}^{(p)}(\bar{\Lambda}, \Lambda)}\right. \\
& \left.\quad \times \boldsymbol{\delta}_{3}\left[\sum_{d \in \operatorname{Orb}_{\mathcal{K}}(p)}\left(\left(\alpha_{1}^{-1}\right)^{\left(p^{\prime}\right)}(d) \otimes\left(\alpha_{2}^{-1}\right)^{\left(p^{\prime}\right)}(d) \otimes\left(\alpha_{3}^{-1}\right)^{\left(p^{\prime}\right)}(d)\right) E_{r} E_{s^{\prime}}\right]\right) \tag{5.35}
\end{align*}
$$

where the orbits/equivalence classes in this sum decomposition are labelled by $p$, and again, the prime notation has been adopted for the inverse triple $\left(\alpha_{1}^{-1}, \alpha_{2}^{-1}, \alpha_{3}^{-1}\right) .{ }^{10}$ Hence,

$$
\begin{equation*}
\left\langle\mathcal{O}_{E_{r}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{E_{s}}(\bar{\Lambda}, Z)}\right\rangle=\sum_{p} m!\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right| \mathcal{O}_{\alpha_{1}^{(p)}, \alpha_{2}^{(p)}, \alpha_{3}^{(p)}}(\bar{\Lambda}, \Lambda) \boldsymbol{\delta}_{3}\left(E_{p^{\prime}} E_{r} E_{s^{\prime}}\right) \tag{5.36}
\end{equation*}
$$

Note that since the GIO are invariant under the equivalence relation (5.3), the operator $\mathcal{O}_{\alpha_{1}^{(p)}, \alpha_{2}^{(p)}, \alpha_{3}^{(p)}}$ is the same for all $d \in \operatorname{Orb}_{\mathcal{K}}(p)$, and so the $d$-label on the operator is omitted. For this same reason, it is free to move outside the sum over $d$ as seen in (5.35). From §2.3

[^6]of [38], this delta function of graph basis elements can also be simplified. The following multiplication rule holds
\[

$$
\begin{equation*}
E_{r} E_{s^{\prime}}=\sum_{t=1}^{|\operatorname{Col}(m)|} C_{r s^{\prime}}^{t ; \mathcal{K}} E_{t} \quad \Longrightarrow \quad \delta_{3}\left(E_{p^{\prime}} E_{r} E_{s^{\prime}}\right)=\sum_{t=1}^{|\operatorname{Col}(m)|} C_{r s^{\prime}}^{t ; \mathcal{K}} \delta_{3}\left(E_{p^{\prime}} E_{t}\right) . \tag{5.37}
\end{equation*}
$$

\]

where $C_{r s^{\prime}}^{t, \mathcal{K}}$ is the $\mathcal{K}_{\text {un }}(m)$ structure constant in the graph basis. Setting $\sigma^{(p)}(a)=\sigma_{1}^{(p)}(a) \otimes$ $\sigma_{2}^{(p)}(a) \otimes \sigma_{3}^{(p)}(a)$ for convenience, the inner product $g$ on $\mathbb{C}\left(S_{m}\right)^{\otimes 3}$ can be defined as

$$
\begin{equation*}
g\left(\alpha^{(p)}(a), \beta^{(t)}(b)\right)=\delta_{3}\left(\left(\alpha^{-1}\right)^{(p)}(a) \beta^{(t)}(b)\right), \tag{5.38}
\end{equation*}
$$

and one can identify that

$$
\begin{align*}
\delta_{3}\left(E_{p^{\prime}} E_{t}\right) & =\frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right|\left|\operatorname{Orb}_{\mathcal{K}}(t)\right|} \sum_{a \in \operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)} \sum_{b \in \operatorname{Orb}_{\mathcal{K}}(t)} \delta_{3}\left(\left(\alpha^{-1}\right)^{\left(p^{\prime}\right)}(a) \beta^{(t)}(b)\right)  \tag{5.39}\\
& =\frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right|\left|\operatorname{Orb}_{\mathcal{K}}(t)\right|} \sum_{a \in \operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)} \sum_{b \in \operatorname{Orb}_{\mathcal{K}}(t)} g\left(\alpha^{\left(p^{\prime}\right)}(a), \beta^{(t)}(b)\right)  \tag{5.40}\\
& =\frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right|\left|\operatorname{Orb}_{\mathcal{K}}(t)\right|} \sum_{a \in \operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)} \sum_{b \in \operatorname{Orb}_{\mathcal{K}}(t)} \delta_{p^{\prime} t} \delta_{a b}  \tag{5.41}\\
& =\frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right|} \delta_{p^{\prime} t} . \tag{5.42}
\end{align*}
$$

Combining equations (5.42) and (5.37) then substituting this into equation (5.36), the final expression for the correlator in the graph basis becomes

$$
\begin{align*}
\left\langle\mathcal{O}_{E_{r}}(\bar{\Lambda}, Z) \overline{\left.\mathcal{O}_{E_{s}}(\bar{\Lambda}, Z)\right\rangle}\right\rangle & =\sum_{p} \sum_{t=1}^{|\operatorname{Col}(m)|} m!\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right| \mathcal{O}_{\alpha_{1}^{(p)}, \alpha_{2}^{(p)}, \alpha_{3}^{(p)}}(\bar{\Lambda}, \Lambda) C_{r s^{\prime}}^{t ; \mathcal{K}} \frac{1}{\left|\operatorname{Orb}_{\mathcal{K}}\left(p^{\prime}\right)\right|} \delta_{p^{\prime} t}  \tag{5.43}\\
& =\sum_{p} m!C_{r s^{\prime} ; \mathcal{O}^{\prime}} \mathcal{O}_{\alpha_{1}^{(p)}, \alpha_{2}^{(p)}, \alpha_{3}^{(p)}}(\bar{\Lambda}, \Lambda)  \tag{5.44}\\
& =m!\sum_{p} C_{r s^{\prime}}^{p^{\prime} ; \mathcal{K}} \mathcal{O}_{E_{p}}(\bar{\Lambda}, \Lambda), \tag{5.45}
\end{align*}
$$

where the final line identifies the $\alpha_{i}^{(p)}$ triple with algebra element $E_{p}$ (see equation (5.31) for similar application). This graph basis result

$$
\begin{equation*}
\left\langle\mathcal{O}_{E_{r}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{E_{s}}(\bar{\Lambda}, Z)}\right\rangle=m!\sum_{p} C_{r s^{\prime}}^{p^{\prime} ; \mathcal{K}} \mathcal{O}_{E_{p}}(\bar{\Lambda}, \Lambda) \tag{5.46}
\end{equation*}
$$

is again in keeping with the previous cases: a linear combination of operators composed of the classical (tensor) fields with multiplicative structure constant factors from the corresponding PCA. Hence, given a set of basis labels ( $E_{r}, E_{s}, E_{p}$ ), these structure constants can be computed. Note that for the graph basis of $\mathcal{K}_{\text {un }}(m)$ used, the structure constant appearing in the final expression, $C_{r s^{\prime}}^{p^{\prime}} \mathcal{K}$, is an integer as shown in [38].

### 5.2 Fourier/ $Q$ basis

This section utilises the Fourier basis to write the correlator in terms of representation theoretic quantities. The Fourier basis we use is referred to as the " $Q_{\mathrm{un}}$-basis of $\mathcal{K}_{\mathrm{un}}(m)$ " in [36] where again, "un" stands for "ungauged". These $Q_{\text {un }}$ matrix basis elements, transformed from the combinatorial basis in (5.4), are given by ${ }^{11}$

$$
\begin{equation*}
Q_{\mathrm{un} ; \lambda, \rho}^{R, S, T}=\kappa_{R, S, T} \sum_{\sigma_{l} \in S_{m}} \sum_{i_{l}, j_{l}} C_{i_{1}, i_{2}, i_{3}}^{R, S, T} C_{j_{1}, j_{2}, j_{3}}^{R, S ; T, \rho} D_{i_{1} j_{1}}^{R}\left(\sigma_{1}\right) D_{i_{2} j_{2}}^{S}\left(\sigma_{2}\right) D_{i_{3} j_{3}}^{T}\left(\sigma_{3}\right) \sigma_{1} \otimes \sigma_{2} \otimes \sigma_{3} \tag{5.47}
\end{equation*}
$$

where the sums over $\sigma_{l}, i_{l}, j_{l}$ are taken to mean summing over all $l$ values: $l=1,2,3$. Here $\kappa_{R, S, T}=\frac{d(R) d(S) d(T)}{(m!)^{3}}$, where $d(A)$ is the dimension of representation $A$ of $S_{m}$. In other words, the matrices $D^{A}(\sigma)$ of representation $A$ of permutation element $\sigma \in S_{m}$, are $d(A) \times d(A)$ in size. The $C_{i_{1}, i_{2}, i_{3}}^{R, S ; T, \lambda}$ terms are Clebsch-Gordan coefficients, which arise from the decomposition of a tensor product representation into the space of irreps tensored by the multiplicity space of the irreps. Indices $i_{1}, j_{1}$ run from 1 to $d(R), i_{2}, j_{2}$ from 1 to $d(S)$ and $i_{3}, j_{3}$ from 1 to $d(T)$, while $\lambda, \rho \in[1, \mathrm{C}(R, S, T)]$ where $\mathrm{C}(R, S, T)$ is the Kronecker coefficient: the multiplicity of the irrep $T$ in the tensor product of the irreps $R$ and $S$. Such a decomposition may be written as

$$
\begin{equation*}
V_{R} \otimes V_{S}=\bigoplus_{T \vdash m} V_{T} \otimes V_{\lambda} \tag{5.48}
\end{equation*}
$$

with $V_{R}, V_{S}$ and $V_{T}$ the vector space representations for $S_{m}$, and $V_{\lambda}$ the multiplicity space. Multiplication of two $Q_{\mathrm{un}}$-basis elements gives

$$
\begin{equation*}
Q_{\mathrm{un} ; \lambda_{1}, \rho_{1}}^{R, S, T} Q_{\mathrm{un} ; \lambda_{2}, \rho_{2}}^{R^{\prime}, S^{\prime}, T^{\prime}}=\delta_{R R^{\prime}} \delta_{S S^{\prime}} \delta_{T T^{\prime}} \delta_{\rho_{1} \lambda_{2}} Q_{\mathrm{un} ; \lambda_{1}, \rho_{2}}^{R, S, T} \tag{5.49}
\end{equation*}
$$

and the stability of the $Q_{\mathrm{un}}$-basis elements under left and right actions of the diagonal group algebra Diag $\left[\mathbb{C}\left(S_{n}\right)\right]$ elements implies ${ }^{12}$

$$
\begin{equation*}
\left(\gamma_{1}^{\otimes 3}\right) Q_{\mathrm{un} ; \lambda, \rho}^{R, S, T}\left(\gamma_{2}^{\otimes 3}\right)=Q_{\mathrm{un} ; \lambda, \rho}^{R, S, T} \tag{5.50}
\end{equation*}
$$

As for the operators, they take Fourier form

$$
\begin{equation*}
\mathcal{O}_{\lambda, \rho}^{R, S, T}(\bar{\Lambda}, Z)=\sum_{\sigma_{1}, \sigma_{2}, \sigma_{3}} \boldsymbol{\delta}_{3}\left(Q_{\mathrm{un} ; \lambda, \rho}^{R, S, T}\left(\sigma_{1}^{-1} \otimes \sigma_{2}^{-1} \otimes \sigma_{3}^{-1}\right)\right) \mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \tag{5.51}
\end{equation*}
$$

where $\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)$ is defined in (5.10), while the conjugate Fourier operator is

$$
\begin{align*}
\overline{\mathcal{O}_{\lambda, \rho}^{R^{\prime}, S^{\prime}, T^{\prime}}(\bar{\Lambda}, Z)} & =\sum_{\sigma_{1}, \sigma_{2}, \sigma_{3}} \delta_{3}\left(Q_{\mathrm{un} ; \lambda, \rho}^{R^{\prime}, S^{\prime}, T^{\prime}}\left(\sigma_{1}^{-1} \otimes \sigma_{2}^{-1} \otimes \sigma_{3}^{-1}\right)\right) \overline{\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)}  \tag{5.52}\\
& =\sum_{\sigma_{1}, \sigma_{2}, \sigma_{3}} \boldsymbol{\delta}_{3}\left(Q_{\mathrm{un} ; \rho, \lambda}^{R^{\prime}, S^{\prime}, T^{\prime}}\left(\sigma_{1} \otimes \sigma_{2} \otimes \sigma_{3}\right)\right) \overline{\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)} \tag{5.53}
\end{align*}
$$

[^7]with $\overline{\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)}$ defined in (5.15). Using fact $D_{i j}^{R}(\sigma)=D_{j i}^{R}\left(\sigma^{-1}\right)$ in equation (5.47), the multiplicity indices $\lambda, \rho$ have swapped positions in (5.53), accompanied by the inverse permutations of the delta function. The two-point function in this basis is then
\[

$$
\begin{align*}
& \left\langle\mathcal{O}_{\lambda_{1}, \rho_{1}}^{R, S, T}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\lambda_{2}, \rho_{2}}^{R^{\prime},,^{\prime}, T^{\prime}}(\bar{\Lambda}, Z)}\right\rangle \\
& =\left\langle\sum_{\sigma_{1}, \sigma_{2}, \sigma_{3}} \delta_{3}\left(Q_{\mathrm{un} ; \lambda_{1}, \rho_{1}}^{R, S, T}\left(\sigma_{1}^{-1} \otimes \sigma_{2}^{-1} \otimes \sigma_{3}^{-1}\right)\right) \mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)\right.  \tag{5.54}\\
& \left.\quad \times \sum_{\substack{\tau_{1}, \tau_{2}, \tau_{3}}} \boldsymbol{\delta}_{3}\left(Q_{\mathrm{un} ; \rho_{2}, \lambda_{2}}^{R^{\prime}, S^{\prime}, T}\left(\tau_{1} \otimes \tau_{2} \otimes \tau_{3}\right)\right) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle \\
& =\sum_{\substack{\sigma_{1}, \sigma_{2}, \sigma_{3} \\
\tau_{1}, \tau_{2}, \tau_{3}}} \boldsymbol{\delta}_{3}\left(Q_{\mathrm{un} ; \lambda_{1}, \rho_{1}}^{R, S, T}\left(\sigma_{1}^{-1} \otimes \sigma_{2}^{-1} \otimes \sigma_{3}^{-1}\right)\right)  \tag{5.55}\\
& \quad \times \boldsymbol{\delta}_{3}\left(Q_{\mathrm{un} ; \rho_{2}, \lambda_{2}}^{R^{\prime},,^{\prime}, T}\left(\tau_{1} \otimes \tau_{2} \otimes \tau_{3}\right)\right)\left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)}\right\rangle
\end{align*}
$$
\]

From here, the result of (5.28), repeated below for convenience,

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\left.\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)\right\rangle}=\frac{1}{(m!)^{3}} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2}, \mu_{1}, \mu_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}} \bar{\Lambda}, \Lambda\right)  \tag{5.56}\\
& \quad \times \boldsymbol{\delta}_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right)\left(\mu_{1}^{\otimes 3}\right)\left(\sigma_{1} \otimes \sigma_{2} \otimes \sigma_{3}\right)\left(\gamma_{1}^{\otimes 3}\right)\left(\gamma_{2}^{\otimes 3}\right)\left(\tau_{1}^{-1} \otimes \tau_{2}^{-1} \otimes \tau_{3}^{-1}\right)\left(\mu_{2}^{\otimes 3}\right)\right),
\end{align*}
$$

may be utilised by substituting this correlator into the expression (5.55). By then summing over the $\sigma_{i}$ and $\tau_{i}$, the tensor product triples of (5.56) are replaced by the $Q$-basis elements via the delta functions. As such we have

$$
\begin{align*}
& \left\langle\mathcal{O}_{\lambda_{1}, \rho_{1}}^{R, S}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\lambda_{2}, \rho_{2}}^{R^{\prime}, S^{\prime}, T^{\prime}}(\bar{\Lambda}, Z)}\right\rangle=\frac{1}{(m!)^{3}} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2}, \mu_{1}, \mu_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda)  \tag{5.57}\\
& \times \delta_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right)\left(\mu_{1}^{\otimes 3}\right) Q_{\mathrm{un} ; \lambda_{1}, \rho_{1}}^{R, S, T}\left(\gamma_{1}^{\otimes 3}\right)\left(\gamma_{2}^{\otimes 3}\right) Q_{\mathrm{un} ; \rho_{2}, \lambda_{2}}^{R^{\prime}, S^{\prime}, \lambda^{\prime}}\left(\mu_{2}^{\otimes 3}\right)\right) .
\end{align*}
$$

Using properties (5.50) and (5.49) of the $Q_{\mathrm{un}}$-basis,

$$
\begin{align*}
& \left\langle\mathcal{O}_{\lambda_{1}, \rho_{1}}^{R, S, T}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\lambda_{2}, \rho_{2}}^{R^{\prime}, S^{\prime}, T^{\prime}}(\bar{\Lambda}, Z)}\right\rangle \\
& \quad=m!\sum_{\alpha_{l} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \delta_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right) Q_{\mathrm{un}, \lambda_{1}, \rho_{1}}^{R, S, T} Q_{\mathrm{un} ; \rho_{2}, \lambda_{2}}^{R^{\prime}, S^{\prime}, T^{\prime}}\right)  \tag{5.58}\\
& \quad=m!\delta_{R R^{\prime}} \delta_{S S^{\prime}} \delta_{T T^{\prime}} \delta_{\rho_{1} \rho_{2}} \sum_{\alpha_{l} \in S_{m}} \delta_{3}\left(\left(\alpha_{1}^{-1} \otimes \alpha_{2}^{-1} \otimes \alpha_{3}^{-1}\right) Q_{\mathrm{un} ; \lambda_{1}, \lambda_{2}}^{R, S, T}\right) \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda)  \tag{5.59}\\
& \quad=m!\delta_{R R^{\prime}} \delta_{S S^{\prime}} \delta_{T T^{\prime}} \delta_{\rho_{1} \rho_{2}} \mathcal{O}_{\mathrm{un}, \lambda_{1}, \lambda_{2}}^{R, S, T}(\bar{\Lambda}, \Lambda), \tag{5.60}
\end{align*}
$$

where the final equation comes from the operator definition in (5.51). The correlator

$$
\begin{equation*}
\left\langle\mathcal{O}_{\lambda_{1}, \rho_{1}}^{R, S, T}(\bar{\Lambda}, Z) \overline{\mathcal{O}_{\lambda_{2}, \rho_{2}}^{R^{\prime}, S^{\prime}, T^{\prime}}(\bar{\Lambda}, Z)}\right\rangle=m!\delta_{R R^{\prime}} \delta_{S S^{\prime}} \delta_{T T^{\prime}} \delta_{\rho_{1} \rho_{2}} \mathcal{O}_{\mathrm{un} ; \lambda_{1}, \lambda_{2}}^{R, S, T}(\bar{\Lambda}, \Lambda) \tag{5.61}
\end{equation*}
$$

is therefore akin to the matrix cases where the final result is also proportional to an operator of the classical witness fields in representation theoretic/Fourier basis.

## 6 Summary and outlook

Representation theoretic orthogonal bases for the complex one-matrix, multi-matrix and tensor models have applications in the AdS/CFT correspondence and more general models of gauge-string duality. It has been understood that these orthogonal bases are related to permutation centralizer algebras and organise many aspects of the combinatorics of matrix and tensor model correlators. In the context of $\mathrm{CFT}_{4}$, these algebras have been shown to be related to enhanced symmetries in the free field limit [24, 37]. However a direct physical interpretation, in terms of the observables of matrix or tensor models, of the structure constants of these algebras has so far been lacking. In this paper, we showed that the notion of matrix and tensor witness fields, defined in the introduction, allows such a direct interpretation. The Fourier transform from combinatorial bases of the PCAs to representation theoretic Wedderburn-Artin bases lead to generalisations of the orthogonality relations making contact with the super-integrability programme of Morozov and Mironov [43]. We outline a number of future research directions suggested by the results of this paper.

The problem of identifying the quantum state associated with the operator $\mathcal{O}_{R}(Z)$ in the half-BPS sector of $\mathcal{N}=4$ SYM with $\mathrm{U}(N)$ gauge group is related to interesting questions related to the black hole information paradox [53] and also connects with interesting structural properties of the centres of symmetric group algebras [54]. The Casimirs of $\mathrm{U}(N)$, which can identify the Young diagrams, can be related to asymptotic multipole moments of the gravity fields generated by the LLM geometry [55] corresponding to the Young diagram $R$. Using the results of this paper, we can measure the Young diagram labelling a matrix model observable by inspecting the outcome of the 2-point correlator as a function of a matrix coupling. It would be interesting to consider deformations of $\mathcal{N}=4$ SYM involving the introduction of 4 -dimensional background matrix fields. Presumably this would reduce or break the supersymmetry, but would provide an interesting higher dimensional quantum field theory arena to explore the implications of witness fields, with potential implications for the gravity dual. The use of classical matrix fields alongside quantum matrix fields inside observables has also been used in the context of coherent state methods for matrix correlator problems in $\mathcal{N}=4$ SYM [56]. In a distant corners limit the Young diagram bases of the 2 -matrix sector considered in section 3 have been related to coherent state calculations, resulting in new integral formulae for symmetric group characters [57]. A better understanding of the link between coherent state methods and the results in the present paper is likely to be useful in applying the present results to giant graviton physics. For example taking the matrix $A$ in section 2.3 to be another complex field say $Y$ among the $\mathrm{SU}(3)$ triplet $\{Z, Y, X\}$ of complex fields in SYM, the r.h.s. of (2.80) contains Schur polynomial functions of $Y Y^{\dagger}$. Finding an interpretation of such Schur polynomials in the bulk space-time is an interesting problem. A non-trivial goal would be to justify such an interpretation using agreement between independent calculations in bulk and boundary, e.g. agreements of 3 -point functions along the lines of [9-16].

In this paper we have considered modifications of Gaussian single and multi-matrix actions by adding matrix couplings to the quadratic terms. We have shown that two-point
functions calculated as a function of the matrix couplings define structure constants of associative algebras. An interesting question is whether analogous correlators depending on matrix couplings in the quadratic terms lead to associative algebra structure constants when the Gaussian actions are perturbed with interaction terms. Commutator interaction terms are of interest in AdS/CFT (see [58-60]) and also in the context of emergence geometry in the context of the IKKT IIB matrix model [61, 62]. Establishing associativity or characterising the departure from associativity in interacting matrix models are interesting projects.

The formula (1.8) for the 2-point function in the one-complex matrix in the combinatorial basis has an interpretation as a combinatorial model of gauge-string duality [63-65] closely analogous to the duality between partition functions of two-dimensional Yang-Mills theory and combinatorial models of Euler characteristics of Hurwitz moduli space [66, 67]. The combinatorial string side is a sum over Belyi maps, which are branched covers of the sphere with three branch points. The different world-sheet genera are summed with an $N$-dependent weight. With appropriate normalization of the operators, $1 / N$ can be interpreted as the string coupling. In the presence of the matrix coupling $A$, powers of the string coupling have effectively been replaced by the invariant functions $\mathcal{O}_{p_{3}}(B)$. From (1.10) we recover $C_{p_{1}, p_{2}}^{p_{3}}$ by picking up the coefficient of $\mathcal{O}_{p_{3}}(B)$. We thus have a direct matrix model interpretation of Belyi map counting with specified branching structure at the three branch points being given by the partitions $\left(p_{1}, p_{2}, p_{3}\right)$. This is a refinement of the Belyi map matrix model connection known from [63-65].

It is instructive to compare the emergence of the structure constants of a symmetry algebra in this paper from matrix and tensor witness fields, i.e. classical couplings in the action or classical constituents of composite classical/quantum observables, with other ways of getting structure constants of algebras in quantum field theory. A common mechanism is to consider 3-point functions in topological or conformal field theories (see discussions, for example, in $[68,69]$ ).

Algebraic techniques similar to those used in this paper have recently been applied to the case of matrix models or matrix quantum systems where the $\mathrm{U}(N)$ invariance of matrix variables is replaced by an $S_{N}$ (symmetric group) invariance of the matrix variables. The hidden symmetry algebra is related to a partition algebra. More precisely, for the case of degree $k$ invariants, we have an $S_{k}$ invariant subspace of a partition algebra $P_{k}(N)$, denoted $S P_{k}(N)$. This is developed in [70,71]. A natural future direction is to obtain the explicit structure constants of these algebras using witness fields as we have done here.
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## A Deriving the two-point function with witness matrix field

Here the basic two-point function of matrix variables $Z$ and $Z^{\dagger}$ is derived. The path integral with a coupling witness matrix field $A$ (that is taken to be invertible), is

$$
\begin{equation*}
\Sigma[0]=\int[d Z] e^{-\operatorname{Tr}\left(Z A Z^{\dagger}\right)} \tag{A.1}
\end{equation*}
$$

where the $[0]$ in $\Sigma[0]$ represents a source-free action/integral. The action is

$$
\begin{align*}
\operatorname{Tr}\left(Z A Z^{\dagger}\right) & =\sum_{i, j, k} Z_{j}^{i} A_{k}^{j}\left(Z^{\dagger}\right)_{i}^{k} \\
& =\sum_{i, j, k, l, m, n} Z_{j}^{i}\left(\delta_{k}^{j} A_{l}^{k} \delta_{m}^{l} \delta_{i}^{n}\right)\left(Z^{\dagger}\right)_{n}^{m}  \tag{A.2}\\
& =\sum_{i, j, m, n} Z_{j}^{i}\left(\delta_{i}^{n} A_{m}^{j}\right)\left(Z^{\dagger}\right)_{n}^{m}
\end{align*}
$$

Having separated the expression in terms of indices, to begin solving the integral, first define a $N^{2}$-dimensional vector with components equal to matrix $Z$ 's elements as follows

$$
\vec{x}=\left[\begin{array}{c}
x^{1}  \tag{A.3}\\
x^{2} \\
\vdots \\
x^{N^{2}}
\end{array}\right]=\left[\begin{array}{c}
Z_{1}^{1} \\
\vdots \\
Z_{N}^{1} \\
Z_{1}^{2} \\
\vdots \\
Z_{N}^{2} \\
\vdots \\
Z_{1}^{N} \\
\vdots \\
Z_{N}^{N}
\end{array}\right] .
$$

Its Hermitian conjugate is therefore

$$
\left.\begin{array}{rl}
\vec{x}^{\dagger} & =\left[\begin{array}{llll}
\left(x^{1}\right)^{*} \cdots \cdots & \cdots & \left(x^{N^{2}}\right)^{*}
\end{array}\right] \\
& =\left[\begin{array}{llllll}
\left(Z_{1}^{1}\right)^{*} \cdots & \left(Z_{N}^{1}\right)^{*} \cdots & \cdots & \cdots & \left(Z_{1}^{N}\right)^{*} \cdots & \left(Z_{N}^{N}\right)^{*}
\end{array}\right]  \tag{A.4}\\
& =\left[\begin{array}{lllll}
\left(Z^{\dagger}\right)_{1}^{1} \cdots & \left(Z^{\dagger}\right)_{1}^{N} & \cdots & \cdots & \cdots
\end{array}\left(Z^{\dagger}\right)_{N}^{1} \cdots\right. \\
\left(Z^{\dagger}\right)_{N}^{N}
\end{array}\right] .
$$

In component form, each matrix element is then defined as

$$
\begin{equation*}
x^{N(i-1)+j}:=Z_{j}^{i} \quad \text { and } \quad\left(x^{\dagger}\right)_{N(n-1)+m}:=\left(Z^{*}\right)_{m}^{n}=\left(Z^{\dagger}\right)_{n}^{m} . \tag{A.5}
\end{equation*}
$$

Similarly, for $\delta_{i}^{n} A_{m}^{j}$ in the last line of (A.2), introduce the $N^{2} \times N^{2}$ dimensional matrix $R$, which is formed from this Kronecker product of $\mathbb{I}$ (the identity matrix) and $A^{T}$

$$
\begin{equation*}
\delta_{i}^{n} A_{m}^{j}=\delta_{i}^{n}\left(A^{T}\right)_{j}^{m}=\left(\mathbb{I} \otimes A^{T}\right)_{i, j}^{n, m}=: R_{N(i-1)+j}^{N(n-1)+m} . \tag{A.6}
\end{equation*}
$$

Note that $A^{T}$ was introduced so that $R$ and the vector variables of (A.5), contract/multiply correctly. The action can thus be redefined using the above objects as

$$
\begin{align*}
\vec{x}^{\dagger} R \vec{x} & =\sum_{i, j, n, m}\left(x^{\dagger}\right)_{N(n-1)+m}\left(R_{N(i-1)+j}^{N(n-1)+m}\right) x^{N(i-1)+j} \\
& =\sum_{i, j, n, m}\left(Z^{\dagger}\right)_{n}^{m}\left(\delta_{i}^{n}\left(A^{T}\right)_{j}^{m}\right) Z_{j}^{i}  \tag{A.7}\\
& =\sum_{i, j, m} Z_{j}^{i} A_{m}^{j}\left(Z^{\dagger}\right)_{i}^{m} \\
& =\operatorname{Tr}\left(Z A Z^{\dagger}\right) .
\end{align*}
$$

Substituting this into the integral and changing the variable of the measure to $\vec{x}$, we find it is of standard form and is readily computable

$$
\begin{equation*}
\Sigma[0]=\int[d \vec{x}] e^{-\vec{x}^{\dagger} R \vec{x}}=\pi^{N^{2}} \operatorname{det}\left(R^{-1}\right) \tag{A.8}
\end{equation*}
$$

Equation (A.8) holds when $R$ is Hermitian and is positive definite (see chapter 3.2 of [72]). These conditions are adhered to throughout the discussion of matrix coupling fields in this paper. To derive the correlator, we introduce complex vector sources $\left(\vec{S}, \vec{S}^{\dagger}\right)$ to the action and normalise by the sourceless partition function

$$
\begin{equation*}
\Sigma\left[\vec{S}, \vec{S}^{\dagger}\right]=\frac{1}{\Sigma[0]} \int[d \vec{x}] e^{-\vec{x}^{\dagger} R \vec{x}+\vec{x}^{\dagger} \vec{S}+\vec{S}^{\dagger} \vec{x}} \tag{A.9}
\end{equation*}
$$

where $\vec{x}^{\dagger} \vec{S}=\left(\vec{x}^{\dagger}\right)_{N(i-1)+j}(\vec{S})^{N(i-1)+j}$ and $\vec{S}^{\dagger} \vec{x}=\left(\vec{S}^{\dagger}\right)_{N(i-1)+j}(\vec{x})^{N(i-1)+j}$, with $\vec{S}$ an $N^{2-}$ dimensional vector. One may write

$$
\begin{align*}
\left(\vec{x}-R^{-1} \vec{S}\right)^{\dagger} R\left(\vec{x}-R^{-1} \vec{S}\right) & =\vec{x}^{\dagger} R \vec{x}-\vec{x}^{\dagger} R R^{-1} \vec{S}-\vec{S}^{\dagger}\left(R^{-1}\right)^{\dagger} R \vec{x}+\vec{S}^{\dagger}\left(R^{-1}\right)^{\dagger} R R^{-1} \vec{S}  \tag{A.10}\\
& =\vec{x}^{\dagger} R \vec{x}-\vec{x}^{\dagger} \vec{S}-\vec{S}^{\dagger} \vec{x}+\vec{S}^{\dagger} R^{-1} \vec{S}
\end{align*}
$$

where in the second line $\left(R^{-1}\right)^{\dagger}=R^{-1}$ was used to simplify. Therefore

$$
\begin{equation*}
\Sigma\left[\vec{S}, \vec{S}^{\dagger}\right]=\frac{1}{\Sigma[0]} \int[d \vec{x}] e^{-\left(\vec{x}-R^{-1} \vec{S}\right)^{\dagger} R\left(\vec{x}-R^{-1} \vec{S}\right)+\vec{S}^{\dagger} R^{-1} \vec{S}} \tag{A.11}
\end{equation*}
$$

Changing variables as $\vec{y}=\vec{x}-R^{-1} \vec{S}$ produces a trivial Jacobian and hence

$$
\begin{equation*}
\Sigma\left[\vec{S}, \vec{S}^{\dagger}\right]=e^{\vec{S}^{\dagger} R^{-1} \vec{S}} \underbrace{\frac{1}{\Sigma[0]} \int[d \vec{y}] e^{-\vec{y}^{\dagger} R \vec{y}}}_{=1}=e^{\vec{S}^{\dagger} R^{-1} \vec{S}} . \tag{A.12}
\end{equation*}
$$

Finally, to derive the correlator, we set

$$
\begin{equation*}
\left\langle Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k}\right\rangle=\left\langle x^{N(i-1)+j}\left(x^{\dagger}\right)_{N(l-1)+k}\right\rangle=\left\langle x^{\mu}\left(x^{\dagger}\right)_{\nu}\right\rangle \tag{A.13}
\end{equation*}
$$

where we have labelled $\mu=N(i-1)+j, \nu=N(l-1)+k$ for convenience. Taking derivatives of the partition function (A.12) with respect to the sources and at the end of
the calculation, setting the sources to zero, we obtain

$$
\left.\begin{align*}
\left\langle x^{\mu}\left(x^{\dagger}\right)_{\nu}\right\rangle & =\left.\frac{\partial}{\partial S^{\nu}} \frac{\partial}{\partial\left(S^{\dagger}\right)_{\mu}}\left(\Sigma\left[\vec{S}, \vec{S}^{\dagger}\right]\right)\right|_{\vec{S}=\vec{S}^{\dagger}=0} \\
& =\left.\frac{\partial}{\partial S^{\nu}} \frac{\partial}{\partial\left(S^{\dagger}\right)_{\mu}} e^{\sum_{\sigma, \lambda}\left(S^{\dagger}\right)_{\sigma}\left(R^{-1}\right)_{\lambda}^{\sigma} S^{\lambda}}\right|_{\vec{S}=\vec{S}^{\dagger}=0} \\
& =\frac{\partial}{\partial S^{\nu}}\left[\sum_{\sigma, \lambda} \delta_{\sigma}^{\mu}\left(R^{-1}\right)_{\lambda}^{\sigma} S^{\lambda} \cdot \Sigma\left[\vec{S}, \vec{S}^{\dagger}\right]\right.
\end{aligned}\right|_{\vec{S}=\vec{S}^{\dagger}=0} \quad \begin{aligned}
&  \tag{A.14}\\
&
\end{align*}=\left.\left[\sum_{\sigma, \lambda} \delta_{\sigma}^{\mu}\left(R^{-1}\right)_{\lambda}^{\sigma} \delta_{\nu}^{\lambda} \cdot \Sigma\left[\vec{S}, \vec{S}^{\dagger}\right]+\left(\vec{S} \text { and } \vec{S}^{\dagger} \text { dependent terms }\right)\right]\right|_{\vec{S}=\vec{S}^{\dagger}=0}
$$

Therefore the basic two-point function with witness matrix field is

$$
\begin{align*}
\left\langle Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k}\right\rangle=\left\langle x^{\mu}\left(x^{\dagger}\right)_{\nu}\right\rangle=\left(R^{-1}\right)_{\nu}^{\mu} & =\left(R^{-1}\right)_{N(l-1)+k}^{N(i-1)+j}  \tag{A.15}\\
& =\left(\left(\mathbb{I} \otimes A^{T}\right)^{-1}\right)_{N(l-1)+k}^{N(i-1)+j}  \tag{A.16}\\
& =\left((\mathbb{I})^{-1} \otimes\left(A^{T}\right)^{-1}\right)_{N(l-1)+k}^{N(i-1)+j}  \tag{A.17}\\
& =\delta_{l}^{i}\left(\left(A^{T}\right)^{-1}\right)_{k}^{j}  \tag{A.18}\\
& =\delta_{l}^{i}\left(A^{-1}\right)_{j}^{k} \tag{A.19}
\end{align*}
$$

where equation (A.18) writes the $R^{-1}$ matrix components in terms of the Kronecker product components, as in (A.6). Note that the condition that $R$ is Hermitian, implies that in addition to invertibility, $A$ must also be Hermitian. This can be seen by observing the block diagonal matrix $R$, formed from the Kronecker product between the delta function and $A^{T}$

Since $R=R^{\dagger}$, then by virtue that $R$ is block diagonal, where each block consists of the same matrix $A^{T}$, we have $A^{T}=\left(A^{T}\right)^{\dagger}$ and consequently, $A=A^{\dagger}$.

Additionally, since Hermitian matrices are diagonalisable, it suffices that if $R$ is positive definite, i.e. its eigenvalues are all positive, and as $R$ is composed of $N$ copies of the eigenvalues of $A^{T}$ (noting that $A$ has the same eigenvalues as $A^{T}$ ), then $A$ must also be positive definite. Finally, integrals of the form (A.8), can be extended to those with a complex symmetric matrix $R^{\prime}$, providing further positivity conditions are applied to the real/Hermitian part of $R^{\prime}$ (see chapter 1.7 of [73]).

## B Interpreting correlator diagrams

This appendix describes how to interpret the correlator diagrams, focussing on the "onematrix correlator with coupling witness field" result of section 2.1 as a main example first, then proceeds to describe a tensor GIO diagram, used to produce the correlator figure in section 5.1.

Figure 8 shows the one-matrix correlator diagrams where each box corresponds to an "operator" which are connected to one another by "branches". Note that there are also horizontal lines at the bottom and top of the diagrams, which imply that the ends of these branches should be identified. The operators can either be matrix variables such as $Z$, witness fields $B$, or permutation linear operators such as $\mathcal{L}_{\sigma}$ for $\sigma \in S_{n}$. As mentioned previously, the permutation operators act on basis vectors in the following way

$$
\begin{equation*}
\mathcal{L}_{\sigma}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{n}}\right\rangle=\left|e_{i_{\sigma(1)}} \ldots e_{i_{\sigma(n)}}\right\rangle . \tag{B.1}
\end{equation*}
$$

where $e_{i_{1}}, \ldots, e_{i_{n}}$ is a basis for $V^{\otimes n}$. They abide by the tensor composition property

$$
\begin{equation*}
\mathcal{L}_{\sigma} \mathcal{L}_{\tau}=\mathcal{L}_{\sigma \tau}, \tag{B.2}
\end{equation*}
$$

which is shown by calculating the tensor composition elements of these operators by inserting the identity

$$
\begin{align*}
& \left\langle e^{j_{1}} \otimes \cdots \otimes e^{j_{n}}\right| \mathcal{L}_{\sigma} \mathcal{L}_{\tau}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{n}}\right\rangle \\
& =\left\langle e^{j_{1}} \otimes \cdots \otimes e^{j_{n}}\right| \mathcal{L}_{\sigma}\left|e_{k_{1}} \otimes \cdots \otimes e_{k_{n}}\right\rangle\left\langle e^{k_{1}} \otimes \cdots \otimes e^{k_{n}}\right| \mathcal{L}_{\tau}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{n}}\right\rangle \\
& =\left\langle e^{j_{1}} \otimes \cdots \otimes e^{j_{n}} \mid e_{k_{\sigma(1)}} \otimes \cdots \otimes e_{k_{\sigma(n)}}\right\rangle\left\langle e^{k_{1}} \otimes \cdots \otimes e^{k_{n}} \mid e_{i_{\tau(1)}} \otimes \cdots \otimes e_{\left.i_{\tau(n)}\right)}\right\rangle \\
& =\delta_{k_{\sigma(1)}}^{j_{1}} \cdots \delta_{k_{\sigma(n)}}^{j_{n}} \delta_{i_{1}(1)}^{k_{1}} \cdots \delta_{i_{\tau(n)}}^{k_{n}}  \tag{B.3}\\
& =\delta_{k_{1}}^{j_{\sigma-1}(1)} \cdots \delta_{k_{n}}^{j_{\sigma-\alpha}(n)} \delta_{i_{\tau(1)}}^{k_{1}} \cdots \delta_{i_{\tau(n)}}^{k_{n}} \\
& =\delta_{i_{\sigma \tau(1)}}^{j_{1}} \cdots \delta_{i_{\sigma \tau(n)}}^{j_{n}},
\end{align*}
$$

where the last two steps make use of Kronecker equivariance and the repeated indices are summed. By virtue of the operator action (B.1), it may also be written that

$$
\begin{align*}
\left\langle e^{j_{1}} \otimes \cdots \otimes e^{j_{n}}\right| \mathcal{L}_{\sigma \tau}\left|e_{i_{1}} \otimes \cdots \otimes e_{i_{n}}\right\rangle & =\left\langle e^{j_{1}} \otimes \cdots \otimes e^{j_{n}} \mid e_{i_{\sigma \tau(1)}} \otimes \cdots \otimes e_{i_{\sigma \tau(n)}}\right\rangle \\
& =\delta_{i_{\sigma \tau(1)}}^{j_{1}} \cdots \delta_{i_{\sigma \tau(n)}}^{j_{n}} \tag{B.4}
\end{align*}
$$

Since results (B.3) and (B.4) are equal, we conclude that $\mathcal{L}_{\sigma} \mathcal{L}_{\tau}=\mathcal{L}_{\sigma \tau}$. The composition of these linear operators can therefore be thought of as first substituting $e_{i_{a}}$ for $e_{i_{\tau(a)}}$ from the action of $\mathcal{L}_{\tau}(\tau$ thus acting on the positions of basis vectors labelled by $a \in\{1,2, \cdots, n\})$, then further substituting $e_{i_{\tau(a)}}$ for $e_{i_{\tau(\sigma(a))}}=e_{i_{\sigma \tau(a)}}$ from the action of $\mathcal{L}_{\sigma}$. Having addressed the operator properties, to obtain the correlator result by reading figure 8 , start at the top $J$ index of the right hand side diagram. Follow this branch downward to encounter the $B^{\otimes n}, \mathcal{L}_{\gamma^{-1}}$ and $\mathcal{L}_{\sigma_{1}}$ operators. This connection of the three operators corresponds to multiplication/contraction of indices as

$$
\begin{equation*}
\sum_{K, L} B_{k_{1}}^{j_{1}} \ldots B_{k_{n}}^{j_{n}}\left(\mathcal{L}_{\gamma^{-1}}\right)_{l_{1}, \ldots, l_{n}}^{k_{1}, \ldots, k_{n}}\left(\mathcal{L}_{\sigma_{1}}\right)_{i_{1}, \ldots, l_{n}}^{l_{1}, \ldots, l_{n}}=\sum_{K} B_{k_{1}}^{j_{1}} \ldots B_{k_{n}}^{j_{n}}\left(\mathcal{L}_{\gamma^{-1} \sigma_{1}}\right)_{i_{1}, \ldots, i_{n}}^{k_{1}, \ldots, k_{n}} . \tag{B.5}
\end{equation*}
$$



Figure 8. The correlator diagrams where each box is an operator connected by branches. The right side diagram explicitly shows the indices, indicating that horizontal lines are to be thought of as traces connecting the bottom and top. The diagram is read by following branches downward and multiplying the operators encountered.
where $\sum_{K, L}$ indicates a sum over all $k, l$ indices. Note that the upper indices on the $B$ witness matrices are labelled with $j$ and the lower indices on operator $\mathcal{L}_{\sigma_{1}}$ are labelled with $i$, in keeping with the figure 8 labels. Continuing on, follow the bottom $I$ index under $\mathcal{L}_{\sigma_{1}}$ to the top of the diagram since we identify the horizontal lines, and progress down this branch, meeting $\mathcal{L}_{\gamma}$ then $\mathcal{L}_{\sigma_{2}^{-1}}$ and finally connecting back to the $J$ index at the top. Having formed a connected loop, all indices are contracted and we may represent the result as a trace over these operators. In total, including the sum over $\gamma$, the correlator of the one-matrix, coupling witness field model is therefore

$$
\begin{align*}
& \left\langle\mathcal{O}_{\sigma_{1}}(Z)\left(\mathcal{O}_{\sigma_{2}}(Z)\right)^{\dagger}\right\rangle \\
& =\sum_{\gamma \in S_{n}} \sum_{I, J, K, L, P} B_{k_{1}}^{j_{1}} \ldots B_{k_{n}}^{j_{n}}\left(\mathcal{L}_{\gamma^{-1}}\right)_{l_{1}, \ldots, l_{n}}^{k_{1}, \ldots, k_{n}}\left(\mathcal{L}_{\sigma_{1}}{J_{1}, \ldots, i_{n}}_{l_{1}, \ldots, l_{n}}\left(\mathcal{L}_{\gamma}\right)_{p_{1}, \ldots, p_{n}}^{i_{1}, \ldots, i_{n}}\left(\mathcal{L}_{\sigma_{2}^{-1}}\right)_{j_{1}, \ldots, j_{n}}^{p_{1}, \ldots, p_{n}}\right.  \tag{B.6}\\
& =\sum_{\gamma \in S_{n}} \operatorname{Tr}_{V_{N}^{\otimes n}}^{\otimes n}\left(B^{\otimes n} \mathcal{L}_{\gamma^{-1}} \mathcal{L}_{\sigma_{1}} \mathcal{L}_{\gamma} \mathcal{L}_{\sigma_{2}^{-1}}\right)  \tag{B.7}\\
& =\sum_{\gamma \in S_{n}} \operatorname{Tr}_{V_{N}^{\otimes n}}^{\otimes n}\left(B^{\otimes n} \mathcal{L}_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}}\right)  \tag{B.8}\\
& =\sum_{j_{1}, \ldots j_{n}} \sum_{\gamma \in S_{n}}\left\langle e^{j_{1}} \ldots e^{j_{n}}\right| B^{\otimes n} \mathcal{L}_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}}\left|e_{j_{1}} \ldots e_{j_{n}}\right\rangle  \tag{B.9}\\
& =\sum_{j_{1}, \ldots, j_{n}} \sum_{\gamma \in S_{n}}\left\langle e^{j_{1}} \ldots e^{j_{n}}\right| B^{\otimes n}\left|e_{j_{\gamma^{-1}}} \sigma_{\sigma_{1} \gamma \sigma_{2}^{-1}(1)} \ldots e_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(n)}}\right\rangle  \tag{B.10}\\
& =\sum_{j_{1}, \ldots, j_{n}} \sum_{\gamma \in S_{n}} B_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(1)}^{j_{1}}} \ldots B_{j_{\gamma^{-1} \sigma_{1} \gamma \sigma_{2}^{-1}(n)}^{j_{n}}} . \tag{B.11}
\end{align*}
$$

where (B.2) was used in equation (B.8), and (B.1) used in (B.10). This is the previously identified result of equation (2.21). Note that the right hand side diagram introduces a swap


Figure 9. A diagram representing a single gauge invariant tensor operator $\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)$, with quantum fields $Z$ and classical witnesses $\bar{\Lambda}$. It can be decomposed into two parts: (1) where $Z^{\otimes m}$ acts on a bra state and (2) where the linear permutation operators act first on a ket state, followed by $\bar{\Lambda}^{\otimes m}$.
in the indices. The origin of this swap stems from deriving the basic two-point function, as seen in appendix A, where indices $j, l$ on $\left\langle Z_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k}\right\rangle=\delta_{l}^{i}\left(A^{-1}\right)_{j}^{k}$ switch positions in the outcome.

The tensor correlator diagram of figure 7 from section 5.1, introduces tensor variables $(Z, \bar{Z})$ and witnesses $(\Lambda, \bar{\Lambda})$ illustrated by triangles. To help understand this, we explain the diagrammatic representation of a single tensor GIO, $\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z)$, in figure 9 . Mathematically we calculate (1) and (2) as follows

$$
\begin{align*}
(1) & =\left\langle\left(e^{i_{1}} \otimes e^{j_{1}} \otimes e^{k_{1}}\right) \otimes \cdots \otimes\left(e^{i_{m}} \otimes e^{j_{m}} \otimes e^{k_{m}}\right)\right| Z^{\otimes m}  \tag{B.12}\\
& =Z^{i_{1} j_{1} k_{1}} \ldots Z^{i_{m} j_{m} k_{m}}  \tag{B.13}\\
(2) & =\bar{\Lambda} \otimes m  \tag{B.14}\\
& \left.=\bar{L}_{\sigma_{1}} \otimes \mathcal{L}_{\sigma_{2}} \otimes \mathcal{L}_{\sigma_{3}}\right)\left|\left(e_{i_{1}} \otimes e_{j_{1}} \otimes e_{k_{1}}\right) \otimes \cdots \otimes\left(e_{i_{m}} \otimes e_{j_{m}} \otimes e_{k_{m}}\right)\right\rangle  \tag{B.15}\\
& \left.\left.=\bar{\Lambda}_{i_{\sigma_{1}(1)}} \otimes e_{j_{\sigma_{2}(1)}} \otimes e_{k_{\sigma_{2}(1)} k_{\sigma_{3}(1)}}\right) \otimes \cdots \otimes\left(e_{i_{\sigma_{1}(m)}} \ldots \bar{\Lambda}_{i_{\sigma_{1}(m)} j_{\sigma_{2}(m)} k_{\sigma_{3}(m)}} \otimes e_{j_{\sigma_{2}(m)}} \otimes e_{k_{\sigma_{3}(m)}}\right)\right\rangle \tag{B.16}
\end{align*}
$$

Combining these two pieces, the final GIO evaluation is then

$$
\begin{align*}
\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) & =(1) \times(2)  \tag{B.17}\\
& =\bar{\Lambda}_{i_{\sigma_{1}(1)} j_{\sigma_{2}(1)} k_{\sigma_{3}(1)} \ldots \bar{\Lambda}_{i_{\sigma_{1}(m)} j_{\sigma_{2}(m)} k_{\sigma_{3}(m)}} Z^{i_{1} j_{1} k_{1}} \ldots Z^{i_{m} j_{m} k_{m}}} \tag{B.18}
\end{align*}
$$

which matches the definition in equation (5.10). The triangles are used to help emphasise that the tensor field operators are maps from the tensor space to the complex numbers $Z^{\otimes m}: V^{\otimes m} \rightarrow \mathbb{C}$.

## C Delta function sums

Equation (5.27) can be obtained from equation (5.26) by first exchanging the $\gamma \in S_{m}$. Begin with

$$
\begin{equation*}
\sum_{\gamma_{1}, \gamma_{2}, \alpha \in S_{m}} \delta\left(\gamma_{1} \gamma_{2} \alpha\right) \tag{C.1}
\end{equation*}
$$

Setting $\gamma=\gamma_{1} \gamma_{2}$ and noting that the sum over $\gamma_{1}$ runs over all permutations in $S_{m}$, and so too does the sum over $\gamma_{1}=\gamma \gamma_{2}^{-1}$, then we can substitute $\sum_{\gamma_{1}}$ for $\sum_{\gamma}$

$$
\begin{equation*}
\sum_{\gamma_{1}, \gamma_{2}, \alpha} \delta\left(\gamma_{1} \gamma_{2} \alpha\right)=\sum_{\gamma, \gamma_{2}, \alpha} \delta(\gamma \alpha)=m!\sum_{\gamma, \alpha} \delta(\gamma \alpha) \Longrightarrow \sum_{\gamma, \alpha} \delta(\gamma \alpha)=\frac{1}{m!} \sum_{\gamma_{1}, \gamma_{2}, \alpha} \delta\left(\gamma_{1} \gamma_{2} \alpha\right) \tag{C.2}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\left\langle\mathcal{O}_{\sigma_{1}, \sigma_{2}, \sigma_{3}}(\bar{\Lambda}, Z) \overline{\left.\mathcal{O}_{\tau_{1}, \tau_{2}, \tau_{3}}(\bar{\Lambda}, Z)\right\rangle}\right. & =\sum_{\alpha_{l}, \gamma \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma \tau_{l}^{-1}\right)  \tag{C.3}\\
& =\frac{1}{m!} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right)
\end{align*}
$$

We then use the invariance of the operator $\mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda)$ to insert permutations $\mu_{1}$ and $\mu_{2}$,

$$
\begin{align*}
& \frac{1}{m!} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2} \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right) \\
& \quad=\frac{1}{m!} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2} \in S_{m}} \mathcal{O}_{\mu_{1} \alpha_{1} \mu_{2}, \mu_{1} \alpha_{2} \mu_{2}, \mu_{1} \alpha_{3} \mu_{2}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\alpha_{l}^{-1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right)  \tag{C.4}\\
& \quad=\frac{1}{m!} \sum_{\gamma_{1}, \gamma_{2} \in S_{m}} \sum_{\mu_{1}^{-1}} \mathcal{O}_{\tilde{\alpha}_{l} \mu_{2}^{-1} \in \tilde{\alpha}_{m}, \tilde{\alpha}_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\mu_{2} \tilde{\alpha}_{l}^{-1} \mu_{1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right)  \tag{C.5}\\
& \quad=\frac{1}{m!} \sum_{\gamma_{1}, \gamma_{2} \in S_{m}} \sum_{\tilde{\alpha}_{l} \in S_{m}} \mathcal{O}_{\tilde{\alpha}_{1}, \tilde{\alpha}_{2}, \tilde{\alpha}_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\mu_{2} \tilde{\alpha}_{l}^{-1} \mu_{1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right)  \tag{C.6}\\
& \quad=\frac{1}{(m!)^{3}} \sum_{\alpha_{l}, \gamma_{1}, \gamma_{2} \mu_{1}, \mu_{2}, \in S_{m}} \mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda) \prod_{l=1}^{3} \delta\left(\mu_{2} \alpha_{l}^{-1} \mu_{1} \sigma_{l} \gamma_{1} \gamma_{2} \tau_{l}^{-1}\right) \tag{C.7}
\end{align*}
$$

In (C.4) the equivalence property $\mathcal{O}_{\alpha_{1}, \alpha_{2}, \alpha_{3}}(\bar{\Lambda}, \Lambda)=\mathcal{O}_{\mu_{1} \alpha_{1} \mu_{2}, \mu_{1} \alpha_{2} \mu_{2}, \mu_{1} \alpha_{3} \mu_{2}}(\bar{\Lambda}, \Lambda)$ is used. Equation (C.5) relabels $\mu_{1} \alpha_{l} \mu_{2} \rightarrow \tilde{\alpha}$, while (C.6) relabels the sum since both cover all elements in $S_{m}$. Finally (C.7) introduces sums over $\mu_{1}$ and $\mu_{2}$ and includes the appropriate normalisation factors.

## D Wedderburn-Artin basis properties for general matrix models

Take the multi-matrix model tensor space decomposition

$$
\begin{equation*}
V_{R}^{\left(S_{\mathbf{m}}\right)}=\bigoplus_{\mathbf{r}} V_{R_{1}}^{\left(S_{m_{1}}\right)} \otimes V_{R_{2}}^{\left(S_{m_{2}}\right)} \otimes \cdots \otimes V_{R_{l}}^{\left(S_{m_{l}}\right)} \otimes V_{\mathbf{r}}^{R} \tag{D.1}
\end{equation*}
$$

Here, $R$ is the representation of $S_{\mathbf{m}}$ with $\mathbf{m}=m_{1}+m_{2}+\cdots+m_{l}$ and $\mathbf{r}=\left(R_{1}, R_{2}, \ldots, R_{l}\right)$ which denotes the set of individual representations $R_{i}$, for $i=1, \ldots, l$. The restricted character is

$$
\begin{equation*}
\chi_{\mathbf{r}, \mu, \nu}^{R}(\sigma)=\sum_{\mathbf{t}} \sum_{i, j} D_{i j}^{R}(\sigma) B_{\mathbf{r}, \mu ; \mathbf{t}}^{R ; j} B_{\mathbf{r}, \nu ; \mathbf{t}}^{R ; i} \tag{D.2}
\end{equation*}
$$

where $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{l}\right)$ are a set of labels used to denote the states of each individual representation space e.g. $V_{R_{1}}^{\left(S_{m_{1}}\right)}$ has states labelled by $t_{1} . \mu, \nu$ are multiplicity indices. The Wedderburn-Artin basis (also referred to as $Q$-basis/Fourier basis) element

$$
\begin{equation*}
Q_{\mathbf{r}, \mu, \nu}^{R}=\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu, \nu}^{R}(\sigma) \sigma^{-1} \tag{D.3}
\end{equation*}
$$

multiplies like a matrix in the multiplicity indices and is subsequently proven.

## Lemma 7.

$$
\begin{equation*}
Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} Q_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}=\delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \mu_{2}} Q_{\mathbf{r}, \mu_{1}, \nu_{2}}^{R} \tag{D.4}
\end{equation*}
$$

Proof.

$$
\begin{align*}
Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} Q_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S} & =\frac{d_{R} d_{S}}{(\mathbf{m}!)^{2}} \sum_{\sigma, \tau \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}(\sigma) \chi_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}(\tau) \sigma^{-1} \tau^{-1}  \tag{D.5}\\
& =\frac{d_{R} d_{S}}{(\mathbf{m}!)^{2}} \sum_{\alpha \in S_{\mathbf{m}}}\left[\sum_{\tau \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(\tau^{-1} \alpha\right) \chi_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}(\tau)\right] \alpha^{-1}, \tag{D.6}
\end{align*}
$$

where in the above, $\sigma \rightarrow \tau^{-1} \alpha$ and the sum symbol is exchanged accordingly. The square bracket term can be evaluated using the definition of (D.2)

$$
\begin{align*}
& \sum_{\tau \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(\tau^{-1} \alpha\right) \chi_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}(\tau) \\
& =\sum_{\tau \in S_{\mathbf{m}}} \sum_{\mathbf{t}, \mathbf{q}} \sum_{i, j, k, l} D_{i j}^{R}\left(\tau^{-1} \alpha\right) B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} B_{\mathbf{r}, \nu_{1} ; \mathbf{t}}^{R ; i} D_{k l}^{S}(\tau) B_{\mathbf{s}, \mu_{2} ; \mathbf{q}}^{S ; l} B_{\mathbf{s}, \nu_{2} ; \mathbf{q}}^{S ; k}  \tag{D.7}\\
& =\sum_{\mathbf{t}, \mathbf{q}} \sum_{i, j, k, l} B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} B_{\mathbf{r}, \nu_{1} ; \mathbf{t}}^{R ; i} B_{\mathbf{s}, \mu_{2} ; \mathbf{q}}^{S ; l} B_{\mathbf{s}, \nu_{2} ; \mathbf{q}}^{S ; k}\left[\sum_{\tau \in S_{\mathbf{m}}} D_{i j}^{R}\left(\tau^{-1} \alpha\right) D_{k l}^{S}(\tau)\right] \tag{D.8}
\end{align*}
$$

Using the following orthogonality relation

$$
\begin{align*}
\sum_{\tau \in S_{\mathbf{m}}} D_{i j}^{R}\left(\tau^{-1} \alpha\right) D_{k l}^{S}(\tau) & =\sum_{a} D_{a j}^{R}(\alpha) \sum_{\tau \in S_{\mathbf{m}}} D_{k l}^{S}(\tau) D_{i a}^{R}\left(\tau^{-1}\right)  \tag{D.9}\\
& =\sum_{a} D_{a j}^{R}(\alpha) \frac{\mathbf{m}!}{d_{R}} \delta^{R S} \delta_{k a} \delta_{l i}  \tag{D.10}\\
& =\frac{\mathbf{m}!}{d_{R}} \delta^{R S} D_{k j}^{R}(\alpha) \delta_{l i}, \tag{D.11}
\end{align*}
$$

in equation (D.8), we achieve

$$
\begin{align*}
& \sum_{\tau \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(\tau^{-1} \alpha\right) \chi_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}(\tau) \\
= & \frac{\mathbf{m}!}{d_{R}} \delta^{R S} \sum_{\mathbf{t}, \mathbf{q}} \sum_{j, k}\left[\sum_{i, l} \delta_{l i} B_{\mathbf{r}, \nu_{1} ; \mathbf{t}}^{R ; i} B_{\mathbf{s}, \mu_{2} ; \mathbf{q}}^{S ; l}\right] D_{k j}^{R}(\alpha) B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} B_{\mathbf{s}, \nu_{2} ; \mathbf{q}}^{S ; k}  \tag{D.12}\\
= & \frac{\mathbf{m}!}{d_{R}} \delta^{R S} \sum_{j, k} \sum_{\mathbf{t}, \mathbf{q}}\left[\delta_{\mathbf{r s}} \delta_{\mathbf{t q}} \delta_{\nu_{1} \mu_{2}}\right] D_{k j}^{R}(\alpha) B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} B_{\mathbf{s}, \nu_{2} ; \mathbf{q}}^{S ; k}  \tag{D.13}\\
= & \frac{\mathbf{m}!}{d_{R}} \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \mu_{2}} \sum_{j, k} \sum_{\mathbf{t}} D_{k j}^{R}(\alpha) B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} B_{\mathbf{s}, \nu_{2} ; \mathbf{t}}^{S ; k}  \tag{D.14}\\
= & \frac{\mathbf{m}!}{d_{R}} \delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \mu_{2}} \chi_{\mathbf{r}, \mu_{1}, \nu_{2}}^{R}(\alpha) . \tag{D.15}
\end{align*}
$$

Therefore, substituting this result back into equation (D.6):

$$
\begin{align*}
Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R} Q_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S} & =\frac{d_{R} d_{S}}{(\mathbf{m}!)^{2}} \sum_{\alpha \in S_{\mathbf{m}}}\left[\sum_{\tau \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\left(\tau^{-1} \alpha\right) \chi_{\mathbf{s}, \mu_{2}, \nu_{2}}^{S}(\tau)\right] \alpha^{-1}  \tag{D.16}\\
& =\delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1} \mu_{2}}\left(\frac{d_{R}}{\mathbf{m}!} \sum_{\alpha \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{2}}^{R}(\alpha) \alpha^{-1}\right)  \tag{D.17}\\
& =\delta^{R S} \delta_{\mathbf{r s}} \delta_{\nu_{1}, \mu_{2}} Q_{\mathbf{r}, \mu_{1}, \nu_{2}}^{R} \tag{D.18}
\end{align*}
$$

Note that specialising to $l=2$ in (D.1) leads to the required rules for the two-matrix calculation in section 3.2. Namely, the decomposition becomes $V_{S_{m+n}}^{R}=V_{S_{m}}^{R_{1}} \otimes V_{S_{n}}^{R_{2}} \otimes V_{R_{1}, R_{2}}^{R}$ where we label $m_{1}=m, m_{2}=n$ such that $\mathbf{m}=m+n$. This specialisation also implies that notationally, $\delta_{\mathrm{rs}} \equiv \delta_{R_{1} S_{1}} \delta_{R_{2} S_{2}}$. Appendix B. 2 of [26] provides additional details and proofs on restricted quiver characters. Additionally, the Hermitian conjugate of the $Q$-basis element switches its multiplicity indices, such that $\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\right)^{\dagger}=Q_{\mathbf{r}, \nu_{1}, \mu_{1}}^{R}$.

Proof.

$$
\begin{align*}
\left(Q_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}\right)^{\dagger} & =\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}}\left(\chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}(\sigma)\right)^{\dagger}\left(\sigma^{-1}\right)^{\dagger}  \tag{D.19}\\
& =\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \mu_{1}, \nu_{1}}^{R}(\sigma) \sigma  \tag{D.20}\\
& =\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}} \sum_{\mathbf{t}} \sum_{i, j} D_{i j}^{R}(\sigma) B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} B_{\mathbf{r}, \nu_{1} ; \mathbf{t}}^{R ; i} \sigma  \tag{D.21}\\
& =\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}} \sum_{\mathbf{t}} \sum_{i, j} D_{j i}^{R}\left(\sigma^{-1}\right) B_{\mathbf{r}, \nu_{1} ; \mathbf{t}}^{R ; i} B_{\mathbf{r}, \mu_{1} ; \mathbf{t}}^{R ; j} \sigma  \tag{D.22}\\
& =\frac{d_{R}}{\mathbf{m}!} \sum_{\sigma \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \nu_{1}, \mu_{1}}^{R}\left(\sigma^{-1}\right) \sigma \tag{D.23}
\end{align*}
$$

$$
\begin{align*}
& =\frac{d_{R}}{\mathbf{m}!} \sum_{\tilde{\sigma} \in S_{\mathbf{m}}} \chi_{\mathbf{r}, \nu_{1}, \mu_{1}}^{R}(\tilde{\sigma}) \tilde{\sigma}^{-1}  \tag{D.24}\\
& =Q_{\mathbf{r}, \nu_{1}, \mu_{1}}^{R} \tag{D.25}
\end{align*}
$$
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[^0]:    ${ }^{1}$ Note that $\left\langle Z_{j}^{i} Z_{l}^{k}\right\rangle=\left\langle\left(Z^{\dagger}\right)_{j}^{i}\left(Z^{\dagger}\right)_{l}^{k}\right\rangle=0$, also.

[^1]:    ${ }^{2}$ These $T_{p}^{\mathcal{A}}$ are referred to as "Necklaces" in their original description. See [37] for further explanation on the analogy.

[^2]:    ${ }^{3}$ While in the one-matrix case of section 2.1 , permutations and their inverses share the same conjugacy class, meaning the prime label can be dropped, for the two-matrix and multi-matrix models, this is not generally the case.

[^3]:    ${ }^{4}$ The notation in this section closely follows [26] which provides further details/identities in their appendices $\mathrm{A}, \mathrm{B}$ and D .

[^4]:    ${ }^{5}$ The branching coefficients $B_{\mathbf{r}, \nu ; \mathbf{t}}^{R ; i}$ are defined as the components of the vector $|R ; \mathbf{r}, \nu, \mathbf{t}\rangle$ in any given orthogonal basis for $R: B_{\mathbf{r}, \nu ; \mathbf{t}}^{R ; i}=\langle R ; i \mid R ; \mathbf{r}, \nu, \mathbf{t}\rangle$.

[^5]:    ${ }^{6}$ In this tensor case, complex conjugated quantities will feature indices down out of convention.
    ${ }^{7} \mathcal{K}_{\mathrm{un}}(m)$ and $\mathcal{K}(m)$ are isomorphic and can be used interchangeably, both being referred to as the Kronecker PCA.
    ${ }^{8} \mathcal{K}_{\text {un }}(m)$ is also called the "double coset algebra" in [36].

[^6]:    ${ }^{9}$ In graph nomenclature, this is decomposing the sum into a sum over all unique graphs and a sum over the elements in the same orbit of each graph.
    ${ }^{10}$ We may think of the sum over $d \in \operatorname{Orb}_{\mathcal{K}}(p)$ as running over all permutation triples in a given orbit $p$. The implied effect this has on triples $\left(\alpha_{1}^{-1}(d), \alpha_{2}^{-1}(d), \alpha_{3}^{-1}(d)\right)$, is to run over all triples in the $p^{\prime}$ orbit, which is the orbit generated by inverse permutations: $\alpha_{i}^{-1}$.

[^7]:    ${ }^{11}$ Explicit transformation between combinatorial/permutation and representation/Fourier basis (gauged form) is given by equation (39) of [36]. It can also be derived by starting with the basis of algebra $\mathbb{C}\left(S_{m}\right)$, then forming a tensor product, see appendix B1 of [36]. Finally, direct transformation between graph and $Q$-basis is given in appendix B of [38].
    ${ }^{12}$ See appendix B of [36] for proofs.

