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1 Introduction and summary of results

Since the seminal work of ’t Hooft [1] the planar limit of four-dimensional gauge theories
has served as an important approximation that provides new insights into their dynamics.
In subsequent developments a plethora of additional tools, amongst which integrability,
supersymmetric localization, and AdS/CFT, were applied with great efficacy in conjunction
to the planar limit to improve our understanding of gauge and string theory. A central
example which often serves as a testbed for new calculational techniques and conceptual
advances is the N = 4 SYM theory. Our modest goal in this work is to build on recent
results from supersymmetric localization for four-dimensional N = 2 SCFTs, see [2] for a
review, and derive some new results for physical observables in a particular planar gauge
theory that shares many properties with the N = 4 SYM theory.
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The theory of interest here is an N = 2 SU(N) gauge theory with one hypermultiplet in
the symmetric representation of the gauge group and one hypermultiplet in the antisymmetric
representation. This was referred to as the E theory in [3] and we will also adopt this
monicker. As discussed in [3] the E theory is closely related to SU(N) N = 4 SYM theory.
For instance, the conformal anomaly coefficients of the two theories are

aN=4 = cN=4 = 1
4(N

2 − 1) , aE = aN=4 + 1
24 , cE = cN=4 + 1

12 . (1.1)

Moreover, similarly to N = 4 SYM, the E theory has a holographic description in terms of
type IIB string theory on a Z2 orientifold of AdS5 × S5, see [4, 5].

Certain physical observables in both the E theory and N = 4 SYM can be calculated by
placing the theory on S4 and employing supersymmetric localization as in [6]. Importantly,
in the planar limit the instanton contributions to the supersymmetric localization matrix
model trivialize and the calculation of some physical observables as a function of the ’t Hooft
coupling λ becomes feasible. This in turn provides the interesting possibility for explicit gauge
theory calculations in the strong coupling limit, λ ≫ 1, which should lead to insights into the
α′ corrections of type IIB string theory around the AdS5 × S5/Z2 orientifold. Obtaining such
strong coupling results in the planar limit of the E theory is the main objective of this work.

In particular, we will be mainly interested in the two-point correlation functions of
single trace operators in the E theory built out of the complex scalar field in the N = 2
vector multiplet. Conformal covariance and the R-symmetry of the theory dictate that these
two-point functions take the following form

⟨trφm(x)trφ̄n(0)⟩ = Gm(λ, N)δm,n

(4π2x2)2m
, (1.2)

where Gm(λ, N) is a non-trivial function that can in principle be computed by supersymmetric
localization, however explicit calculations for general values of N are difficult. To organize
the calculation it is useful to take the ratio of this function to the corresponding two-point
function in N = 4 SYM, G

(0)
m . Moreover, it is important to distinguish the operators with m

even and odd in the planar limit. The operators with odd m correspond to twisted sector
modes in the AdS5 × S5/Z2 orientifold and have distinct correlators from those of N = 4
SYM already at leading order in the planar limit. The untwisted sector modes correspond
to operators with even m and their two-point functions are identical with those in N = 4
SYM to leading order at large N but differ at subleading orders. This information can be
conveniently organized into the following large N expansions

G2k+1

G
(0)
2k+1

= 1 +∆k(λ) + O(N−2) ,
G2k

G
(0)
2k

= 1 + δk(λ)
N2 + O(N−4) . (1.3)

As explained in [3], ∆k(λ) and δk(λ) can be calculated by using supersymmetric localization
and matrix model techniques. It was shown in [3] that a central role in this calculation is
played by an infinite matrix X with matrix elements:

Xkl = (−1)k+l+18
√
(2k + 1)(2l + 1)

∫ ∞

0
dt W (t)J2k+1

(
t
√

λ

2π

)
J2l+1

(
t
√

λ

2π

)
, (1.4)
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with k, l = 1, 2, . . ., where Jn are Bessel functions, and

W (t) = et

t(et − 1)2 . (1.5)

The calculation of ∆k(λ) then amounts to inverting 1 − X and calculating the following
ratio of determinants1

1 + ∆k(λ) =
detD(k)
detD(k−1)

, Dk,l ≡
( 1
1− X

)
k,l

. (1.6)

It is relatively easy to calculate the small λ expansion of ∆k(λ) using (1.6). Indeed, for each
order in the small λ expansion, the matrix X is essentially a finite matrix, and the calculation
of ∆k(λ) order by order in the small λ limit amounts to straightforward calculations with
finite matrices. However, it is more challenging to calculate the large λ expansion of ∆k(λ).
To tackle this problem we develop numerical techniques based on solving an integral equation
that allow for the efficient calculation of ∆k(λ) for general finite values of λ. Using this
method for large values of λ and performing a precise numerical fitting procedure allows us
to propose a conjecture for the analytic form of the first six terms in the large λ expansion
of ∆k(λ). The first three terms in this expansion read

1 + ∆k(λ) = 8π2k(2k + 1)
[
1
λ
− 16k log 2

λ3/2 + 32k(4k − 1) log2 2
λ2

]
+ O(λ−5/2) , (1.7)

while three more subleading terms are presented in section 3.5. The leading 1/λ term in (1.7)
agrees with the analysis in [3] where it was calculated using analytic methods. We have
also attempted to provide an analytic derivation of (1.7) but we were not successful due
to certain subtleties we encountered when working with infinite matrices. This attempt
is summarized in appendix A.

It was argued in [3] that δk(λ) in (1.3) can be calculated by taking derivatives with
respect to λ of the difference between the S4 free energy of the E theory and N = 4 SYM.
It was shown in [7] that this difference in free energies is related to the determinant of
the matrix X as follows:

F ≡ F E−theory − FN=4 = 1
2 log det(1− X) . (1.8)

Again, it is relatively straightforward to calculate the small λ expansion of F , but it is
much more difficult to calculate its large λ expansion. To this end we develop a numerical
method to compute the determinant of 1 − X for general values of λ. Detailed numerical
analysis in the large λ regime leads us to conjecture the following analytic form of the first
four terms in the large λ expansion of F

F = 1
8
√

λ − 3
8 log

(
λ

λ0

)
− 3

4
log 2√

λ
− 3

2
log2 2

λ
+ O(λ−3/2) , (1.9)

where λ0 ≈ 7.72390117 is a numerical constant that we were not able to identify in terms of
familiar irrational or transcendental numbers.2 We note that the 1/8 coefficient of the leading

1Here the symbol D(k) is used to denote the upper left k × k block of the matrix D.
2See the discussion around (4.12) added in v2 of this work.
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√
λ term in (1.9) differs from the result in [7] where analytical methods were used to find

the value 1/2π for this coefficient. We have no reason to doubt our very precise numerical
analysis, which also allows us to find three more subleading terms in the large λ expansion as
compared to [7], and believe that the discrepancy may be due to subtleties with the analytic
method used in [7] when applied to matrices of infinite rank. The result for F in (1.9) can be
combined with the arguments in [3] to find the large λ expansion of the two-point function
δk(λ). We find the following explicit result for the leading four terms in the large λ expansion

δk(λ) =− k(4k2 − 1)
16

√
λ + 3

8k(4k2 − 2)

− 3
8

k(4k2 − 3) log 2√
λ

− 3
2

k(4k2 − 4) log2 2
λ

+ O(λ−3/2) . (1.10)

Knowing the difference of free energies F allows us also to calculate the vacuum expecta-
tion value of a circular supersymmetric Wilson loop wrapping the equator of S4. For N = 4
SYM in the planar limit this Wilson loop vev is given in terms of a Bessel function, see [8],

⟨WN=4⟩0 = 2N√
λ

I1(
√

λ) . (1.11)

The deviations from this leading planar result are captured by a function q(λ), see [7]

⟨WN=4⟩
⟨WN=4⟩0

= 1 + qN=4(λ)
N2 + O(N−4) , where qN=4(λ) = λ3/2

96
I2(

√
λ)

I1(
√

λ)
− λ

8 . (1.12)

As discussed in [7] for the E theory one finds that the leading order result for the Wilson loop
vev in the planar limit is the same as that for N = 4 SYM, ⟨W E⟩0 = ⟨WN=4⟩0. There are
differences however at order N−2 which can be captured by the function ∆q(λ) = qE(λ)−
qN=4(λ). It was furthermore shown in [7] that ∆q(λ) = −λ2

4 ∂λF . Using this relation and
the result in (1.9) we find the following large λ behavior

∆q(λ) = − 1
64λ3/2 + 3

32λ − 3 log 2
32 λ1/2 − 3 log2 2

8 + O(λ−1/2) . (1.13)

Our results for the large λ behavior of F and Dk,l can be used in conjunction with
the recent studies in [9] to derive the strong coupling behavior of the planar limit of some
three-point extremal correlators of single trace operators in the E theory. We are able to
compute these correlations functions up to order λ−2 in the strong coupling expansion, which
improves on the results of [9] by providing three additional terms in the large λ expansion.
These results are presented in section 5.

We stress that our numerical methods to calculate ∆k(λ) and F are useful independently
of the large λ results presented above. The numerical method we propose is fast and efficient
and provides accurate results for a wide range of values for the coupling λ, 0 ≤ λ ≲ 107, for
both ∆k(λ) and F . The numerical techniques we use are explained in some detail in sections 3.3
and 4.1, respectively, and we hope they may also find some use in other similar problems.

The structure of the paper is as follows. In section 2 we summarize some relevant
facts about correlation functions in the E theory and their calculations by supersymmetric
localization techniques. In section 3, we develop a method involving integral equations to
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calculate ∆k(λ). We solve the resulting integral equation numerically to calculate ∆k(λ)
accurately for many values of λ and we use these results to conjecture analytic expressions
for the large λ behaviour of ∆k(λ). In section 4, we rewrite the free energy F as a Fredholm
determinant and explain how to calculate it numerically for many values of λ. We again use
these numerical results to conjecture the large λ behaviour of F and therefore for δk(λ) and
∆q(λ). In section 5, we show how to use these results to determine the large λ behaviour of
three point extremal correlators. We conclude in section 6 with a short discussion on some
open questions for future research. The four appendices contain some details on our numerical
algorithm as well as an illustrative example of an analytic approach to the calculation of
∆k which we believe is wrong for subtle reasons.

Note added. While we were finalizing the first version of this manuscript [10] appeared
which has overlap with some of the results presented in section 3 and section 4 below. The
results in [10] were derived by different methods but agree with ours. We have added some
comments in the second version of this manuscript in order to facilitate comparison with
the results of [10].

2 N = 2 conformal field theories and matrix models

In this section, we briefly recall some background material on supersymmetric localization
and matrix model results for correlation functions in 4d N = 2 SCFTs. More details on
this material can be found in [3, 9, 11–14].

An interesting set of objects in N = 2 SCFTs are single trace chiral primary operators
built out of the complex scalar φ in the vector multiplet:

On(x) ≡ trφn(x) . (2.1)

These operators are chiral because they are annihilated by half of the supersymmetries, and
they are automatically normal-ordered because of R-charge conservation. The anti-chiral
primary operators are denoted by Ōn(x) and are constructed from φ̄(x) in the same way.
The properties of the OPE for 4d N = 2 theories leads to the chiral-ring relation:

Om(x)On(0) = Om,n(x) + · · · , Om,n(x) ≡ trφm(x)trφn(x), (2.2)

where “· · · ” denotes Q̄-exact terms. In this paper, we are interested in the two-point and three-
point functions involving chiral and anti-chiral operators. These correlators are constrained
by the chiral-ring relation and R-symmetry selection rules and take the following form

⟨Om(0)Ōn(x)⟩ =
Gm(N, λ)δm,n

(4π2x2)2m
, ⟨Om(0)On(x)Ōp(y)⟩ =

Gm,n(N, λ)δm+n,p

(4π2x2)m(4π2y2)n
. (2.3)

One can use supersymmetric localization techniques3 to study N = 2 SCFTs, see [2] for
a review. For example, in the planar limit, the partition function on S4 is given by the
following matrix integral:

ZS4 =
∫

da e−tr a2−Sint(a) . (2.4)

3There are two localization schemes in the literature; in this paper we use the full Lie algebra localiza-
tion [3, 9, 11, 13, 15].
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In this integral, a = abTb with Tb the generators of the gauge algebra, and the measure
is given by

da =
N2−1∏
b=1

dab

√
2π

. (2.5)

One can show that Sint(a) = 0 for the N = 4 SYM theory and the matrix model is therefore
Gaussian in that case. There is a closed form expression for the interaction term Sint(a) in
general. The general form of this expression is not presented here, but can be found for
the E theory in equation (2.7) below.

For 4d N = 2 su(N) gauge theories with NF hypermultiplets in the fundamental
representation, NA hypermultiplets in the anti-symmetric representation and NS in the
symmetric representation, the gauge coupling admits corrections only at 1-loop order, and
the coefficient of its β-function is

β0 = 2N − NF − (N + 2)NS − (N − 2)NA . (2.6)

There exist five families of theories with vanishing β0 [16], which are called ABCDE theories
respectively. Their matter content is listed below:

theory A B C D E
NF 2N N − 2 N + 2 4 0
NS 0 1 0 0 1
NA 0 0 1 2 1

We focus on the E-theory in this work. The main reason for this is that the numerical method
we employ below relies on the results of [3] which have been derived so far for this model
only. It should be possible to generalize our discussion also to the D-theory which shares
many similarities with the E-theory but we refrain from discussing this here since, among
other differences, the corrections to the untwisted correlation functions in the D-theory have
a different scaling with N . The A, B, and C- theories have more qualitative differences with
N = 4 SYM and their study may require different techniques.

One can calculate that for E theory, the interaction term in the matrix model (2.4)
is given by the following expression

SE
int(a) = −4

∞∑
l,m=1

(
− g2

8π2

)l+m+1 (2l + 2m + 1)!
(2l + 1)!(2m + 1)!ζ(2l + 2m + 1)tr a2l+1 tr a2m+1, (2.7)

where ζ(s) is the Riemann zeta function. Expectation values in the matrix model are given
by the usual expression

⟨f(a)⟩ =
∫

da f(a) e−tr a2−Sint(a)∫
da e−tr a2−Sint(a) . (2.8)

This can also be written as

⟨f(a)⟩ =

〈
f(a)e−Sint

〉
(0)

⟨e−Sint⟩(0)
, (2.9)
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with the expectation value in the Gaussian model defined as

⟨f(a)⟩(0) =
∫

dae−tr a2
f(a) . (2.10)

One can also use the matrix model to calculate the correlation functions (2.3). Namely,
in the planar limit, one finds

Gn = ⟨On(a)On(a)⟩ , and Gm,n = ⟨Om(a)On(a)Om+n(a)⟩ . (2.11)

The expectation values on the right hand sides are given by (2.8). The operators On(a)
are defined as [9, 12]

On(a) = Ωn(a)−
∑

m<n

Cn,mOm(a) , (2.12)

with Ωn(a) = tr an and the mixing coefficients Cn,m given by

Cn,m = ⟨Ωn(a)Ωm(a)⟩
⟨Ωm(a)Ωm(a)⟩ . (2.13)

Equation (2.12) can be viewed as resulting from applying Gram-Schmidt orthogonalization.
From now on, we will denote the quantities related to the zero coupling limit with a

suffix (0), which is identical to N = 4 YM. Then we define the normalized normal-ordered
operators in the matrix model, focusing on the twisted sector:

ωk(a) ≡ O
(0)
2k+1(a)

/√
G

(0)
2k+1, ⟨ωk(a)ωl(a)⟩(0) = δkl, (2.14)

where G
(0)
2k+1 = (2k + 1)(N/2)2k+1 in the large N limit. As is pointed out in [13], the

correlators of ωk(a) can be evaluated using Wick’s theorem. We can regard the matrix
operators ωk(a) as a set of normally distributed real variables ωk and write

⟨ωk1(a)ωk2(a) · · ·ωkn(a)⟩ =
∫
[Dω]ωk1ωk2 · · ·ωkne−

1
2 ωT ω, [Dω] ≡

∞∏
i=1

dωi√
2π

, (2.15)

where we denote ω as an infinite vector whose components are ωk. It was pointed out in [13]
that one can re-express Sint for E theory (2.7) in terms of ω as

SE
int = −1

2ωT X ω , (2.16)

where the infinite matrix X is given in (1.4).
We will study several observables using this formalism. As an example, the partition

function of the matrix model (2.4), ignoring the normalization factor, is given by:4

Z =
〈
e−Sint

〉
(0)

=
〈
e

1
2 ωT Xω .

〉
(0)

(2.17)

Using (2.15), one obtains:

Z =
∫
[Dω]e−

1
2 ωT (1−X)ω = det−1/2 (1 − X) . (2.18)

The corresponding free energy, which is actually the free energy of the “difference theory”,
is given by [7]

F ≡ F E−theory − FN=4 = − logZ = 1
2 log det(1− X) . (2.19)

4The fact that Sint of E theory only contains odd double-traces is important here and is the main reason
we restrict ourselves to the E theory.
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3 Twisted correlators

Following the last section, the expectation value of any operator f(ω(a)) containing only
odd traces can be written in terms of the free model quantities as

⟨f(ω(a))⟩ = 1
Z

∫
[Dω]f(ω)e−

1
2 ωT (1−X)ω . (3.1)

Thus the propagators of ωk(a) in the interacting theory are given by

⟨ωk(a)ωl(a)⟩ =
( 1
1− X

)
k,l

≡ Dk,l . (3.2)

Multiple correlators can be obtained by Wick contraction with propagator D.
What we are really interested in are the operators On(a). Thus we define the analogue

of ωk(a), which are by definition diagonal and suitably normalized:

ω̂k(a) ≡
O2k+1(a)√

G
(0)
2k+1

, ⟨ω̂k(a)ω̂l(a)⟩ =
⟨trφ2k+1 tr φ̄2l+1⟩

⟨trφ2k+1 tr φ̄2l+1⟩(0)
= δkl

(
1 + ∆k(λ) + O(1/N)2

)
.

(3.3)
Comparing with (2.14), we find that ∆k(0) = 0. As pointed out in [3], from the Gram-
Schmidt procedure, one finds from (3.2) that:5

1 + ∆k(λ) =
detD(k)
detD(k−1)

. (3.4)

In the remainder of this section, we will introduce a novel method to evaluate the matrix
elements Dkl and the quantity ∆k both numerically and analytically.

3.1 Fredholm integral equations

To calculate ∆k(λ) numerically one could truncate the matrix (1.4) to size M × M with M

large. The calculation of (3.4) then only involves linear algebra with finite matrices. However,
for large M , there are many integrals to calculate numerically which is slow. We therefore
proceed as follows. If V is an n × m matrix, it is easy to check that

(1 + V V T )−1 = 1− V (1 + V T V )−1V T . (3.5)

Notice that the inverse on the left is of an n × n matrix, whereas the inverse on the right
is of an m × m matrix. This can also be written as

(1 + V V T )−1 = 1− V Z , (3.6)

where Z is the solution of the equation (1 + V T V )Z = V T .
A limiting procedure for m → ∞ then gives the following result. If Vk(t) are functions

with k = 1, . . . , n and t ∈ [0,+∞[ and if we define a matrix V V T as

(V V T )kl =
∫ +∞

0
dt Vk(t) Vl(t) , (3.7)

5Here we use A(k) to denote the upper left k × k block of the matrix A.
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then
(1 + V V T )−1

kl = δkl −
∫ +∞

0
dt Vk(t) Zl(t) , (3.8)

where Zk(t) is the solution of the integral equation

Zk(t) +
∫ +∞

0
ds M(t, s)Zk(s) = Vk(t) , (3.9)

with M(t, s) =
∑n

k=1 Vk(t)Vk(s). The matrix X defined in (1.4) has the form (3.7), thus its
inverse matrix D can be written using (3.8) as

Dkl = δkl − (−1)k+l
√
2k + 1

√
2l + 1

∫ +∞

0
dt v(t)J2k+1(t)Ψ2l+1(t) , (3.10)

where Ψ2l+1(t) is the solution of the integral equation

Ψ2k+1(t) +
∫ +∞

0
ds K(t, s)Ψ2k+1(s) = v(t)J2k+1(t) , (3.11)

with
K(t, s) = v(t)KB(t, s)v(s) , and v(t)2 = 16π√

λ
W

(2πt√
λ

)
.

Here KB(t, s) is the Bessel kernel [17], which can be evaluated in closed form as [3]:6

KB(t, s) ≡
+∞∑
k=1

(2k + 1)J2k+1(t)J2k+1(s) = −1
2

ts

t2 − s2 (tJ1(t)J2(s)− sJ2(t)J1(s)) . (3.12)

All in all, we have converted the original definition (3.2) of Dkl, which uses the inverse of
an infinite matrix, to an expression which uses instead the solution of an integral equation.
In section 3.2 we will perform a check of the equations derived above by comparing against
the expansion in small λ. We are not able to solve the integral equation (3.11) analytically,
therefore we resort to a numerical method which we discuss in section 3.3.

3.2 Analytical comparison against small λ expansion

In this section we calculate the small λ expansion of Dk,l using equations (3.10) and (3.11). For
convenience, in this section, we use the notation µ =

√
λ

2π . We also change variables t/µ = x

and s/µ = y and define χ2k+1(x) = Ψ2k+1(µx). equations (3.10) and (3.11) then become

Dkl = δkl − (−1)k+l
√
2k + 1

√
2l + 1 (8µ)1/2

∫ +∞

0
dx W (x)1/2J2k+1(µx)χ2l+1(x) , (3.13)

and

χ2k+1(x) + 8
∫ +∞

0
dy W (x)1/2 KB(µx, µy)W (y)1/2χ2k+1(y) =

( 8
µ

)1/2
W (x)1/2 J2k+1(µx) .

(3.14)
Using the Taylor series expansion of Bessel functions, equation (3.12) leads to the following
small λ (or equivalently small µ) expansion

KB(µx, µy) = 1
768x3y3µ6 − 1

12288(x
5y3 + x3y5)µ8 + O(µ)10 .

6A short proof of this identity can be found in [18].
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Therefore, up to this order, the kernel of the integral operator in (3.14) is degenerate, and
the integral equation can be solved exactly.7 We can thus write

K(x, y) =
3∑

i=1
ai(x)bi(y) + O(µ)10 , (3.15)

with

a1(x) =
8
768x3W (x)1/2 , b1(y) = y3W (y)1/2µ6 ,

a2(x) = − 8
12288x5W (x)1/2 , b2(y) = y3W (y)1/2µ8 ,

a3(x) = − 8
12288x3W (x)1/2 , b3(y) = y5W (y)1/2µ8 .

The 3 × 3 matrix

Aki =
∫ +∞

0
dx bk(x)ai(x) , (3.16)

can be calculated analytically by employing the Mellin transform∫ +∞

0

dx

x
xp W (x) = Γ(p − 1)ζ(p − 2) , (3.17)

to find

A =


5
4ζ(5)µ6 −105

32 ζ(7)µ6 − 5
64ζ(5)µ6

5
4ζ(5)µ8 −105

32 ζ(7)µ8 − 5
64ζ(5)µ8

105
2 ζ(7)µ8 −945

4 ζ(9)µ8 −105
32 ζ(7)µ8

+ O(µ)10 . (3.18)

The inverse is given by

(1 + A)−1 =


1− 5

4ζ(5)µ6 105
32 ζ(7)µ6 5

64ζ(5)µ6

−5
4ζ(5)µ8 1 + 105

32 ζ(7)µ8 5
64ζ(5)µ8

−105
2 ζ(7)µ8 945

4 ζ(9)µ8 1 + 105
32 ζ(7)µ8

+ O(µ)10 .

Equation (C.8) then gives

χ2k+1(x) =
( 8

µ

)1/2
W (x)1/2J2k+1(µx)

−
3∑

i,j=1

∫ +∞

0
dy ai(x)(1 + A)−1

ij bj(y)
( 8

µ

)1/2
W (y)1/2J2k+1(µy) .

One can now expand the Bessel functions again as a series in small µ and calculate the
integral with (3.17). This gives an expansion for χ2k+1(x) at small µ. The result of this

7See appendix C for more details on how to implement this and for the notation we use.
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procedure is fairly complicated and we do not present it explicitly here. Finally, inserting
χ2k+1(x) into equation (3.13) gives Dkl as a series in µ:

D11 = 1− 5
4ζ(5)µ6 + 105

16 ζ(7)µ8 − 1701
64 ζ(9)µ10 +

(25
16ζ(5)2 + 12705

128 ζ(11)
)

µ12 + O (µ)13 ,

D12 = D21 = 7
32

√
15 ζ(7)µ8 − 105

64
√
15 ζ(9)µ10 + 1089

128
√
15 ζ(11)µ12 + O (µ)13 ,

D22 = 1− 63
64ζ(9)µ10 + 1155

128 ζ(11)µ12 + O (µ)13 .

This then finally leads to

∆1(λ) = −5
4ζ(5)µ6 + 105

16 ζ(7)µ8 − 1701
64 ζ(9)µ10 +

(25
16ζ(5)2 + 12705

128 ζ(11)
)

µ12 + O (µ)13 ,

∆2(λ) = −63
64ζ(9)µ10 + 1155

128 ζ(11)µ12 − 27885
512 ζ(13)µ14 + O (µ)15 .

This agrees with equations (3.37) and (3.38) in [3]. Since the results in [3] were obtained by
a different method we view this as a consistency check of our approach.

3.3 Numerical method for the calculation of Dkl and ∆k(λ)

To solve the integral equation (3.11) we employ numerics and use the Nyström method. This
method is well known and is based on discretizing the integral appearing in the integral
equation in the schematic form∫ +∞

0
dt f(t) ≈

m∑
a=1

waf(ta) with m large . (3.19)

Here, wa ≥ 0 are weights and ta are the discretization points. The upper left p × p block
of the matrix D is then equal to

D(p) = 1p×p − V (1m×m +K)−1 VT , (3.20)

where V is a p × m matrix and K is an m × m matrix given by

Vka =
√

wa (−1)k
√
2k + 1 J2k+1(ta) v(ta) ,

Kab =
√

wa K(ta, tb)
√

wb .
(3.21)

If m → ∞, (3.20) should converge to the correct result. All in all, what we have done is
instead of truncating the original matrix (1.4) to size M × M and treating the integrals over
the Bessel functions exactly, we have taken M → ∞ and discretized the integrals.

There are many discretization schemes (also known as quadrature rules) that one can use
in (3.19). Some of these are discussed in appendix B. We chose the Fejér type 1 quadrature
rule. In this rule, we also have to truncate the integral∫ +∞

0
dt f(t) ≈

∫ L

0
dt f(t) ≈

m∑
a=1

waf(xa) .

So we have to take L and m both large to get accurate results. More details on Fejér type 1
and the values of L and m can be found in appendix B. As an illustration, the two graphs in
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Figure 1. 1 + ∆k(λ) as function of λ with k = 1 (left) and k = 2 (right).
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Figure 2. Black dots: numerical results for 1 + ∆1(λ). Red line: 1 − 5 ζ(5)
256π6 λ3; Orange line:

1− 5 ζ(5)
256π6 λ3 + 105 ζ(7)

4096π8 λ4; Green line: 1− 5 ζ(5)
256π6 λ3 + 105 ζ(7)

4096π8 λ4 − 1701 ζ(9)
65536π10 λ5.

figure 1 were made using equation (3.20) with appropriate settings for L and m. As a check
on the accuracy of the numerical algorithm we can compare our numerical result against
the analytic calculations of the small λ expansion of ∆k(λ) discussed in [3]. The first few
terms in the small λ expansion for ∆1 read

∆1(λ) = − 5 ζ(5)
256π6 λ3 + 105 ζ(7)

4096π8 λ4 − 1701 ζ(9)
65536π10 λ5 + · · · . (3.22)

In figure 2 we compare this analytic result against our numerics. It is clear that there is very
good agreement between the two calculations for small values of λ.8

As discussed in [13], the radius of convergence of the series for ∆1 is λc = π2 because
of the branch point located at λ = −π2, see also [19].

In table 1 we provide additional numerical evidence for the agreement between the
two methods.

We can proceed similarly and test our method for k = 2, see table 2. To do this we
use the result for the small λ expansion of ∆2 from [3]

∆2(λ) = − 63 ζ(9)
65536π10 λ5 + 1155 ζ(11)

524288π12 λ6 − 27885 ζ(13)
8388608π14 λ7 + · · · . (3.23)

8Since the numerical coefficients multiplying the powers of λ in (3.22) are small (10−5 or smaller) we can
treat order 1 values for λ as “small”.
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n\λ 1 2 3 4 20
1 −0.0000210659 −0.000168527 −0.000568778 −0.00134822 −0.168527
2 −0.0000183417 −0.000124939 −0.000348117 −0.000650816 0.267347
3 −0.0000186194 −0.000133826 −0.000415601 −0.000935195 −0.621336
4 −0.0000185927 −0.000132119 −0.000396155 −0.000825934 1.08587
5 −0.0000185952 −0.000132442 −0.000401667 −0.000867224 −2.1399
numerics −0.000018595 −0.000132391 −0.000400453 −0.000855928 −0.0326525

Table 1. Comparison of the small λ expansion against numerical calculations of ∆1(λ) for different
values of λ. The last row gives the value which is calculated with the numerical method explained
in section 3.3. The first row with n = 1 gives the result using 1 term in the expansion (3.22), the
second row with n = 2 gives the result using 2 terms in the expansion (3.22) and so on. It is clear
that for small λ < λc (λ = 1, 2, 3, 4 in the table) the series (3.22) converges to the numerical result as
n is increased. For large λ > λc (λ = 20 in the table), the series (3.22) does not converge, but the
numerical method of section 3.3 still works.

n\λ 1 2 3 4 20
1 −1.02857×10−8 −3.29142×10−7 −2.49942×10−6 −1.05325×10−5 −3.29142×10−2

2 −7.90102×10−9 −1.76523×10−7 −7.60998×10−7 −7.64937×10−7 1.19705×10−1

3 −8.26546×10−9 −2.23172×10−7 −1.55805×10−6 −6.73606×10−6 −3.46789×10−1

4 −8.21887×10−9 −2.11244×10−7 −1.25232×10−6 −3.68225×10−6 8.46105×10−1

5 −8.22428×10−9 −2.14016×10−7 −1.35889×10−6 −5.1016×10−6 −1.92606
10 −8.22374×10−9 −2.13514×10−7 −1.33223×10−6 −4.65977×10−6 7.26826×101

numerics −8.22374×10−9 −2.13514×10−7 −1.3323×10−6 −4.66487×10−6 −1.79469×10−3

Table 2. Comparison of the small λ expansion against numerical calculations of ∆2(λ) for different
values of λ. The notation is the same as in table 1 and the conclusions are similar.

3.4 Large λ expansion of Dkl and ∆k: a conjecture

As outlined above and discussed in detail in [3] it is relatively easy to calculate the small
λ expansion of Dkl. The large λ expansion appears to be much more challenging. The first
term was calculated in [3] and reads (assuming k ≤ l),

Dkl =
4π2

λ

√
(2k + 1)(2l + 1) k(k + 1) + O(1/λ3/2) . (3.24)

The matrix elements for k ≥ l follow from the symmetry Dkl = Dlk. We are not able to
rigorously calculate the subleading terms in the expansion analytically. However, based on
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numerical investigations, we make the following conjecture for Dkl with k ≤ l,

Dkl = 4π2
√
(2k + 1)(2l + 1)k(k + 1)

λ

{
1− 8l(l + 1)log 2

λ1/2

+2π2

9λ
[3l(l + 1)(l − k)(l + k + 1) + 2(k − 1)k(k + 1)(k + 2)]

+16 log2 2
λ

l(l + 1)[k(k + 1) + l(l + 1)− 1]

−16π2 log 2
9λ3/2 L[K(K − 2) + L(L − 2)]

−64 log3 2
9λ3/2 L[2L2 + 6KL − 7L − 7K + 2K2 + 6]

− ζ(3)
3λ3/2 L[3 + 4(4K2 + 4L2 − 5K − 5L − 6KL)] + O(λ)−2

}

(3.25)

We have used the notation K = k(k + 1) and L = l(l + 1) to shorten some of the coefficients.
The expression (3.25) was obtained as follows. First, we used the numerical method outlined
in section 3.3 to calculate Dkl for many values of k, l and many λ ranging9 from e8 to e16.
We then used this numerical data and the function LinearModelFit[] of Mathematica to
estimate numerically the coefficients in the large λ expansion of Dkl. Finally, the precision
in these fitted coefficients was sufficiently high so that we could guess10 the closed form
expression (3.25).

The analytical form (3.25) for the strong coupling behavior of Dkl is used as ingredient
in the calculation of the three point function of single trace chiral/anti-chiral correlators
discussed in section 5. It can also be directly used in (3.4) to find the quantity ∆k(λ) that
controls the two-point function of twisted operators. Using (3.4) and (3.25) we find

1 + ∆k(λ) =
8π2k(2k + 1)

λ

[
1− 16k log 2

λ1/2 + 32k(4k − 1) log2 2
λ

+ O(λ−3/2)
]

. (3.26)

A notable fact is that the π4 terms appearing at O(1/λ2) order in Dkl, see (3.25), cancel
with each other in ∆k, leading to a relatively simple result that improves on the calculations
in [3] by providing two more terms in the large λ expansion. Some observations can be
made based on the leading three terms. First, the powers series is in inverse powers of√

λ, which is compatible with the string theory perturbation series in α′ after using the
identification λ−1 ∼ α′2. Second, the coefficients of the three terms are polynomials of k,
whose order increases by 1 with each term in the series and which exhibit a factorized form.
Third, we find an increasing power of log 2 in each term in the perturbative series. This
factor increases the degree of transcedentality of each perturbative coefficient and perhaps
suggests a renormalization of the coupling λ.

To illustrate the agreement between the analytic conjecture (3.26) and our numerical
results we present a few plots. To facilitate the comparison we define the following three

9For λ greater than e16, our algorithm converges too slowly, and the precision obtained is not good enough.
10Version 1 of this paper only contained the terms up to order λ−2. We have included the term of order

λ−5/2 in version 2. We were able to guess a closed form expression of this additional term only after the
publication of [10]. In [10] an analytical expression for the determinant of Dkl is obtained, this helped us to
guess closed from expressions of the components Dkl themselves.
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Figure 3. A loglog plot of 1 + ∆1(λ) and its asymptotic expansion. For large λ, the numerical
data agrees very well with the asymptotic expansion. This indicates that all terms in the asymptotic
expansion (3.26) are correct.

quantities that represent the three terms on the right hand side of the expansion (3.26)

∆(1)
k (λ) = 8π2

[
k(2k + 1)

λ

]
,

∆(2)
k (λ) = 8π2

[
−16k2(2k + 1) log 2

λ3/2

]
,

∆(3)
k (λ) = 8π2

[
32k2(2k + 1)(4k − 1) log2 2

λ2

]
.

(3.27)

In the figures below, we have added error bars on the numerical data of 1 + ∆k(λ) with
an estimation of accuracy and we have set k = 1 in figures 3 and 4. Similar results can be
obtained for other values of k which we illustrate for k = 2, 3 in figure 5.

Similarly, figure 5 serves as evidence that the asymptotic expansion (3.26) is valid for
k = 2 and k = 3.

3.5 Large λ expansion of ∆k(λ): more terms

The matrix elements Dkl are harder to evaluate than the single-index quantity ∆k that
controls the two-point functions of physical interest. Utilizing the same numerical method
described in section 3.3, we can evaluate ∆k(λ) directly for λ going up to e16 and k up to 25. A
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Figure 4. A combination of figures 3(a)–3(c). The slope of the lines decrease if more terms
in the asymptotic expansion are included. This illustrates that the coefficients in the asymptotic
expansion (3.26) are correct.
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Figure 5. Similar to figure 4, but with k = 2 (left) and k = 3 (right) respectively.

selection of the numerical data we have obtained can be found in appendix D. This numerical
data agrees very well with the three terms in the expansion in (3.26) as expected and allows
us to find an expression for more subleading terms in the large λ expansion of ∆k(λ).

For future convenience, let us denote the coefficients in the large λ expansion with Ci such
that 1+∆k(λ) =

∑
i Ci

(
1
λ

)i
. At O(1/λ5/2), the structure of the coefficient is more or less the

same as in (3.26), but there is a curious shift in the polynomial factor (4k−3), namely we find:

C5/2 = −8π2 · 32(log3 2) · k2(2k + 1)(4k − 1)
[
(4 + 4ϵ5/2)k − (3− ϵ5/2)

]
, (3.28)

where ϵ5/2 ≈ 0.107738, which does not appear to be any simple “closed form” number.
Proceeding to higher order we find that at O(1/λ3), the factor (4k − 3) which is shifted in
C5/2 is however unshifted, but there is a new factor (4k − 7) that is shifted:

C3 = 8π2 ·16(log4 2) ·k2(2k+1)(4k−1)(4k−3)[(4+4ϵ3)k−(7−ϵ3)], ϵ3 ≈ −0.1381 . (3.29)

We have also observed a numerical coincidence between the two shifts. Namely, we find the
following relation to be correct up to four digits:

ϵ3 ≈ 8ϵ5/2 − 1 ≈ −0.13809664 . (3.30)
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k C5/2 C3 C7/2 L

1 −11652. −9.6× 103 3× 104 5000
2 −70322(2± 2). −5.0× 104 5× 106 6000
3 −6.06468× 106 5.83× 106 1.46× 108 6000
4 −2.695(60± 1)× 107 5.447× 107 1.31× 109 6000
5 −8.4686(7/8)× 107 2.616× 108 6.8× 109 8000
6 −2.145944× 108 8.930× 108 2.55× 1010 8000
7 −4.69624× 108 2.459× 109 7.7(4± 2)× 1010 8000
8 −9.239(10± 1)× 108 5.831× 109 2.01× 1011 8000
9 −1.67634× 109 1.2384× 1010 4.65× 1011 8000
10 −2.85418× 109 2.416× 1010 9.8(3± 2)× 1011 8000
15 −2.20129× 1010 3.0492× 1011 1.731× 1013 8000
20 −9.34553× 1010 1.7983× 1012 1.313× 1014 8000
25 −2.8645× 1011 7.056× 1012 6.31× 1014 8000

Table 3. The numerical values for the coefficients Ci with different k. The range of our discretization
points is [0, L].

The fact that we do not have closed form fully analytic expressions for C5/2 and C3 but rather
have these coefficient depend on the numerical constants ϵ5/2 and ϵ3 limits the accuracy of
our numerical investigations due to the limited accuracy in the LinearModelFit[] function
in Mathematica. The highest order in the large λ expansion we could reliably evaluate is
at O(1/λ7/2) for which we find the coefficient

C7/2 = 8π2 · (log5 2) · 28k2(2k + 1)(4k − 1)(4k − 3) · [(1 + ϵ7/2)k2 − (2− 2ϵ7/2)] , (3.31)

where ϵ7/2 ≈ 0.023. The numerical data we used to obtain the expressions for C5/2, C3,
and C7/2 above is presented in table 3.

Note added. While we were finalizing version 1 of this manuscript, [10] appeared in which
the large λ expansion of ∆k(λ) is calculated analytically. The result in [10] agrees with
our conjecture (3.26). Their expansion also agrees with the expressions in (3.28) and (3.29).
Additionally, they obtained the closed form expressions

ϵ5/2 = 1
3 − ζ(3)

16 log3 2
and ϵ3 = 5

3 − ζ(3)
2 log3 2

, (3.32)

which agree with our numerical estimates discussed above. It turns out that our numerics
was not accurate enough to determine the full structure of the coefficient C7/2 in (3.31).
Namely, instead of the factor in the square brackets [(1 + ϵ7/2)k2 − (2− 2ϵ7/2)], the analytical
calculation in [10] yields(

− 9ζ5

128 log5 2
+ ζ3

log3 2
− 32

15

)
k2 +

(
− 9ζ5

128 log5 2
− 3ζ3

4 log3 2
+ 16

5

)
k

+
(
− 27ζ5

2048 log5 2
− ζ3

4 log3 2
− 16

15

)
≈ [1.02051k2 + 0.0371916k − 2.05448] .

(3.33)

The rest of the expression for C7/2 in (3.31) agrees with the analytic result in [10].
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4 Free energy F and untwisted correlators

Our goal in this section is to compute the free energy of the matrix model at hand. To
this end we employ the Weinstein-Aronszajn determinant identity for an m × n matrix A

and an n × m matrix B which reads

det(1m×m + AB) = det(1n×n + BA) . (4.1)

We can identify the matrix X defined in (1.4) as the product of two Ak(t) which can be
regarded as a generalized matrix with one discrete index k ∈ N+ and one continuous index
t ∈ (0,∞). After the change of variables t → 2πt√

λ
we can rewrite (1.4) as

Xkl = −
∫

dtAk(t)Al(t), Ak(t) ≡ (−1)k

√
(2k + 1) 16π√

λ
W

(2πt√
λ

)
J2k+1(t) . (4.2)

Using a continuous version of formula (4.1), one can transform the free energy difference
F defined in (2.19) as follows:

F = 1
2 log det(1 − X) = 1

2 log det
(

1 +
∫

dtAk(t)Al(t)
)

= 1
2 log det

(
1 +

∑
k

Ak(t)Ak(s)
)

.
(4.3)

We therefore conclude that F is the logarithm of a Fredholm determinant:

F = 1
2 log det(1 + K) , (4.4)

where 1 + K is the functional operator that we encountered in (3.11). This will be our
starting point for the calculation of the free energy.

As a consistency check on the manipulations performed above, we can compare our results
derived from (4.4) against the small λ expansion derived in [7] by other methods. In section 3.2,
we showed that when performing an expansion for small λ the kernel is degenerate. Therefore,
we can calculate the Fredholm determinant in (4.4) using equation (C.15). To this end we
employ the results and notation of section 3.2. For the free energy up to order µ10 we find

F = 1
2 log det(1 + A) + O (µ)10 , (4.5)

where the 3 × 3 matrix A is given in equation (3.18). This in turn leads to

F = 5
8ζ(5)µ6 − 105

32 ζ(7)µ8 + O (µ)10 . (4.6)

This result agrees with the first two terms in equation (3.4) in [7]. It is straightforward
but tedious to extend our method to higher orders in µ. In particular we have successfully
compared our results to the terms up to order µ20 in equation (3.4) of [7].11

11All the terms agree, apart from one. In [7] there is a term 3.6355
8 ζ(13)λ̂7, but we find instead 212355

8 ζ(13)λ̂7.
Given that 3.6355

8 ζ(13)λ̂7 is the only term with irrational coefficient multiplying a ζ function in equation (3.4)
in [7], this is probably a typo.
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Figure 6. F as a function of λ computed with the Bornemann method.

4.1 Numerical method for the calculation of F

Unfortunately we are not able to analytically calculate the Fredholm determinant in (4.4)
for all values of λ. To proceed we calculate F numerically with the Bornemann method [20].
This numerical method is based on the Nyström method for solving integral equations.
Namely, if wa ≥ 0 are weights and ta are discretization points of a quadrature method,
with a = 1, . . . , m, then

det(1 + K) ≈
m
det

a,b=1

(
δab +

√
waK(ta, tb)

√
wb

)
. (4.7)

This algorithm is simple but very efficient for smooth kernels. There are many discretization
schemes one can use in (4.7). As in section 3.3 we have chosen Fejér type 1. As an illustration
of the results obtained via this method, in figure 6 we present the numerical results for
the free energy with some appropriate settings for the quadrature parameters L and m. A
table with numerical values of F can be found in appendix D. As a consistency check on
the numerical implementation of the Fredholm determinant algorithm we can compare the
numerical results against the analytic small λ expansion. We use the small λ expansion of
equation (3.4) in [7] which we have independently reproduced:

F = F3λ3 + F4λ4 + F5λ5 + F6λ6 + · · · (4.8)

with F3 = 5
512π6 ζ(5), F4 = − 105

8192π8 ζ(7) etc. The results are illustrated in figure 7. In table 4
we provide more evidence for the validity of our numerical method. As discussed in [7], the
radius of convergence of λ is λc = π2, which is the same as for N = 4 SYM.

4.2 Large λ expansion of F : a conjecture

Using the numerical method detailed above we calculated F for λ going up to e18. Fitting
the numerical data listed in table 5, we observed that the following asymptotic expansion
with coefficients in closed form agrees very accurately with the data

F = 1
8
√

λ − 3
8 log

(
λ

λ0

)
− 3

4
log 2√

λ
− 3

2
log2 2

λ
+ O(λ−3/2) . (4.9)
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Figure 7. Black dots: numerical calculation of F with the Bornemann method. Red line: F3λ3;
orange line: F3λ3 + F4λ4; green line: F3λ3 + F4λ4 + F5λ5; blue line: F3λ3 + F4λ4 + F5λ5 + F6λ6.
Clearly the numerical and analytic results agree very well.

n\λ 1 2 3 4 20
1 0.0000105329 0.0000842635 0.000284389 0.000674108 0.0842635
2 0.00000917083 0.0000624697 0.000174058 0.000325408 −0.133674
3 0.00000931482 0.0000670777 0.00020905 0.000472864 0.327125
4 0.00000930041 0.0000661549 0.000198539 0.000413804 −0.595688
5 0.00000930182 0.0000663362 0.000201637 0.00043701 1.2173
10 0.0000093017 0.0000663066 0.000200935 0.000430498 249.84
15 0.0000093017 0.0000663066 0.000200935 0.000430495 960.633
numerics 0.0000093017 0.0000663066 0.000200935 0.000430494 0.0175565

Table 4. Comparison of small λ expansion against numerical calculation of the free energy for
different values of λ. The last row gives the value calculated with the Bornemann method. The
first row with n = 1 gives the result using 1 term in the expansion (4.8), the second row with n = 2
gives the result using two terms in the expansion (4.8) and so on. One can see that for small λ < λc

(λ = 1, 2, 3, 4 in the table) the series (4.8) converges to the numerical result as n increases. For large
λ > λc (λ = 20 in the table), the series (4.8) does not seem to converge, but the numerical method
still yields sensible results.

The constant λ0 ≈ 7.723901172 can be determined with high precision but we were not
able to identify it with a closed form irrational or transcendental number. It is tempting to
speculate that the coefficient of the log λ term above is related to the difference in conformal
anomalies between the E theory and N = 4 SYM, see (1.1), but we were not able to make
this statement quantitatively precise.

Interestingly the result in (4.9) is in conflict with the leading order result presented in [7]
where it was argued that F ∼ 1

2π

√
λ. As illustrated in figure 8 this is in clear disagreement

with our numerical results. While we are not completely convinced why the result in [7]
disagrees with ours we suspect that it could be due to the assumption in [7] that the leading
order behavior of F for large λ is controlled by the leading order behavior of X. Namely,
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λ F
e8 4.5816147173(9±6)
e8.5 6.3347294273322(8±8)
e9 8.637894890881(0±9)

e9.5 11.64760271190(0±6)
e10 15.5647287113(94±21)

e10.5 20.6471553368(9±4)
e11 27.225974672885(68±15)

e11.5 35.726290419555(6±8)
e12 46.69392596735(85±24)

e12.5 60.8297166581(16±11)
e13 79.033540756198(14±11)

e13.5 102.460855469831(90±14)
e14 132.595289990373(00±26)

e14.5 171.34185630862(66±11)
e15 221.1466338982(52±31)

e15.5 285.1504476051873(00±31)
e16 367.3861937408442(07±28)

Table 5. The numerical values of F that we used for numerical fitting. The range of our sampling
points is (0, L), where in practice we take L = 12000.

in [7] the authors use12

F = 1
2 log det (1 − X) = 1

2 log det
[
1 + λ

2π2 S + O(λ0)
]

= 1
2 log det

(
1 + λ

2π2 S
)
+ o(

√
λ) .

(4.10)

Both analytical and numerical analysis supports the following behavior, see [7]
1
2 log det

(
1 + λ

2π2 S
)
∼ 1

2π

√
λ (4.11)

Thus we suspect that there is something wrong in going from the first to the second line
in (4.10) which is the cause of the conflict with our numerical analysis. To illustrate this
subtlety we have shown numerically that F/

√
λ can also depend on the sub-leading order

expansion of X, for example, if we multiply the identity matrix in (4.11) with an arbitrary
constant, then the coefficient of

√
λ in the final result changes. As discussed in appendix A

similar subtle issues are present in the analytic evaluation of ∆k.

Note added. While we were finalizing version 1 of this manuscript, [10] appeared in
which the large λ expansion of F is calculated analytically. The result in [10] agrees with
equation (4.9). The authors of [10] also calculated that

λ0 = 214/9e8ζ′(−1)π2 , (4.12)

which agrees with the numerical value we found.
12The expression of matrix S is given in (A.4).
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Figure 8. The counterpart of figure 4 in [7]. The green and dark yellow lines represent the constants
1/2π and 1/8, respectively. The blue line is the analytic approximation in (4.9). The red dots are the
numerical results obtained by evaluating the Fredholm determinant with the Bornemann method.

4.3 Untwisted correlators and Wilson loops in the E theory

The free energy in (4.9) can be used to calculate the large λ behavior of the functions
δk(λ) that control the two-point functions of the untwisted sector operators in the E theory,
see (1.3). It was argued in [3] that δk(λ) obey the following relation

δk(λ) = −2k
[
(2k2 − 1)λ∂λF + (λ∂λ)2F

]
, (4.13)

where F is the free energy defined in (2.19). Using (4.13) and the conjectured analytic form
of the large λ behavior of F in (4.9) we find that the large λ behavior of δk(λ) is

δk(λ) =− k(4k2 − 1)
16

√
λ + 3

8k(4k2 − 2)

− 3
8

k(4k2 − 3) log 2√
λ

− 3
2

k(4k2 − 4) log2 2
λ

+ O(λ−3/2) . (4.14)

This is a new result that provides three more orders in the large λ expansion of δk(λ) as
compared to the previous literature [3, 7]. Note that we again find a discrepancy between
our result for the coefficient of the

√
λ term in δk(λ) above and the results of [7]. This is

due to the discrepancy in F discussed around (4.10).
As a final application of our result for F we can calculate the first four terms in the

strong coupling expansion of the function q(λ) that controls the vacuum expectation value
of a 1/2-BPS circular expectation loop in the E theory. As derived in [7] and discussed
around equations (1.12) and (1.13) this function can be calculated by taking a derivative
of F , ∆q(λ) = −λ2

4 ∂λF(λ). Using our result for F in (4.9) we find

∆q(λ) = − 1
64λ3/2 + 3

32λ − 3 log 2
32 λ1/2 − 3 log2 2

8 + O(λ−1/2) . (4.15)
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5 Three point functions

In this section, we study the strong coupling expansion of three-point functions of single trace
operators in the E theory. As discussed in section 2, Gm,n, which are defined in equation (2.3),
can be calculated with an expectation value in the matrix model. In the planar limit this is:

Gm,n = ⟨Om(a)On(a)Om+n(a)⟩ . (5.1)

Its value in N = 4 YM is given by, see for example [9],

G(0)
m,n = mn(m + n)

2

(
N

2

)m+n−1
. (5.2)

We will calculate ∆m,n(λ) which is defined by

Gm,n = G(0)
m,n

(
1 + ∆m,n(λ) + O(1/N)2

)
. (5.3)

There are three possibilities for the parities of m and n. If m and n are both even, the three
point functions belong to the un-twisted sector, and therefore in the planar limit ∆2k,2l = 0.
For the cases where m and n are both odd, or one is odd and the other is even, ∆m,n is
generally non-zero. Their leading order behaviour at large λ was calculated previously in [9].
In the next few sections we will calculate the next three terms in its expansion. The reader
who is not interested in the calculation can find the result in equations (5.25) and (5.26)
below. We want to emphasize that the calculation below is fully analytic, but we use the
conjectured form (3.25) for Dkl as input.

Before calculating ∆m,n we need to calculate several auxiliary objects called T , C and
M . The T ’s are defined by the expectation values

Tm = ⟨Ωm(a)⟩, Tm,n = ⟨Ωm(a)Ωn(a)⟩, etc . (5.4)

The mixing coefficients Cm,n were defined previously in equation (2.13). The matrix M is
given by inverting a matrix: M = (1 + C)−1. We will first present the expressions for T ,
C, M in the untwisted sector and twisted sectors. These results can be found in [9] but we
include them here because we need them in section 5.1 where we put everything together and
calculate the strong coupling expansion of ∆m,n(λ). The two-point functions of operators
with even dimensions belong to the un-twisted sector, therefore:13

T2k,2l = T
(0)
2k,2l =

Nk+l+2

2k+l

(2k)!(2l)!
k!(k + 1)!l!(l + 1)! . (5.5)

In N = 4 YM, the mixing coefficients are

C(0)
n,m = lim

λ→0
Cn,m =

(
N

2

)n−m
2
(

n
n−m

2

)
, if n > m, (5.6)

and C
(0)
n,m = 0 if n ≤ m, thus for the un-twisted sector, we have

C2k,2l = C
(0)
2k,2l =

(
N

2

)k−l
(

2k

k − l

)
, if k > l. (5.7)

13All equations presented in this section are valid at the leading order in the large N expansion.
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We introduce the vev-less version of Ωn(a):

Ω̂n(a) ≡ Ωn(a)− ⟨Ωn(a)⟩ = Ωn(a)− Tn, (5.8)

and we denote the transformation coefficients from Ω̂n(a) to On(a) as Mn,m:

On(a) =
∑

m≤n

Mn,mΩ̂m(a). (5.9)

Using (2.12) on finds:

Mn,m =
( 1

1 + C

)−1

n,m
. (5.10)

The matrices M and C are lower-triangular, so we obtain from (5.6)

M (0)
n,m =

(
−N

2

)n−m
2 n

m

(
n+m−2

2
n−m

2

)
, if n ≥ m , (5.11)

and M
(0)
n,m = 0 if n < m. Therefore in the un-twisted sector we have

M2k,2l = M
(0)
2k,2l =

(
−N

2

)k−l k

l

(
k + l − 1

k − l

)
, if k ≥ l. (5.12)

When λ = 0, one has [21]:

O(0)
n (a) = tr pn(a), pn(a) ≡ 2

(
N

2

)n
2

Tn

(
a√
2N

)
+ δn,21 = an + · · · . (5.13)

where Tn(x) is the Chebyshev polynomial of the first kind.
The two-point functions T2k+1,2l+1 can be evaluated using Dk,l. From (5.11) and (5.13),

one finds

Ω2k+1(a) =
(

N

2

)k+ 1
2

k−1∑
i=0

ck,iωk−i(a), with ck,i =
(
2k + 1

i

)
√
2k − 2i + 1, (5.14)

and therefore for k, l ≥ 1

T2k+1,2l+1 =
(

N

2

)k+l+1 k−1∑
i=0

l−1∑
j=0

ck,icl,jDk−i,l−j . (5.15)

Using our conjectured expression (3.25) for Dkl it is then straightforward to show that

T2k+1,2l+1 =
(

N

2

)k+l+1
4π2 (2k + 1)!(2l + 1)!

k!(k − 1)!l!(l − 1)!

[ 1
k + l

1
λ
− 8 log 2

λ3/2

+16 log2 2
λ2 (2k + 2l − 1) + 4π2

3λ2
k(k − 1) + l(l − 1)

k + l − 1

−32
3
log 2
λ5/2

(
π2(k(k − 1) + l(l − 1)) + 4 log2 2(k + l − 1)(2k + 2l − 1)

)
+ζ(3)

λ5/2 (−32k2 − 32l2 + 24k + 24l + 32kl) + O(λ)−3
]

.

(5.16)
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The mixing coefficients C2k+1,2l+1 for k > l ≥ 1 can be obtained from T2k+1,2l+1 using the
following formula [9]:

C2k+1,2l+1 =

∣∣∣∣∣∣∣∣∣∣
T3,3 T3,5 · · · T3,2k+1
T5,3 T5,5 · · · T5,2k+1

...
... . . . ...

T2l+1,3 T2l+1,5 · · · T2l+1,2k+1

∣∣∣∣∣∣∣∣∣∣
/
∣∣∣∣∣∣∣∣∣∣

T3,3 T3,5 · · · T3,2l+1
T5,3 T5,5 · · · T5,2l+1

...
... . . . ...

T2l+1,3 T2l+1,5 · · · T2l+1,2l+1

∣∣∣∣∣∣∣∣∣∣
. (5.17)

Here the denominator is the determinant of an l × l matrix T2i+1,2j+1 with 1 ≤ i, j ≤ l, and
the matrix in the numerator is obtained by performing in the last column the replacement
l → k. Substituting (5.16) in (5.17) one obtains

C2k+1,2l+1 =
(

N

2

)k−l 2k + 1
2l + 1

(
2k

k − l

)[
1− 8 log 2

λ1/2 (k − l)+

+16 log2 2
λ

(k − l)(2k − 2l − 1) + 4π2

3λ
(k + l)(k − l)

−32 log 2
3λ3/2 (k − l − 1)(k − l)

(
4 log2 2(2k − 2l − 1) + π2(k + l)

)
+ζ(3)

λ3/2 (k − l)
(
−32k2 + 16l2 − 32kl + 24k + 24l − 1

)
+ O(λ)−2

]
.

(5.18)

Inverting 1 + C with odd indices we then find that for k ≥ l

M2k+1,2l+1 =
(
−N

2

)k−l 2k + 1
2l + 1

k

l

(
k + l − 1

k − l

)[
1− 8 log 2

λ1/2 (k − l)

+16 log2 2
λ

(k − l)(2k − 2l − 1) + 4π2

3λ
(k + l)(k − l)

−32 log 2
3λ3/2 (k − l − 1)(k − l)

(
4 log2 2(2k − 2l − 1) + π2(k + l)

)
+ζ(3)

λ3/2 (k − l)
(
16k2 − 32l2 − 32kl − 24k − 24l − 1

)
+ O(λ)−2

]
.

(5.19)

The last quantity we will need is the three-point functions of Ωn(a). This can be found
in [9] and reads:

T2m,2k+1,2l+1 = T2m

[
1 + m(m + 1)

N2 (k + l + 1 + λ∂λ)
]

T2k+1,2l+1 + O(1/N)4. (5.20)

5.1 Three point function at large λ

Using (5.9), we have

⟨O2m(a)O2l+1(a)O2p+1(a)⟩ =
(m,l,p)∑

(n,r,s)=1
M2m,2nM2l+1,2r+1M2p+1,2s+1⟨Ω̂2nΩ̂2r+1Ω̂2s+1⟩

=
(m,l,p)∑

(n,r,s)=1
M2m,2nM2l+1,2r+1M2p+1,2s+1(T2n,2r+1,2s+1 − T2nT2r+1,2s+1) .

(5.21)
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On the second line above, we substituted the definition of Ω̂n and simplified. Using (5.20),
the term in the bracket is given, in the large N limit, by

T2n,2r+1,2s+1 − T2nT2r+1,2s+1 = n(n + 1)
N2 T2n [(r + s + 1)T2r+1,2s+1 + λ∂λT2r+1,2s+1] . (5.22)

Using (5.21), we find that the summation of n can be performed explicitly. Namely, using
the expressions for T2n and M2m,2n in (5.5) and (5.11), one has

m∑
n=1

M2m,2nT2n
n(n + 1)

N2 = m

(
N

2

)m−1
. (5.23)

The sum over r, s can also be done directly using (5.16) and (5.19). Putting everything
together, we find

⟨O2mO2l+1O2p+1⟩ =
(

N

2

)p+l+m 16π2m

λ
l(2l + 1)p(2p + 1)

[
1− 4 log 2

λ1/2 (2p + 2l − 1)

+16 log2 2
λ

(2p + 2l − 1)(p + l − 1) (5.24)

−64 log3 2
3λ3/2 (2p + 2l − 1)(p + l − 1)(2p + 2l − 3)

+ ζ(3)
2λ3/2 (2p + 2l − 1)

(
16p2 + 16l2 − 16pl − 4p − 4l − 3

)
+ O(λ)−2

]
.

If we take m = k and p = k + l, use (2.11) and the value of G
(0)
m,n in (5.2), we finally find

1 + ∆2k,2l+1 = 16π2

λ
l(k + l)

[
1− 4 log 2

λ1/2 (2k + 4l − 1) + 16 log2 2
λ

(2k + 4l − 1)(k + 2l − 1)

−64 log3 2
3λ3/2 (2k + 4l − 1)(k + 2l − 1)(2k + 4l − 3) (5.25)

+ ζ(3)
2λ3/2 (2k + 4l − 1)

(
16k2 + 16l2 + 16kl − 4k − 8l − 3

)
+ O(λ)−2

]
If we take m = k + l + 1 and p = k instead, we find

1 + ∆2k+1,2l+1 = 16π2

λ
kl

[
1− 4 log 2

λ1/2 (2k + 2l − 1) + 16 log2 2
λ

(2k + 2l − 1)(k + l − 1)

−64 log3 2
3λ3/2 (2k + 2l − 1)(k + l − 1)(2k + 2l − 3) (5.26)

+ ζ(3)
2λ3/2 (2k + 2l − 1)

(
16k2 + 16l2 − 16kl − 4k − 4l − 3

)
+ O(λ)−2

]
The leading term in the large λ expansion in equations (5.25) and (5.26) agrees with the
result in [9], the next three subleading terms are our novel results based on the conjecture
for Dkl in (3.25).

In [10], which appeared while the first version of this manuscript was being finished, it
was pointed out that the expression for ∆k(λ) simplifies when using the variable λ′, where

(λ′)1/2 = λ1/2 − 4 log 2 . (5.27)
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We observe that something similar happens for ∆k,l(λ), namely we have

1+∆2k,2l+1(λ) =
16π2

λ
l(k + l)

(
λ′

λ

)(2k+4l−1)/2
(5.28)[

1 + ζ(3)
2(λ′)3/2 (2k + 4l − 1)

(
16k2 + 16l2 + 16kl − 4k − 8l − 3

)
+ O(λ′)−2

]
,

and

1+∆2k+1,2l+1(λ) =
16π2

λ
kl

(
λ′

λ

)(2k+2l−1)/2
(5.29)[

1+ ζ(3)
2(λ′)3/2 (2k + 2l−1)

(
16k2+16l2−16kl−4k−4l−3

)
+ O(λ′)−2

]
.

That this simplification also occurs for ∆k,l(λ) seems to provide additional support
for the conjectured form of Dkl in (3.25). Also, based on the form for ∆k(λ) in [10], it is
tempting to speculate that the expressions (5.28) and (5.29) are correct up to O(λ′)−5/2

instead of only up to O(λ′)−2 displayed above, and that the coefficient of the next non-zero
term is proportional to ζ(5).

6 Discussion

In this work, our main focus was on developing an efficient numerical algorithm that allows
for the calculations of correlation functions in the E theory at strong coupling. To this end,
we exploited recent supersymmetric localization results that reduce the calculations of these
observables to matrix models that can be analyzed with a variety of techniques. Based on our
numerical studies we were able to extract analytic expression for a few of the leading terms
in the strong coupling expansion of these observables. Clearly, it is important to develop
analytic techniques to derive these results more rigorously. To this end, we note that the
kernel of the integral operator appearing in this paper is integrable [26, 27]. This type of kernel
appears often in the mathematical physics literature. In that context, one often translates
the calculation to a Riemann-Hilbert problem and the expansion for large parameters is
carried out with a non-linear steepest descent method [28]. Perhaps these methods can also
be applied to our setup to calculate the large λ expansion of the correlators analytically.

The numerical techniques we developed can also be efficiently applied to calculate
correlators at finite values of the coupling. This provides valuable lessons about the properties
of large N gauge theories at finite coupling. This can be used for instance to understand
the convergence properties of the weak and strong coupling expansion and to gain insights
into non-perturbative effects. We believe that very similar methods can be applied also to
other examples of 4d N = 2 SCFTs that can be analyzed with supersymmetric localization.
The Lagrangian theories discussed in section 2 are natural candidates for such an analysis.
Work along these lines has recently appeared in [29–32] for a class of quiver gauge theories
and we hope that our techniques will find an application and can be adapted to the study
of these models.

The strong coupling results obtained here have connections to string theory through
the AdS/CFT correspondence. It will be most interesting to understand how to calculate
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any of the correlators we analyzed by using world sheet methods. This problem appears
to be highly non-trivial since it requires performing string world sheet calculations in the
AdS5 × S5/Z2 orientifold at high order in the α′ perturbative expansion. We hope that our
results will serve as an impetus to tackle this challenging world sheet analysis.
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A Wrong analytical calculation of ∆k(λ) for large λ

In this section we try to calculate analytically the first two terms in the large λ expansion
of ∆k(λ). We warn the reader however that although the calculation appears to be quite
straightforward, the result turns out to be wrong.

Evaluation of the λ−1 term in ∆k(λ). The calculation is based on the LDU decom-
position of matrices and uses the following fact. If A = LDU where L is a lower triangular
matrix, D is a diagonal matrix and U is an upper triangular matrix, then

A(k) = L(k)D(k)U(k) , (A.1)

where A(k) is the upper left k × k block in the matrix A and we have used the same notation
for the other matrices. Furthermore, if L is lower uni-triangular, i.e. L has ones on the
diagonal, and U is upper uni-triangular, then

detA(k)
detA(k−1)

= Dkk , (A.2)

with the convention that A(0) = 1.
The λ−1 term in the strong coupling expansion of ∆k(λ) was calculated in [3] with a

different method, we calculate it here again with formula (A.2). By performing the Mellin
transformation of (1.4), one has [3]:

X ∼
λ→∞

− λ

2π2 S + O(λ)0 (A.3)

where S is a tri-diagonal infinite matrix whose elements are

Skl =
1
4(−1)k+l

√
2l + 1
2k + 1

(
δk−1,l

k (2k − 1) +
δk,l

k (k + 1) +
δk+1,l

(k + 1) (2k + 3)

)
. (A.4)

One can then show that

D ≡ 1
1− X = 2π2

λ
S−1 + O(λ)−3/2 . (A.5)
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Now let us define a lower uni-triangular matrix L and a diagonal matrix D

Lkl =


1 if k = l

−
√

2k+1√
2l+1 if k = l + 1

0 else

, Dkl =


λ

4π2
1

(2k+1)2k if k = l .

0 else
(A.6)

One can check explicitly that

LTDL = λ

2π2 S (A.7)

which in turn leads to

L−1D−1L−T = 2π2

λ
S−1 = D + O(λ)−3/2 . (A.8)

Since L−1 is again a lower triangular matrix, one can use formula (A.2) to get:

1 + ∆k(λ) + O(λ)−3/2 =
detD(k)
detD(k−1)

+ O(λ)−3/2 = D−1
kk + O(λ)−3/2 . (A.9)

Substituting the value of D−1
kk , we get:

1 + ∆k(λ) =
4π2

λ
(2k + 1)2k + O(λ)−3/2 (A.10)

This agrees with both the analytical evaluation in [3] and the numerical evaluation (3.26)
in the main text above.

Evaluation of the λ−3/2 term in ∆k(λ). To proceed to higher order in the 1/λ expansion
we add one more term to the expansion of X:

X = − λ

2π2 S + 1
31 + O(λ)−1/2 . (A.11)

One then finds

D = 1
1 − X =

(
λ

2π2 S + 2
31
)−1

+ O(λ)−2 . (A.12)

We define new matrices L and D, different from the ones in (A.6),

Lkl =


1 if k = l

−Ek
El

if k = l + 1

0 else

, Dkl =


Ek−1

Ek

λ
2π2

1
4k

√
4k2−1 if k = l ,

0 else
(A.13)

where Ek is expressed in terms of the modified Bessel function as

Ek =
√
2k + 1

I2k+1

(√
3λ
2π2

)
I1

(√
3λ
2π2

) . (A.14)
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To proceed further we recall some properties of the modified Bessel function. A somewhat
nonstandard recursion relation satisfied by the modified Bessel functions reads:

νI2ν+3(z)−
(
1 + ν(ν + 1) 8

z2

)
(2ν + 1)I2ν+1(z) + (ν + 1)I2ν−1(z) = 0 (A.15)

This can be proven by using the standard recursion relation
2ν

z
Iν(z) = Iν−1(z)− Iν+1(z) . (A.16)

Using (A.16) on both terms in the right hand side of (A.16) gives
2ν

z2 Iν(z) =
1

2(ν − 1)Iν−2(z)−
ν

ν2 − 1Iν(z) +
1

2(ν + 1)Iν+2(z) . (A.17)

This relation is equivalent to (A.15), after renaming the order of Iν(z).
Using the recursion relation of modified Bessel functions (A.15), one can verify di-

rectly that

LTDL = λ

2π2 S + 2
31 , (A.18)

and hence

L−1D−1L−T =
(

λ

2π2 S + 2
31
)−1

= D + O(λ)−2 . (A.19)

Applying once again formula (A.2) we find:

1 + ∆k(λ) + O(λ)−2 =
detD(k)
detD(k−1)

+ O(λ)−2 = D−1
kk + O(λ)−2 . (A.20)

Plugging in the value of Dkk and expanding the modified Bessel functions for large
λ, we obtain

1 + ∆k(λ) =
8π2k(2k + 1)

λ
−

32
√

2
3π3k2(2k + 1)

λ3/2 + O(λ)−2 . (A.21)

Although the calculations above appear to be quite straightforward, it turns out that the
coefficient C3/2 of the λ−3/2 term in the large λ expansion of ∆k(λ) calculated analytically
here is different from the one obtained numerically, see (3.26):

Cana
3/2 = −32

√
2
3π3k2(2k + 1) ≈ 810.1k2(2k + 1),

Cnum
3/2 = −128π2 log 2k2(2k + 1) ≈ 875.7k2(2k + 1) .

(A.22)

We believe that the reason for this discrepancy lies in the fact that the analytic calculation
above is subtle and leads to a wrong result due to the fact that we have treated the infinite
dimensional matrix X as a finite dimensional one. For example, first taking a large λ

expansion and then inverting an infinite matrix could potentially yield a different result
than first inverting the matrix and then expanding at large λ. Also, we are calculating the
large λ expansion of the matrix X for each component separately. In doing this, perhaps one
needs to be more careful to ensure that this expansion is uniform over all components of the
matrix. While we have no rigorous proof that the analytic calculation above is wrong, due to
the subtleties discussed here and the fact that the numerical results are very accurate and
well-behaved we have chosen to trust the result of our numerical analysis and in particular
the large λ expansion in (3.26).
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B Quadrature rules

A quadrature rule for approximation to an integral is a set of points xi and weights wi such that

I ≡
∫ b

a
dxf(x) ≈

n∑
i=1

wif(xi) ≡ In . (B.1)

The quadrature rules we describe in this section converge exponentially fast. Namely, if f(x)
can be extended to an analytical function f(z) in a region around the interval [a, b] then

|I − In| ≤ e−cn , (B.2)

with c a positive constant. Typically, the larger the region of analyticity, the larger c. The
reason we want fast quadrature rules is that n should not be too large because we solve linear
algebra problems with matrices of size n × n, see equation (3.20). The memory requirement
will then be of order O(n)2, and the timing of order O(n)3, so this scales quite badly with n.

Gauss-Laguerre. This is a quadrature scheme for the interval [0,+∞[. It is the Gaussian
quadrature scheme based on Laguerre polynomials. The weights wi and points xi with
i = 1, . . . , n are such that all polynomials of degree not greater than 2n − 1 are integrated
exactly. More specifically, if

I ≡
∫ +∞

0
dx e−xf(x), In ≡

n∑
i=1

wif(xi) , (B.3)

then I = In for all polynomials f(x) of degree not greater than 2n−1. Initially, this seemed to
be a natural quadrature scheme to use in our setup because the function W (t) in (1.5) decays
exponentially fast for t → +∞. Also, although the weights wi and points ti are not directly
available in Mathematica, they can be calculated efficiently with the Golub-Welsch algorithm.
This quadrature scheme works quite well for λ ≲ 100, however for larger values of λ we need
to use larger values of n (n ≳ 100). For large values of n, it turns out that many weights are
very small (∼ 10−100), so they are in a sense wasted. This is also documented in the literature,
see sections 5 and 6 in [22]. Therefore, it is better to use a different quadrature scheme.

Quadrature rules on the interval [−1, 1]. Some well-known quadrature rules are:

Gauss-Legendre Here xi are given by the zeros of Legendre polynomials. These are actually
points in the interval [0, 1], but a linear change of variable converts these to the interval
[−1, 1].

Clenshaw-Curtis Here xk = cos
(

kπ
n

)
with k = 0, 1, . . . , n.

Fejér type 1 Here xk = cos
(

(k− 1
2 )π

n

)
with k = 1, 2, . . . , n.

Gauss-Legendre is perhaps theoretically nicer than Clenshaw-Curtis, but the advantage of
Clenshaw-Curtis is that its weights and points are much easier to compute. Also, Mathematica
has a function to compute the weights and points of Clenshaw-Curtis. However, the end
points x0 = 1 and xn = −1 are part of the quadrature points. In the integral equation we
want to solve, we prefer not to use the left end point. Therefore, we settled on Fejér type 1.
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Fejér type 1. The quadrature points are:

xk = cos θk, with θk = (2k − 1) π

2n
, k = 1, 2, . . . , n , (B.4)

and the weights wk can for example be found in [24]14

wk = 2
n

1− 2
n−1

2∑
r=1

cos(2rθk)
4r2 − 1

 (B.5)

The points xk and weights wk are not directly available in Mathematica. However, there
is code available at Wolfram Function Repository which can be used for their calculation [23].15

Error analysis. To integrate numerically over the interval [0,+∞[ we truncate the in-
terval to [0, L] and then use Fejér type 1 on the truncated interval. This amounts to the
approximation ∫ +∞

0
dt f(t) ≈

∫ L

0
dt f(t) ≈

n∑
i=1

wif(xi) . (B.6)

This procedure leads to two sources of error: firstly, there is the truncation error which
goes to zero if L → +∞; secondly, there is the discretization error which goes to zero if
n → +∞. One possibility is to keep L and n independent, and test for accuracy by increasing
both L and n separately. Another possibility is to relate L and n in such a way that the
truncation error is roughly equal to the discretization error. We observed that the scaling
L ∼ n2/3 works well in practice.

It is important to note that if n → ∞ then L → ∞, so the truncation error goes to
zero. Also if n → ∞, the discretization size h = L

n ∼ n−1/3 → 0, so the discretization
error will go to zero as well.

C Degenerate kernels

In this section we collect some formulae for integral operators with degenerate kernel. These
formulae are well-known but included here for convenience. The integral operator

f(x) 7→ f(x) +
∫ β

α
dy K(x, y)f(y) , (C.1)

has degenerate kernel (also known as kernel of finite rank or separable kernel) if K(x, y)
can be expressed as the finite sum16

K(x, y) =
n∑

i,j=1
ai(x) Cij bj(y) . (C.2)

14If the reader wants to check formula (B.5), we found Fejér’s own calculation very readable [25].
15The function is called FejerQuadratureWeights and is based on the Fast Fourier Transform. We checked

for many cases that FejerQuadratureWeights indeed produces xi and wi that are numerically the same as
the ones given by (B.4) and (B.5).

16We do not use the summation convention for repeated indices in this section.
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Integral equations with degenerate kernel can be solved in closed form as follows. Suppose
the integral equation is

f(x) +
∫ β

α
dy K(x, y)f(y) = g(x) , (C.3)

with K(x, y) as in (C.2). Define fi =
∫ β

αdy bi(y)f(y), then equation (C.3) is

f(x) +
n∑

i,j=1
ai(x) Cijfj = g(x) . (C.4)

Multiplying with bk(x) and integrating over x gives

fk +
n∑

i,j=1
AkiCijfj = gk , (C.5)

where
Aki =

∫ β

α
dx bk(x)ai(x) , (C.6)

and gk =
∫ β

αdx bk(x)g(x). The system of n linear equations (C.5) can be solved exactly for
fk. Inserting this solution in (C.4) gives17

f(x) = g(x)−
n∑

i,j,l=1
ai(x)Cij(1 + AC)−1

jl gl . (C.7)

The solution of (C.3) is thus

f(x) = g(x)−
∫ β

α
dy L(x, y)g(y) , (C.8)

with
L(x, y) =

n∑
i,j=1

ai(x)[C(1 + AC)−1]ijbj(y) . (C.9)

In the literature L(x, y) is called the resolvent.
The Fredholm determinant of an integral operator with degenerate kernel can also be

calculated analytically. Here is a derivation of the formula. We discretize the integral
with discretisation points xµ and weights wµ with µ, ν = 1, 2, . . . , m. Then the Fredholm
determinant is equal to

det(1 + K) = lim
m→∞

m
det

µ,ν=1
(δµν + K(xµ, xν)wν) . (C.10)

Write
K(xµ, xν)wν =

n∑
i,j=1

ai(xµ) Cij bj(xν)wν = (MCN)µν , (C.11)

with Mµi = ai(xµ) and Njν = bj(xν)wν . Then

det(1m×m + MCN) = det(1n×n + CNM) . (C.12)
17M−1

ij is the ij component of the matrix M−1.
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Since
(CNM)ij =

n∑
k=1

m∑
ν=1

Cikbk(xν)wνaj(xν) , (C.13)

we find that in the limit m → ∞

(CNM)ij =
n∑

k=1
CikAkj , (C.14)

with Akj defined in (C.6). Alltogether, one has

det(1 + K) = det(1n×n + CA) . (C.15)

This is a closed form formula for the Fredholm determinant because the determinant on
the right hand side is of a finite n × n matrix.

D Numerical data

Here we provide two tables with some of our numerical data for ∆k(λ) for k = 1, 2, 3 as
well as for the free energy F .

λ 1 + ∆1(λ) 1 + ∆2(λ) 1 + ∆3(λ)
e3 0.967087942591236(00±11) 0.998182 0.999886471522795(00±11)
e4 0.84413354083007(60±19) 0.976408560611106(00±22) 0.996135433920974(00±11)
e5 0.591355036026568(60±22) 0.867655885531129(00±11) 0.95770388339493(20±22)
e6 0.3263339352130(10±12) 0.62836903552457(64±11) 0.80851244411776(50±30)
e7 0.1524442716515(11±10) 0.36148255438002(6±5) 0.547853721918213(5±8)
e8 0.064525566747991(9±9) 0.1749433084896(77±15) 0.2997641417256(9±5)
e9 0.02579506509172(98±16) 0.07589996453754(0±7) 0.1407940457851(2±4)
e10 0.00997266161958(43±27) 0.0308295464823(8±6) 0.0600521108447(98±30)
e11 0.003779867460756(4±4) 0.0120383586528(52±14) 0.0241553127444(05±15)
e12 0.001415785217(9±4) 0.00459090014(08±27) 0.00937868572(6±8)
e13 0.0005265339(42±19) 0.001726033(07±12) 0.003564618(8±4)
e14 0.000194980(46±21) 0.00064338(77±14) 0.00133750(4±4)

Table 6. ∆k(λ) with k = 1, 2, 3 for some values of λ. These values are calculated with the Nyström
method explained in section 3.3. We have used different values of L and m to estimate the accuracy
of the numerical values.
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λ F λ F
1 9.3017× 10−6 100 0.227879
2 0.0000663066 200 0.50639
3 0.000200935 300 0.759961
4 0.000430494 400 0.991783
5 0.000764363 500 1.20637
6 0.00120686 600 1.40708
7 0.00175905 700 1.59638
8 0.00241988 800 1.77606
9 0.00318697 900 1.94753
10 0.00405711 1000 2.11184
20 0.0175565 2000 3.49445
30 0.0373082 3000 4.60102
40 0.060823 4000 5.55364
50 0.0866247 5000 6.40401
60 0.11382 6000 7.17993
70 0.141848 7000 7.89843
80 0.170347 8000 8.57086
90 0.199078 9000 9.20523

Table 7. The free energy F for some values of λ. These values are calculated with the Bornemann
method explained in section 4.1. We have used appropriate settings of L and m to ensure that all
printed digits are correct.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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