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1 Introduction

Feynman integrals are usually understood as functions depending on various observables
and parameters. Even though the physical observables do not take complex values in mea-
surements, these Feynman integrals can only be thought consistently in complex domains.
By considering Feynman integrals as complex functions and examining their analytic prop-
erties, surprising connections were found, for example dispersion relations and Cutkosky’s
rules [9, 22]. As conjectured for the first time by T. Regge, it seems that these connections
are not just arbitrary and indicate a more fundamental relation between the monodromy
group and the fundamental group for Feynman integrals in the context of Picard-Lefschetz
theory (see e.g. [74, 80] for Regge’s perspective). Apart from these conceptual questions,
the analytic structure plays also an important role in many practical approaches, for ex-
ample the analytic continuation, Steinman relations [15], sector decomposition [2, 5, 13] or
certain methods in QCD [57].

Thus, there are many good reasons to assume that one needs to understand the ana-
lytic structure in order to obtain a profound insight of perturbative scattering amplitudes.
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However, compared with the importance of this subject, little is known about the analytic
structure of Feynman integrals in general. A main reason for this gap seems to be the
sophisticated nature of the mathematical framework. Furthermore, the analytic structure
is also a hard problem from an algorithmical point of view: only for a few simple Feynman
graphs the analytic structure is known.

The structural investigation of the analytic properties of Feynman integrals was started
in 1959 independently by Bjorken [8], Nakanishi [60] and Landau [55] and is also known as
Landau analysis. Since a comprehensive historical review on Landau analysis can be found
in [58], we restrict ourselves to a very short historical overview. For a summary of the first
steps of this subject from the 1960s we refer to the monograph of Eden et al. [26]. A much
more mathematically profound investigation was carried out by Pham et al. in terms of
homology theory [45, 73]. Pham’s techniques have recently brought back into focus by S.
Bloch and D. Kreimer [9]. An alternative approach avoiding the introduction of homology
theory was initiated by Regge, Ponzano, Speer and Westwater [74, 80]. Their work was
also the starting point for a mathematical treatment due to Kashiwara and Kawai [51],
Sato [76] and Sato et al. [77], which are all heavily based on partial differential equation
systems. Currently, there is a renewed interested in Landau varieties and we refer to [18, 59]
for a selection of modern approaches as well as [11, 12], where the analytic structure of
specific Feynman integrals was studied in the context of differential equations by methods
of topological string theory on Calabi-Yau manifolds.

In this work we will also use partial differential equations in order to analyze the sin-
gular locus of Feynman integrals and we will do this in the framework of A-hypergeometric
functions, which were introduced by Gelfand, Kapranov, Zelevinsky (GKZ) and collabora-
tors [32, 35, 36, 38, 39]. These A-hypergeometric functions, where Feynman integrals are a
special case, are defined as solutions of partial differential equation systems and their sin-
gular locus can be obtained by the characteristic ideal of that system. This approach gives
us very familiar equations known from Landau analysis. However, as the A-hypergeometric
theory is well understood from a conceptual point of view, we can benefit from it for Feyn-
man integrals, inter alia we get very useful tools as the Horn-Kapranov-parametrization.

We will start this article with a short review of A-resultants and A-discriminants,
which state multivariate generalizations of the usual univariate resultants and discrimi-
nants. In particular we will also introduce the principal A-determinant, which is a specific
A-resultant. In the following section 3 we will define the A-hypergeometric systems and
we will reproduce the connection between the singular locus of A-hypergeometric functions
and convenient principal A-determinants. Afterwards we will apply these methods to Feyn-
man integrals in order to obtain a rigorous description of the singular locus, i.e. the Landau
variety, by means of principal A-determinants. Those principal A-determinants factorize
in several A-discriminants and we can detect factors which correspond to second-type sin-
gularities as well as parts corresponding to normal, anomalous and pseudo thresholds. In
section 5 we will introduce the concept of coamoebas, which allow a more detailed ex-
amination of the structure of the singular locus. In particular the coamoeba provides a
condition to detect pseudo thresholds. In order to demonstrate the advantage of the Horn-
Kapranov-parametrization we will finish this article by giving a parametrization of the
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leading Landau singularity of the double-edged triangle graph (also known as dunce’s cap)
in section 6 as an example.
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2 A-resultants and A-discriminants

We are often interested in the question whether a system of simultaneous polynomial
equations

f0(x1, . . . , xn) = . . . = fn(x1, . . . , xn) = 0 (2.1)

has a solution in a given (algebraically closed) field K or if it is inconsistent. That question
could be answered in general by calculating the Groebner basis of the ideal generated
by f0, . . . , fn. Thus, a system of polynomial equations is inconsistent if and only if the
corresponding reduced Groebner basis is equal to 1. Unfortunately, the calculation of
Groebner bases can be hopeless complicated and computers fail even in simpler examples.
Resultants, instead, can answer this question much more efficiently. In general a resultant
is a polynomial in the coefficients of the polynomials f0, . . . , fn, which vanishes whenever
the system (2.1) has a common solution.

However, the theory of multivariate resultants comes with several subtleties. We have
to distinguish between classical multivariate resultants (also known as dense resultants)
and (mixed) A-resultants (or sparse resultants). The classical multivariate resultant will
be applied to n homogeneous polynomials in n variables, where every polynomial consists
in all possible monomials of a given degree, and detects common solutions in projective
space Pn−1

K . In contrast, the A-resultant is usually used, if the polynomials do not consist
in all monomials of a given degree. For a system of n + 1 polynomials in n variables, the
A-resultant is a custom-made polynomial and reveals common solutions, which are mostly
located in the affine space (C∗)n. However, what we accept as a “solution” in the latter
case is slightly subtle and we will give a precise definition below. Note, that the classical
multivariate resultant is a special case of the A-resultant [19]. Furthermore, we want to
distinguish between the case where all polynomials f0, . . . , fn having the same monomial
structure, which will be defined by a single set A and the mixed case where the polynomials
f0, . . . , fn having different monomial structure defined by several sets A0, . . . , An.

Closely related to resultants are discriminants, which determine whether a polynomial
f has a multiple root. This is equivalent to ask if there is a solution such that the polynomial

– 3 –



J
H
E
P
0
2
(
2
0
2
2
)
0
0
4

f and its first derivatives vanish. Hence, discriminants play also an important role for
identifying singular points of algebraic varieties.

In the following we will sketch several key features of the theory of A-resultants and A-
discriminants, which were mainly introduced in a series of articles by Gelfand, Kapranov
and Zelevinsky [33, 34, 37, 40] in the study of A-hypergeometric functions [32, 36, 39]
and were collected in [41]. For an introduction to A-resultants as well as the classical
multivariate resultants we refer to [19] and [86].

2.1 Basic notions

Before introducing the generalized multivariate resultants and discriminants, let us first
recall some basic notions in the language of polynomials and algebraic geometry, which
can also be found in the most textbooks e.g. [43, 44].

Let K be an algebraically closed field, typically the complex numbers C or a convenient
subfield. The affine n-space AnK over K is the set of n-tuples of elements from K, where we
adopt some structure from the vector space Kn in order to treat relative positions of points
in AnK. Thus, we assume the existence of a map S : AnK × AnK → Kn, which relates two
points from AnK with a vector in Kn representing the relation between these points. For
points a, b, c ∈ AnK we claim that S(a, b) + S(b, c) = S(a, c) and S(a, a) = 0. Furthermore
we want S(a, ·) to be bijective for every a ∈ AnK. Hence, an affine n-space over a field K is
the vector space Kn but with different morphisms.

By K[x1, . . . , xn] we denote the coordinate ring of AnK, i.e. the ring of polynomials in
the variables x1, . . . , xn. Furthermore, we can introduce a topology on AnK, the so-called
Zariski topology, by defining the zero locus of polynomials to be the closed sets. For a set
of polynomials f1, . . . , fk ∈ K[x1, . . . , xn] we call

V(f1, . . . , fk) := {x ∈ AnK | f1(x) = . . . = fk(x) = 0} ⊆ AnK (2.2)

an affine variety generated by f1, . . . , fk. This definition extends naturally to an ideal of
polynomials. An affine variety is called irreducible, if it can not be written as the union of
two proper subvarieties.

Laurent polynomials can be treated in an analogous way. We call the affine variety
(C∗)n the algebraic torus and Laurent monomials in the variables x1, . . . , xn are nothing
else than the characters of (C∗)n

(C∗)n → C∗, x 7→ xa := xa1
1 · · ·x

an
n (2.3)

with the exponent a = (a1, . . . , an) ∈ Zn. Here and in the following we will make use
of a multiindex notation as indicated in (2.3). A Laurent polynomial is a finite linear
combination of these monomials and can be uniquely written as

f(x) = f(x1, . . . , xn) =
∑
a∈A

zax
a ∈ C[x±1

1 , . . . , x±1
n ] (2.4)

where A ⊂ Zn is a finite set of non-repeating points and we consider the coefficients za ∈ C
to be complex numbers not identically zero. We will call A the support of f . The space of
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all Laurent polynomials with fixed monomials from A but with indeterminate coefficients
za will be denoted as CA. Thus, the set of coefficients {za}a∈A are coordinates of CA.

For elements a(1), . . . , a(k) ∈ AnK of an affine space we call

λ1a
(1) + . . .+ λka

(k) with
k∑
i=1

λi = 1, λi ∈ K (2.5)

an affine combination. Similarly, for a subset S ⊆ K we denote by

AffS
(
a(1), . . . , a(k)

)
:=
{
λ1a

(1) + . . .+ λka
(k)
∣∣∣λi ∈ S, k∑

i=1
λi = 1

}
(2.6)

the affine span generated by the elements a(1), . . . , a(k) ∈ AnK over S. A discrete subgroup
of an affine space AnK is called an affine lattice if the subgroup spans the full space AnK.
Further, a map f : AnK → AmK between two affine spaces is called affine transformation, if
it preserves all affine combinations.

A minimal generating set of elements a(0), . . . , a(n) which spans the whole affine space
AnK over K, is called a basis of an affine space AnK (or a barycentric frame). Thus, for a
given basis a(0), . . . , a(n) we can write every element a ∈ AnK as an affine combination of
that basis and we will call the corresponding tuple (λ0, . . . , λn) the barycentric coordinates
of a.

These barycentric coordinates indicate that we can naturally identify the affine space
AnK as a hyperplane in the vector space Kn+1. Thus, we consider the vector space Kn+1 =
Kn ∪ (K∗ × AnK) consisting in the slice of the vector space Kn, containing the origin, and
the remaining slices, each corresponding to an affine spaces AnK. Since all slices, which do
not contain the origin behave the same, we can identify w.l.o.g. AnK as the slice 1 × AnK
of Kn+1. This will enable us to treat affine objects with the methods of linear algebra.
Therefore, we can accomplish the embedding, by adding an extra coordinate

a = (a1, . . . , an) 7→ (1, a1, . . . , an) . (2.7)

Since points lying on a common hyperplane of Kn+1, correspond to exponents of quasi-
homogeneous polynomials, we will call the map of (2.7) homogenization. For a finite subset
of lattice points A = {a(1), . . . , a(N)} ⊂ Zn, we will write A = {(1, a(1)), . . . , (1, a(N))} ⊂
Zn+1 as its homogenized version. Whenever it is convenient, we will denote by A also the
(n+ 1)×N integer matrix collecting the elements of the subset A ⊂ Zn+1 as columns.

Furthermore, by L := kerZ(A) ⊆ ZN we denote the integer kernel of the homogenized
matrix A ∈ Z(n+1)×N . The lattice L has rank r := N − n − 1 and every basis B =
{b1, . . . , br} ⊂ ZN of that lattice will be called a Gale dual of A. Analogue to A, we will
consider B also as an N × r integer matrix whenever it is convenient.

Closely related to the affine space is the projective space. The projective space PnK
is the set of equivalence classes in Kn+1 \ {0}, where two elements a, b ∈ Kn+1 \ {0} are
equivalent if there exists a number λ ∈ K∗ such that a = λb. Thus, points of the projective
space can be described by homogeneous coordinates. A point a ∈ PnK is associated to the
homogeneous coordinates [s0 : . . . : sn] if an arbitrary element of the equivalence class

– 5 –



J
H
E
P
0
2
(
2
0
2
2
)
0
0
4

of a is described in the vector space Kn+1 by the coordinates (s0, . . . , sn). Note that the
homogeneous coordinates are not unique, as they can be multiplied by any element λ ∈ K∗.

Furthermore, we can decompose the projective space PnK = AnK ∪ Pn−1
K into an affine

space and a projective space of lower dimension. In coordinates that decomposition means,
that in case of s0 6= 0, we can choose w.l.o.g. s0 = 1, which defines the aforementioned
affine hyperplane in Kn+1. For s0 = 0, sometimes referred as the “points at infinity” due to[
1 : s1s0 : . . . : sns0

]
, we obtain the projective space of lower dimension by the other remaining

coordinates [s1 : . . . : sn].
For a finite subset of points A = {a(1), . . . , a(N)} ⊂ Zn we define a (lattice) polytope P

as the convex hull of these points

P := Conv(A) =
{
λ1a

(1) + . . .+ λNa
(N)

∣∣∣λi ∈ R, λi ≥ 0,
N∑
i=1

λi = 1
}
⊂ Rn . (2.8)

Alternatively, we can describe every polytope uniquely as a bounded, minimal intersection
of half-spaces

P := P (M, b) =
{
µ ∈ Rn |mT

j · µ ≤ bj , 1 ≤ j ≤ k
}

(2.9)

where mj ∈ ZN and bj ∈ Z are relatively prime for j = 1, . . . , k.
Especially, for polynomials f(x) =

∑
a∈A zax

a ∈ C[x±1
1 , . . . , x±1

n ] we define the Newton
polytope

Newt(f) := Conv ({a ∈ A | za 6≡ 0}) ⊂ Rn (2.10)

as the convex hull of the exponent vectors. A subset τ ⊆ P of a polytope for which there
exists a linear map φ : Rn → R, such that

τ = {p ∈ P |φ(p) ≥ φ(q) for all q ∈ P} ⊆ P (2.11)

is called a face of P . Every face τ is itself a polytope, generated by a subset of A. Whenever
it is convenient we will identify with τ also this subset of A, as well as the subset of
{1, . . . , N} indexing the elements of A corresponding to this subset. For a face τ ⊆ Newt(f)
of a Newton polytope, we define the truncated polynomial with respect to τ as

fτ (x) :=
∑

a∈A∩τ
zax

a (2.12)

consisting only in the monomials corresponding to the face τ .
Further, we want to introduce a volume vol(P ) ∈ Z≥0 for these lattice polytopes P ,

which is normalized such that the standard n-simplex (i.e. the convex hull of the standard
unit vectors of Rn and the origin) has a volume equal to 1.

2.2 Mixed (A0, . . . , An)-resultants

After introducing the basic terms, we can now turn towards the multivariate resultants
and discriminants. The key idea of resultants is to specify coefficients and variables in a
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system of polynomial equations and eliminate the variables from it. We will summarise the
basic definitions and several properties of the multivariate resultants, which can be found
in [19, 41, 72, 84–86].

Let A0, . . . , An ⊂ Zn be finite subsets of the affine lattice Zn and for every set Ai we
will consider the corresponding Laurent polynomial

fi(x) = fi(x1, . . . , xn) =
∑
a∈Ai

z(i)
a xa ∈ C[x±1

1 , . . . , x±1
n ] . (2.13)

For simplicity we will assume that the supports A0, . . . , An jointly generate the affine lattice
Zn. Furthermore, by Pi := Conv(Ai) we denote the Newton polytope of fi. According
to [84–86], we will call a configuration A0, . . . , An essential if

dim

 n∑
j=0

Pj

 = n and dim

∑
j∈J

Pj

 ≥ |J | for every J ( {0, . . . , n} , (2.14)

where the sum denotes the Minkowski sum and |J | is the cardinality of a proper subset J .
If all polytopes Pi are n-dimensional, equations (2.14) is trivially satisfied.

In order to define the general resultants, we are interested in the set of coefficients z(i)
a

for which there exists a solution of f0(x) = . . . = fn(x) = 0 for x ∈ (C∗)n. In other words
we consider the following set in

∏n
i=0 CAi

Z =
{

(f0, . . . , fn) ∈
∏
i

CAi |V(f0, . . . , fn) 6= ∅ in (C∗)n
}
⊆
∏n

i=0
CAi . (2.15)

Furthermore, by Z we will denote the Zariski closure of Z . The mixed (A0, . . . , An)-
resultant RA0,...,An(f0, . . . , fn) ∈ Z[{z(i)

a }a∈A,i=0,...,n] is an irreducible polynomial in the
coefficients of the polynomials f0, . . . , fn. In case where Z describes a hypersurface in∏
iCAi we will define RA0,...,An(f0, . . . , fn) to be the (minimal) defining polynomial of this

hypersurface Z . Otherwise, so if codim Z ≥ 2, we will set RA0,...,An(f0, . . . , fn) = 1. The
mixed (A0, . . . , An)-resultant always exists and is uniquely defined up to a sign, which was
shown in [41].

Further, we have codim Z = 1 if and only if there exists a unique subset of A0, . . . , An
which is essential [84]. In that case the mixed (A0, . . . , An)-resultant coincides with the
resultant of that essential subset.

One has to remark as a warning, that the mixed (A0, . . . , An)-resultants not only detect
common solutions of f0 = . . . = fn = 0 inside x ∈ (C∗)n. Due to the Zariski closure in the
definition of the resultants, the mixed (A0, . . . , An)-resultants may also describe solutions
outside of x ∈ (C∗)n, e.g. “roots at infinity”.

If all polynomials f0, . . . , fn having the same monomial structure, i.e. A0 = . . . =
An =: A, we will call RA(f0, . . . , fn) := RA,A,...,A(f0, . . . , fn) simply the A-resultant. The
A-resultants satisfy a natural transformation law.

Lemma 2.1 [transformation of A-resultants [41]]. Consider the polynomials f0, . . . ,

fn ∈ CA and let D be an invertible (n + 1) × (n + 1) matrix. For the transformation
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gi =
∑n
j=0Dijfj for i = 0, . . . , n we have

RA(g0, . . . , gn) = det(D)vol(P )RA(f0, . . . , fn) (2.16)

where P = Conv(A).

Especially, for linear functions g0, . . . , gn with gi :=
∑n
j=0Dijxj in homogenization,

that lemma implies RA(g0, . . . , gn) = det(D). This result extends also to all cases, where
A forms a simplex [41].

2.3 A-discriminants

The A-discriminant is closely related to the A-resultant and describes for a given polynomial
f ∈ C[x±1

1 , . . . , x±1
n ] when the hypersurface {f = 0} is singular. Equivalently, the A-

discriminant determines whether f has multiple roots. Let A ⊂ Zn be the support of the
polynomial f(x) =

∑
a∈A zax

a and consider

∇0 =
{
f ∈ CA|V

(
f,
∂f

∂x1
, . . . ,

∂f

∂xn

)
6= ∅ in (C∗)n

}
⊆ CA (2.17)

the set of polynomials f ∈ CA for which there exists a solution x ∈ (C∗)n such that f and its
first derivatives vanish simultaneously. Analogue to the A-resultant, if the Zariski closure
of ∇0 has codimension 1, we will set the A-discriminant ∆A(f) ∈ Z[{za}a∈A] of f as the
defining polynomial of the hypersurface ∇0. For higher codimensions codim(∇0) > 1 we
will fix the A-discriminant to be 1. Configurations A, which having ∆A(f) = 1 are called
defective. Combinatorial criteria of defective configurations can be found in [21, 25, 27].
By definition, the A-discriminant is an irreducible polynomial in the coefficients za, which
is uniquely determined up to a sign [41].

Example 2.1. Consider the cubic polynomial in one variable f = z0 + z1x+ z2x
2 + z3x

3

with its support A = {0, 1, 2, 3}. Its A-discriminant is given (up to a sign) by

∆A(f) = z2
1z

2
2 − 4z0z

3
2 − 4z3

1z3 + 18z0z1z2z3 − 27z2
0z

2
3 (2.18)

which can be calculated either by hand by eliminating x from f(x) = ∂f(x)
∂x = 0 or by a

convenient mathematical software program e.g. Macaulay2 [42] with additional libraries [81,
82]. Thus, the equations f(x) = ∂f(x)

∂x = 0 have a common solution for x 6= 0 if and only
if ∆A(f) = 0.

However, many polynomials share the same A-discriminant. Consider two finite subsets
A ⊂ Zn and A′ ⊂ Zm, which are related by an injective, affine transformation T : Zn → Zm

with T (A) = A′. Then, the corresponding transformation of T connects also ∆A with ∆A′ ,
which was shown in [41]. Thus, the A-discriminant only depends on the affine geometry
of A. For example the homogeneous polynomial f̃ ∈ C[x0, . . . , xn] with f̃ ∈ CA can be
dehomogenized by the map

CA → CA, f̃(x0, . . . , xn) 7→ f(x1, . . . , xn) = f̃(1, x1, . . . , xn) . (2.19)
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We can identify ∆A(f̃) = ∆A(f). Similarly we obtain for a finite subset A ⊂ Zn and its
homogenization A ⊂ Zn+1 the same discriminants.

By definition (2.17) it can be seen, that ∆A(f) has to be a homogeneous polynomial.
Additionally, ∆A(f) is quasi-homogeneous for any weight defined by a row of A [41]. Re-
moving these homogenities leads us to the reduced A-discriminant ∆B. Let A ⊂ Zn+1 be
the homogenization of the support A and B a Gale dual of A. Then we can introduce
“effective” variables

yj =
N∏
i=1

z
bij
i for j = 1, . . . , r (2.20)

where bij denotes the elements of the Gale dual B. Then, we can always rewrite the
A-discriminant as ∆A(f) = zΛ∆B(f), where the reduced A-discriminant ∆B(f) is an
inhomogeneous polynomial in the effective variables y1, . . . , yr and Λ ∈ ZN defines a factor
zΛ. We will choose the smallest Λ such that ∆B is a polynomial.

Example 2.2 [continuation of example 2.1]. As a possible choice for the Gale dual
of the homogenized A ⊂ Z2 one obtains

B =


1 2
−2 −3
1 0
0 1

 , y1 = z0z2
z2

1
, y2 = z2

0z3
z3

1
. (2.21)

Thus, we can rewrite the A-discriminant

∆A(f) = z6
1
z2

0

(
27y2

2 + 4y3
1 + 4y2 − y2

1 − 18y1y2
)

= z6
1
z2

0
∆B(f) (2.22)

as a reduced discriminant ∆B(f) ∈ Z[y1, y2].

Except for special cases, where A forms a simplex or a circuit [41], the determina-
tion of the A-discriminant can be an extremely hard problem for bigger polynomials and
calculations quickly get out of hand. Fortunately, there is an indirect description of A-
discriminants which was given by Kapranov [49] with slightly adjustments in [20]. This so
called Horn-Kapranov-parametrization states a very efficient way to study discriminants.
Let S ⊂ (C∗)r be the hypersurface defined by ∆B(f) = 0. Then this hypersurface S can
be parametrized by ψ : Pr−1

C → (C∗)r, where ψ is given by

ψ[t1 : . . . : tr] =

 N∏
i=1

 r∑
j=1

bijtj

bi1 , . . . , N∏
i=1

 r∑
j=1

bijtj

bir
 (2.23)

where bij are again the elements of a Gale dual B of A. Hence, we can give an implicit
representation of the A-discriminant very quickly only by knowing a Gale dual.
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Example 2.3 [continuation of example 2.2]. For the example of the cubic polynomial
in one variable, we obtain

ψ[t1 : t2] =
(

t1 + 2t2
(2t1 + 3t2)2 t1,−

(t1 + 2t2)2

(2t1 + 3t2)3 t2

)
. (2.24)

Since [t1 : t2] are homogeneous coordinates, only defined up to multiplication, we can set
w.l.o.g. t2 = 1. Hence, the statement of Horn-Kapranov-parametrization is, that for every
t1 ∈ C we can identify

y1 = t1 + 2
(2t1 + 3)2 t1, y2 = − (t1 + 2)2

(2t1 + 3)3 (2.25)

as the points characterizing the hypersurface ∆B(f)(y1, y2) = 0 or equivalently the hyper-
surface ∆A(f)(z0, z1, z2, z3) = 0 by means of the relations 2.21.

Moreover, Kapranov showed [49], that the map ψ is the inverse of the (logarithmic)
Gauss map, which is defined for an arbitrary hypersurface Sg = {y ∈ (C∗)r|g(y) = 0} as
γ : (C∗)r → Pr−1

C , with γ(y) = [y1∂1g(y) : . . . : yr∂rg(y)] for all regular points of Sg. It is a
remarkable fact, that all hypersurfaces Sg, which have a birational Gauss map are precisely
those hypersurfaces defined by reduced A-discriminants [20, 49].

To conclude this section, we want to mention the relation between A-discriminants
and the mixed (A0, . . . , An)-resultants, which is also known as Cayley’s trick.

Lemma 2.2 [Cayley’s trick [41]]. Let A0, . . . , An ⊂ Zn be finite subsets jointly gener-
ating Zn as an affine lattice. By fi ∈ CAi we denote the corresponding polynomials of the
sets Ai. Then we have

RA0,...,An(f0, . . . , fn) = ∆A

(
f0(x) +

n∑
i=1

yifi(x)
)

(2.26)

where A is the support of the polynomial f0(x)+
∑n
i=1 yifi(x) ∈ C[x±1

1 , . . . , x±1
n , y1, . . . , yn].

Thus, we can interpret the mixed (A0, . . . , An)-resultants as a special case of A-
discriminants.

2.4 Principal A-determinants

The last object we want to introduce from the book of Gelfand, Kapranov and Zelevin-
sky [41] is the principal A-determinant. However, before introducing the principal A-
determinant, which will be the main object for the following approach, we want to recall
first some constructions of polytopes.

Let A ⊂ Zn be a finite subset of points with cardinality N and P = Conv(A) their
convex hull. A triangulation T of a polytope (P,A) is a set of simplices Conv(σ) with
all σ ⊆ A, such that the union of all these simplices is equal to the full polytope P =
∪σ∈T Conv(σ) and the intersection of two simplices Conv(σi) ∩ Conv(σj) is either empty
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or a face of both simplices [24]. For every triangulation T of a polytope (P,A) we can
introduce the weight map ωT : A→ Z≥0

ωT (a) :=
∑

σ∈T s.t.
a∈Vert(Conv(σ))

vol(Conv(σ)) (2.27)

which is the sum of all simplex volumes, having a as its vertex and we write ωT (A) =
(ωT (a(1)), . . . , ωT (a(N))) for the image of A.

The weights themselves define a further polytope of dimension r := N − n− 1, which
is the so-called secondary polytope Σ(A). It is the convex hull of all weights

Σ(A) := Conv (ωT (A)|T is a triangulation of A) ⊂ RN . (2.28)

A triangulation T , which correspond to a vertex in the secondary polytope, is called a
regular triangulation.

Let us now define the principal A-determinant, which is a special A-resultant. Once
again, we consider a finite subset A ⊂ Zn and we will assume for the sake of simplicity
that AffZ(A) = Zn. By f =

∑
a∈A zax

a ∈ CA we denote the corresponding polynomial to
A. The principal A-determinant is then defined as

EA(f) := RA

(
f, x1

∂f

∂x1
, . . . , xn

∂f

∂xn

)
. (2.29)

Thus, the principal A-resultant is a polynomial with integer coefficients depending on
{za}a∈A and is uniquely determined up to a sign [41].

The principal A-determinant can be decomposed into a product of several A-discrimi-
nants:

Theorem 2.3 [prime factorization of principal A-determinant [41]]. The principal
A-determinant can be written as a product of A-discriminants

EA(f) = ±
∏

τ⊆Newt(f)
∆A∩τ (fτ )µ(A,τ) (2.30)

where the product is over all faces τ of the Newton polytope Newt(f) and µ(A, τ) ∈ N>0
are certain integers, called multiplicity of A along τ . For the following the exact definition
of the multiplicities is not crucial, which is why we refer to [31, 41] at this point.

Most often we are only interested in the roots of the principal A-determinant. There-
fore, we want to define a simple principal A-determinant according to [31] where all mul-
tiplicities are set to 1

ÊA(f) = ±
∏

τ⊆Newt(f)
∆A∩τ (fτ ) (2.31)

which generates the same variety as EA(f).
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Example 2.4 [principal A-determinants of homogeneous polynomials]. To illus-
trate the principal A-determinant we will recall an example from [41]. Let f̃ ∈ C[x0, . . . , xn]
be a homogeneous polynomial consisting in all monomials of a given degree d ≥ 1. The
support of f̃ will be called A and its Newton polytope Newt(f̃) ⊂ Rn+1 is an n-dimensional
simplex, having 2n+1− 1 faces. Moreover, the faces τ ⊆ Newt(f̃) are generated by all non-
empty subsets of the vertices {0, . . . , n} and one can show that all multiplicities µ(A, τ)
are equal to one [41]. Thus, we get

EA(f̃) = ±
∏

∅6=τ⊆{0,...,n}
∆A∩τ (f̃τ ) . (2.32)

Note, that f̃τ (x) = f̃(x)|xi=0,i/∈τ is nothing else, than the polynomial f̃ , where all variables
xi = 0 set to be zero, which are corresponding to elements in the complement of τ . That
decomposition is exactly the behaviour we would naively expect in the polynomial equation
system

f̃(x) = x0
∂f̃(x)
∂x0

= . . . = xn
∂f̃(x)
∂xn

= 0 . (2.33)

It is, that we can consider all combinations of several xi = 0 separately, except for the case,
where all xi = 0 vanish. However, it should be remarked, that this behaviour is not true
in general and we have rather to take the truncated polynomials into account as described
in theorem 2.3.

Another noteworthy result of Gelfand, Kapranov and Zelevinsky is the connection
between the principal A-determinant and the triangulations of Conv(A).

Theorem 2.4 [[40, 41, 84]]. The Newton polytope of the principal A-determinant and
the secondary polytope coincide

Newt(EA(f)) = Σ(A) . (2.34)

Further, if T is a regular triangulation of (Conv(A), A), then the coefficient of the monomial∏
a∈A z

ωT (a)
a in EA(f) is equal to

±
∏
σ∈T

vol(σ)vol(σ) . (2.35)

And also the relative signs of the coefficients in EA(f) can be fixed [41, chapter 10.1G].

Thus, by the knowledge of all regular triangulations we can approximate the form
of the principal A-determinant. As theorem 2.4 gives us the extreme monomials we can
make a suitable ansatz for the principal A-determinant. The unknown coefficients of the
monomials corresponding to potential interior points of the Newton polytope Newt(EA(f))
can be determined then by Horn-Kapranov-parametrization.
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Further, the theorem explains the typical appearing coefficients1 in principal A-deter-
minants and Landau varieties, like 1 = 11, 4 = 22, 27 = 33, 44 = 256.

Example 2.5. We will continue the example from section 2.3. From the set A = (0, 1, 2, 3)
we can determine 4 triangulations with weights ω1 = (3, 0, 0, 3), ω2 = (1, 3, 0, 2), ω3 =
(2, 0, 3, 1) and ω4 = (1, 2, 2, 1). Adding the only possible interior point (2, 1, 1, 2), we
obtain the following ansatz

EA(f) = 27z3
0z

3
3 + 4z0z

3
1z

2
3 + 4z2

0z
3
2z3 − z0z

2
1z3 + rz2

0z1z2z
2
3 (2.36)

where we have to determine r ∈ Z. By considering the faces of Newt(f) we can split EA(f)
into discriminants

EA(f) = z0z3∆A(f) = z0z3
z6

1
z2

0
∆B(f) (2.37)

with the reduced A-discriminant ∆B(f) = 27y2
2 + 4y3

1 + 4y2 − y2
1 + ry1y2 with the same

conventions as in example 2.2. By the Horn-Kapranov-parametrization (see example 2.3)
we can calculate those points (y1, y2) which satisfy ∆B(f) = 0. Choosing for example
t1 = −1, we obtain the point (y1, y2) = (−1,−1), which leads to r = −18.

In general we can replace EA(f) by means of Cayley’s trick by one single A-discriminant
in order to simplify the usage of Horn-Kapranov-parametrization. However, we have to
mention that the number of vertices of the secondary polytope — or equivalently the
number of regular triangulations — grows very fast. In the application of Feynman inte-
grals (see below) the 2-point, 3-loop Feynman diagram (also known as 3-loop banana) has
79.884 possible triangulations. The 2-loop double-edged triangle graph (or dunce’s cap)
generates even 889.044 triangulations. Nevertheless, this approach could be faster, than
the direct calculation of principal A-determinants by standard algorithms, since there are
very efficient methods for triangulations known [24].

3 A-hypergeometric systems

In this section we will establish the link between A-hypergeometric systems and the A-
resultants. This connection was developed in a series of articles by Gelfand, Kapranov and
Zelevinsky, mainly in [34, 35, 38, 41]. A major part of this correspondence was also shown
in [1], where the following deduction is mostly based on. A generalization of this relation
can be found in [4] and [79].

1Based on that theorem, Gelfand, Kapranov and Zelevinsky [41] speculate on a connection between
discriminants and probabilistic theory. Their starting point for this consideration are the “entropy-like”
formulas as

∏
vvi
i = e

∑
vi log vi for the coefficients of the principal A-determinant, as well as in the

Horn-Kapranov-parametrization. In the latter case we can define an “entropy” S := ln
(∏r

l=1 ψ
tl
l

)
=∑N

i=1 ρi(t) ln(ρi(t)) where ρi(t) :=
∑r

j=1 bijtj . To the author’s knowledge, more rigorous results about
such a potential relation are missing. However, there are further connections known between tropical toric
geometry and statistical thermodynamics as presented in [50, 69]. In any case, a fundamental understanding
of such a relation could be very inspiring for a physical point of view.
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Let A = {a(1), . . . , a(N)} ⊂ Zn+1 be a finite subset of lattice points, spanning Rn+1

as a vector space spanR(A) = Rn+1. Equivalently, we can demand A to have full rank.
We will usually consider the case n + 1 ≤ N . Further, we will assume that there exists a
linear map h : Zn+1 → Z, such that h(a) = 1 for any a ∈ A. The latter means, that all
elements of A lie on a common hyperplane off the origin, which will allow us to consider
A as elements of an affine space in homogenization. Alternatively, we can also demand
f =

∑
a∈A zax

a to be quasi-homogeneous.
The A-hypergeometric system is a left ideal in the Weyl algebra DN := 〈z1, . . . , zN ,

∂1, . . . , ∂N 〉 and will be generated by two types of differential operators

�l =
∏
lj>0

∂
lj
j −

∏
lj<0

∂
−lj
j for l ∈ L (3.1)

Ei(β) =
N∑
j=1

a
(j)
i zj∂j + βi for i = 0, . . . , n (3.2)

where L = kerZ(A) is the integer kernel of A and β ∈ Cn+1 is an arbitrary complex number.
Thus, the full set of differential operators is given by

HA(β) =
n∑
i=0
DNEi(β) +

∑
l∈L
DN�l . (3.3)

Holomorphic solutions on convenient domains in CN of these differential equation sys-
tems will be called A-hypergeometric functions and we denote the solution space of those
functions by

Sol(HA(β)) = {F ∈ O|P • F = 0 ∀P ∈ HA(β)} (3.4)

where O is the DN -module of holomorphic functions on a convenient domain in CN . We re-
fer to the DN -module of equivalence classesMA(β) = DN/HA(β) as the A-hypergeometric
module and we have the isomorphism Sol(HA(β)) ∼= HomDN (MA(β),O) [7].

We should next like to turn to the existence of such solutions as well as the singularities
of their analytic continuation to the whole complex domain CN . We will mostly follow [67]
and [75]. Let us first recall the situation in the well-known one-dimensional case. Let
P = cm(z)∂m + . . . + c1(z)∂ + c0(z) be a differential operator in a single variable z ∈ C
with polynomials ci(z) ∈ C[z] as coefficients and cm(z) 6≡ 0. We will call the roots of
the leading coefficient cm(z) the singular points of P and the set of all these roots will
be called the singular locus Sing(D1P ). Standard existence theorems state then, that for
simply connected domains U ⊆ C \ Sing(D1P ) outside of the singular locus, there are
always holomorphic solutions F of the ordinary linear differential equation P • F = 0 and
the dimension of the solution space is equal to m.

In the multivariate case we will consider differential operators P =
∑
u,v∈NN cuvz

u∂v ∈
DN with the order ν(P ) := max{|v| : cuv 6= 0} instead of ordinary linear differential
equations. For the differential operators P we will define their principal symbols as

σ(P ) =
∑

u∈NN ,v=ν(P )
cuvz

uξv ∈ C[z1, . . . , zN , ξ1, . . . , ξN ] . (3.5)
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It is a polynomial in the commuting variables z, ξ in the so-called associated graded ring
of DN . Principal symbols are special cases of initial forms. For every proper left ideal
I ⊂ DN we will call {σ(P )|P ∈ I} the characteristic ideal and by

char(I) = V
(
σ(I)

)
=
{

(z, ξ) ∈ C2N |σ(P )(z, ξ) = 0 for all P ∈ I
}

(3.6)

we denote the characteristic variety of the ideal I, which is equal to the characteristic
variety char(DN/DNI) due to [67]. We will call I holonomic if its characteristic variety
char(I) has the minimal Krull dimension N . In the multivariate case we define the singular
locus of the D-module DN/DNI to be the Zariski-closed projection of the characteristic
variety char(DN/DNI) ⊂ C2N without the trivial solution ξ1 = . . . = ξN = 0 to the z-space
CN , i.e.

Sing(I) =
{
ẑ ∈ CN |(ẑ, ξ̂) ∈ char(DN/DNI) \ {ξ̂1 = . . . = ξ̂N = 0}

}
. (3.7)

If I is a holonomic ideal, the singular locus is always a proper subset of CN . The existence
and uniqueness of solutions of systems of partial differential equations is guaranteed by the
Cauchy-Kovalevskaya-Kashiwara theorem, which we will recall in the version of [75].

Theorem 3.1 [Cauchy-Kovalevskaya-Kashiwara theorem [75]]. Let I be a holo-
nomic D-ideal and U ⊆ CN \ Sing(I) be a simply connected domain. The dimension of the
solution space of the equation systems P • F = 0 for all P ∈ I with holomorphic functions
F on U is always finite and equal to the holonomic rank of I.

Especially, for A-hypergeometric systems we can simply determine the holonomic rank.

Theorem 3.2 [[16, 35, 39]]. Let HA(β) be an A-hypergeometric system. HA(β) is
always holonomic and for generic β ∈ Cn+1 we have

rank(HA(β)) = vol(Conv(A)) . (3.8)

Thus, the existence and uniqueness of A-hypergeometric functions is guaranteed. In
the remaining section we want to analyze the structure of the singular locus further. Let
us first remark, that we can restrict us to the codimension 1 part of the singular locus,
since all singularities in higher codimensions are removable singularities due to Riemann’s
second removable theorem [4, 52].

In order to connect the geometry of Conv(A) with the structure of Sing(HA(β)) we
will state the following lemma.

Lemma 3.3. Let l ∈ L = kerZ(A) be an arbitrary element of the kernel of A and τ (
Conv(A) be an arbitrary face. Then {lj}j /∈τ consists either only in zeros or it contains
both, elements with positive and with negative integer.

Proof. Let φ : Rn+1 → R be the linear map which characterizes the face τ , i.e. the linear
function which is maximized exactly for all points in τ . Thus, we have

0 = φ

 N∑
j=1

lja
(j)

 = r
∑
j∈τ

lj +
∑
j /∈τ

ljφ(a(j)) =
∑
j /∈τ

lj
[
φ(a(j))− r

]
(3.9)
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where we denote by r = maxj
(
φ(a(j))

)
the value, which φ reaches for all j ∈ τ . Moreover,

we make use of the homogenity of A which implies
∑
j lj =

∑
j∈τ lj +

∑
j /∈τ lj = 0. On the

other hand we have φ(a(j))− r < 0 for all j /∈ τ . This shows the assertion.

Furthermore, we can establish a connection between the faces of Conv(A) and the
characteristic variety ofMA(β). The two following lemmata are inspired by [1] with some
slightly adjustments.

Lemma 3.4. For every point (ẑ, ξ̂) ∈ char(MA(β)), there exists a unique face τ ⊆
Conv(A) such that ξ̂j 6= 0 if and only if j ∈ τ .

Proof. The case ξ̂ = (0, . . . , 0) is trivially satisfied by τ = ∅ and we will exclude this case
in the following. Denote by ∅ 6= J ⊆ {1, . . . , N} the index set for which ξ̂j 6= 0 for all
j ∈ J . Let τ be the carrier of J , i.e. the smallest face of Conv(A) containing the points
with labels in J . We want to show first, that J spans affinely the supporting hyperplane
of τ , i.e. that Conv(J) and τ having the same dimension.

Suppose that dim(τ) > dim(Conv(J)). Then we can find two points α, β ∈ τ \ J
with ξ̂α = ξ̂β = 0, such that the line segment from α to β has an intersection point with
Conv(J). Thus, there exist a rational number 0 < γ < 1 and rational numbers λj ≥ 0
describing this intersection point

γa(α) + (1− γ)a(β) =
∑
j∈J

λja
(j) (3.10)

with
∑
j∈J λj = 1. Denote by m ∈ Z>0 the least common multiple of all denominators of

γ and λj for j ∈ J . Then we can generate an element in L or in HA(β), respectively

� = ∂mγα ∂
m(1−γ)
β −

∏
j∈J

∂
mλj
j ∈ HA(β) . (3.11)

Since its principal symbol

σ(�) = ξ̂mγα ξ̂
m(1−γ)
β −

∏
j∈J

ξ̂
mλj
j (3.12)

has to vanish for all values (ẑ, ξ̂) ∈ char(MA(β)) we get a contradiction, since ξ̂α = ξ̂β = 0
and ξ̂j 6= 0 for all j ∈ J .

Thus, Conv(J) and τ having the same dimension. The second step will be to show,
that J = τ . Let k ∈ τ be an arbitrary point of the face τ . We then have to prove that
ξ̂k 6= 0. Since τ lies in the affine span of J , we will find some rational numbers λj such that

a(k) =
∑
j∈J

λja
(j) =

∑
j∈J
λj<0

λja
(j) +

∑
j∈J
λj≥0

λja
(j) (3.13)

with
∑
j∈J λj = 1. Again, let m ∈ Z>0 the least common multiple of all λj with j ∈ J ,

which will generate an element in L and we obtain

� = ∂mk
∏
j∈J
λj<0

∂
−mλj
j −

∏
j∈J
λj≥0

∂
mλj
j ∈ HA(β) . (3.14)
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Both terms having the same order, since 1−
∑
λj<0 λj =

∑
λj≥0 λj , which results in

σ(�) = ξmk
∏
j∈J
λj<0

ξ
−mλj
j −

∏
j∈J
λj≥0

ξ
mλj
j . (3.15)

Thus, it is ξ̂mk
∏
λj<0 ξ̂

−mλj
j =

∏
λj≥0 ξ̂

mλj
j . By assumption it is ξ̂j 6= 0 for all j ∈ J and

therefore it follows also ξ̂k 6= 0.

In order to give a relation between A-discriminants and the characteristic varieties, we
will associate to every finite subset A ⊂ Zn+1 a multivariate polynomial

fz(x) =
∑

a(j)∈A

zjx
a(j) ∈ C[x0, . . . , xn] . (3.16)

Recall, that for every face τ ⊆ A we understand by

fτ,z(x) =
∑
j∈τ

zjx
a(j) ∈ C[x0, . . . , xn] (3.17)

the truncated polynomial with respect to the face τ .

Lemma 3.5. Let ∅ 6= τ ∈ Conv(A) be an arbitrary face. Then the following two state-
ments are equivalent:

i) the point (ẑ, ξ̂) ∈ char(MA(β)) is a point of the characteristic variety and τ is the face
corresponding to this point according to lemma 3.4, i.e. ξ̂j 6= 0 if and only if j ∈ τ

ii) the polynomials ∂fτ,ẑ
∂x0

, . . . ,
∂fτ,ẑ
∂xn

have a common zero in x ∈ (C?)n+1 .

Proof. “ii) ⇒ i)”: let x̂ ∈ (C?)n+1 be a common solution of ∂fτ,ẑ
∂x0

= . . . = ∂fτ,ẑ
∂xn

= 0 which
implies

x̂i
fτ,ẑ(x̂)
∂xi

=
∑
j∈τ

a
(j)
i ẑj x̂

a(j) = 0 . (3.18)

Consider the principal symbol of the homogeneous operators Ei(β) ∈ HA(β) from equa-
tion (3.2). By setting all ξ̂j = 0 for j /∈ τ and ξ̂j = xa

(j) for all j ∈ τ we obtain

σ(Ei(β))(ẑ, ξ̂) =
∑

a(j)∈A

a
(j)
i ẑj ξ̂j = 0 . (3.19)

It remains to prove that σ(�l)(ẑ, ξ̂) = 0 for all l ∈ L, where �l was defined in equation (3.1).
Since all points of A lying on a hyperplane off the origin, all monomials in �l having the
same order. Therefore, we have to show∏

lj>0
ξ̂
lj
j =

∏
lj<0

ξ̂
−lj
j for all l ∈ L . (3.20)
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According to lemma 3.3 there are only two possible cases. In the first case we will have all
lj = 0 with j /∈ τ . Thus, we insert ξ̂j = x̂a

(j) for all j ∈ τ

x̂

∑
lj>0 lja

(j)

= x̂
−
∑

lj<0 lja
(j)

(3.21)

which is true, since all l ∈ L satisfy
∑
j lja

(j) =
∑
lj>0 lja

(j) +
∑
lj<0 lja

(j) = 0. In the
second case, there are elements with lj < 0 as well as with lj > 0 corresponding to points
outside of τ and equation (3.20) is trivially satisfied by 0 = 0.

“i)⇒ ii)”: if (ẑ, ξ̂) ∈ char(MA(β)) that states

σ(Ei(β)) =
∑

a(j)∈A

a(j)ẑj ξ̂j =
∑
j∈τ

a(j)ẑj ξ̂j = 0 . (3.22)

Thus, ∂fτ,ẑ∂x0
, . . . ,

∂fτ,ẑ
∂xn

have a common zero in x̂ ∈ (C∗)n+1 if the system of equations

x̂a
(j) = ξ̂j for all j ∈ τ (3.23)

has a solution in x̂ ∈ (C∗)n+1. Hence, we have to show that it is impossible to construct a
contradicting equation by combining the equations of (3.23). In other words for all integers
lj ∈ Z satisfying ∑

j∈τ
lja

(j) = 0 (3.24)

we have to show that
∏
j∈τ (ξ̂j)lj = 1. Note, that (3.24) directly give rise to an element in

L, by setting the remaining lj = 0 for all j /∈ τ . Therefore, we can construct

� =
∏
lj>0

∂
lj
j −

∏
lj<0

∂
−lj
j ∈ HA(β) . (3.25)

Again, by the fact that all points of A lie on a common hyperplane off the origin, both
terms in (3.25) have the same order. Thus,

σ(�) =
∏
lj>0

ξ
lj
j −

∏
lj<0

ξ
−lj
j (3.26)

which completes the proof since σ(�)(ẑ, ξ̂) = 0.

By the previous lemma, we can conclude directly:

Corollary 3.6. Let A ⊂ Zn be a finite subset, A ⊂ Zn+1 its homogenization and f =∑
a(j)∈A zjx

a(j) ∈ C[x1, . . . , xn] the corresponding polynomial. Then we have the equality

Sing(MA(β)) = V(EA(f)) . (3.27)

Proof. Suppose that A has the form {(1, a(1)), . . . , (1, a(N))} with A = {a(1), . . . , a(N)}.
Then the statement ii) in lemma 3.5 is equal to a common zero of fτ,ẑ,

∂fτ,ẑ
∂x1

, . . . ,
∂fτ,ẑ
∂xn

in
x ∈ (C∗)n. Thus, the singular locus Sing(MA(β)) is given by the Zariski closure of⋃

∅6=τ⊆Conv(A)

{
ẑ ∈ CN |V

(
fτ,ẑ,

∂fτ,ẑ
∂x1

, . . . ,
∂fτ,ẑ
∂xn

)
6= ∅ in (C∗)n

}
. (3.28)
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But this is nothing else than the union of all A-discriminants

Sing(MA(β)) =
⋃

∅6=τ⊆Conv(A)
V(∆A∩τ (fτ )) . (3.29)

The application of theorem 2.3 concludes the proof. Since the A-discriminants only de-
pend on the affine structure of A, the corollary also applies to configurations A which
lying on a common hyperplane off the origin, but being not necessarily in the form
{(1, a(1)), . . . , (1, a(N))}.

Thus, we have characterized the singular locus of A-hypergeometric modules, which
describes the possible singularities of the A-hypergeometric functions, by the principal A-
determinant. In general it is a hard problem to calculate these principal A-determinants.
However, by the Horn-Kapranov-parametrization we have a way to describe these possible
singularities very efficiently in an indirect manner.

4 Feynman integrals and Landau varieties

4.1 Basic definitions

After introducing all the methods and tools in the previous sections, let us now turn to the
main object of interest in this work: the Feynman integral. Appearing in all perturbative
quantum field theories, Feynman integrals are an indispensable building block for almost
every prediction within these theories. In order to focus on the main issues, we will restrict
our discussion to scalar Feynman integrals only. This restriction is vindicated by the fact,
that in principle every other Feynman integral can be reduced to a linear combination of
scalar Feynman integrals, e.g. by the techniques of Passarino and Veltman [71], Tarasov’s
method [87, 88] or by the Corolla polynomial [54]. However, it should not go unmentioned
that the reduction can be very difficult in practice.

Formally speaking, a Feynman integral maps a Feynman graph Γ to a multivalued
function IΓ, which depends on several variables and parameters. As specific representations
of these functions IΓ, we can write down different kinds of integrals, each valid only on a
restricted domain. Thus, we do not want to use the term “Feynman integral” to refer to
individual integrals, but rather to the analytical, common continuation of these integrals
to a maximal domain for the parameters and the variables. The integral representations
of Feynman integrals can be classified by the integration variables into position space
representation, momentum space representation and parametric space representations.

In momentum space, we assign to every external edge (also called “leg”) of the Feynman
graph Γ a momentum p1, . . . , pE , which will be treated as a given variable. The internal
edges e1, . . . , en of the Feynman graph Γ are assigned with momenta qi ∈ Rd, such that
momentum conservation is satisfied at every vertex of Γ. The remaining momenta, which
are not determined by this procedure will be denoted by k1, . . . , kL, where L is the number
of loops, i.e. the first Betti number of Γ. The representation of the Feynman integral in
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momentum space is the integral over all these undetermined momenta k1, . . . , kL

IΓ(d, ν, p,m) =
∫
Rd×L

L∏
j=1

ddkj
πd/2

n∏
i=1

1
Dνi
i

, (4.1)

where external momenta p = (p1, . . . , pE)T ∈ Ωp ⊆ Cd×E and internal masses m =
(m1, . . . ,mn)T ∈ Ωm ⊆ Cn considered as variables, whereas the spacetime dimension d

and the indices ν = (ν1, . . . , νn) will be treated as parameters. The denominators of the
integrand Di = q2

i + m2
i stand for the inverse propagators, which we attach to every edge

ei of the graph Γ.
Note, that all momenta pi, qi, kj are supposed to be d-dimensional vectors.2 By re-

stricting the external momenta to be real numbers p ∈ Rd×E , the integral in (4.1) is often
referred to be the “Euclidean” version of the Feynman integral, since all momenta are
vectors in a real Euclidean space. However, in a physical context one is interested in a
slightly different version of (4.1), where we replace Di by D̃i = −q2

i +m2
i and suppose all

momenta to be d-dimensional vectors of Minkowski space. Since all momenta only appear
as squares, we can change from (4.1) to its “Minkowskian” version by considering one com-
ponent of the momenta to be purely imaginary. This procedure is known in literature as
Wick rotation. Thus, by considering the momenta p to be complex-valued we can include
both in (4.1): the Euclidean and the Minkowskian version.

However, in the analytic continuation from real momenta to complex momenta, we
will find a serious issue, which is the underlying reason for considering the approach of
this article: for complex momenta p we can not always ensure, that Di 6= 0. This fact
implies the kinematic singularities of Feynman integrals as well as the multivaluedness of
Feynman integrals, since these singularities turn out to be branch points. In order to fix a
principal sheet, it is a common practice to introduce a small imaginary part in the inverse
propagators

Di = q2
i +m2

i − iε (4.2)

with ε > 0, which we will sent to zero after integration. This so-called “iε prescription”
can be also comprised in a redefinition of the masses mi

2 7→ m2
i − iε. For simplicity we will

drop this small imaginary part in the most notations. However, we will discuss this more
in detail by means of the coamoeba in section 5.

Also the indices ν ∈ Cn will be continued to complex numbers, as well as the spacetime
dimension d. However, we will not discuss the meaning of such that integrals as (4.1) with
non-integer d and we will refer to the parametric space integrals, which gives a precise
meaning of complex-valued d. Equipped, with complex d and ν, Feynman integrals are also
well prepared for regularizations, as dimensional and analytic regularization procedures.

As stated above, the inverse propagators Di = q2
i + m2

i contain qi =
∑
j=LRijkj +∑E

j=1 Sijpj a linear combination of external momenta and loop momenta. Thus, we can sort
2To be precise the function IΓ only depends on scalar products sij = pipj of external momenta and we

will proceed to consider IΓ as depending on scalar products sij and squares of momenta m2
i , which will

both considered to be complex numbers. This will be more apparent in the parametric representations.
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the inverse propagators in terms being quadratic, linear or constant in the loop momenta
k = (k1, . . . , kL)

Λ(k, p, x) :=
n∑
i=1

xiDi = kTMk + 2pTBk + pTCp+ J (4.3)

with a symmetric L× L matrix M = RTXR, an E × L matrix B = STXR, a symmetric
E × E matrix C = STXS and J =

∑n
i=1 xim

2
i . We will call x1, . . . , xn the Schwinger

parameters and we will collect them by X = diag(x1, . . . , xn).
In doing so, we can construct two graph polynomials in the Schwinger parameters: the

first and the second Symanzik polynomial (see e.g. [10, 26])

U = det(M) , F = −pTBAdj(M)BT p+ det(M)(pTCp+ J) . (4.4)

Alternatively, we can construct the Symanzik polynomials directly from the graphs by
considering the set of all spanning trees T1 and the set of all spanning two-forests T2 of the
Feynman graph Γ

U =
∑
T∈T1

∏
ei /∈T

xi , F =
∑
F∈T2

p2
F

∏
ei /∈F

xi + U
n∑
i=1

xim
2
i (4.5)

where pF is the sum of momenta flowing from one part of the forest F two the other part.
For detailed information we refer to [10] and [61]. As obviously by (4.5), Symanzik polyno-
mials are homogeneous polynomials of degree L and L+1, respectively. In addition to it the
first Symanzik polynomial and the massless part of the second Symanzik polynomial are
linear in each Schwinger parameter. Alternatively, we can consider the second Symanzik
polynomial as the discriminant of Λ(k, p, x)U(x) with respect to k, i.e. we obtain the second
Symanzik polynomial by eliminating k in Λ(k, p, x)U(x) by means of the equation ∂Λ

∂kj
= 0.

In parametric space, there are several representations of the Feynman integral known.
The so-called Feynman representation express Feynman integral as

IΓ(d, ν, p,m) = Γ(ω)
Γ(ν)

∫
Rn+
dxxν−1δ(1−H(x))U

ω− d2

Fω
(4.6)

where ω =
∑n
i=1 νi − Ld2 is the superficial degree of divergence and H(x) :=

∑n
i=1 hixi is

an arbitrary hyperplane in Rn with hi ≥ 0 not all zero. The freedom of the choice of this
hyperplane is sometimes referred as Cheng-Wu theorem and expresses the projective nature
of the integral (4.6) due to the homogenity of the Symanzik polynomials. For a proof of the
equivalence of equation (4.1) and (4.6) we refer to [46] and [68]. In order to simplify the
notation, we will use a multiindex notation, which implies in particular Γ(ν) :=

∏
i Γ(νi),

dx :=
∏
i dxi, xν−1 :=

∏
i x

νi−1
i .

Another parametric integral representation is due to Lee and Pomeransky [56]

IΓ(d, ν, p,m) =
Γ
(
d
2

)
Γ(ν)Γ

(
d
2 − ω

) ∫
Rn+
dxxν−1G−

d
2 (4.7)
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where G := U + F is the sum of the first and the second Symanzik polynomial. We refer
to [6] for a proof.

Instead of the external momenta p and the masses m, the parametric representations
indicate another choice of what we want to use as the variables of the Feynman integral.
Thus, we want to use the coefficients of the Symanzik polynomials as the variables of
Feynman integrals. Hence, we can write

G =
∑
a∈A

zjx
a (4.8)

where A ⊂ Zn is the set of exponents and z ∈ CN are the new variables of the Feynman
integral. To avoid redundancy we will always assume that zj 6≡ 0 and that all elements of
A are pairwise disjoint.

In equation (4.8) we have introduced in fact a generalization of Feynman integrals by
way of the back door. Equation (4.8) gives also coefficients to the first Symanzik polynomial
and it is also implicitly assumed that the coefficients in the second Symanzik polynomial
are independent of each other. We will call such a generalization of Feynman integral a
generic Feynman integral. It is obvious that we can consider the physical relevant case by
specifying the variables z in the generic Feynman integral. However, as we discuss in the
following, such a limit from generic Feynman integrals to physical Feynman integrals will
not always be unproblematic.

The parametric representations (4.6) and (4.7) belong both to the class of Euler-Mellin
integrals [3], which are defined as Mellin transforms of a product of polynomials up to
some powers. As every Euler-Mellin integral, also Feynman integrals are A-hypergeometric
functions. For Feynman integrals this fact was first noted as a sidemark by Gelfand,
Kapranov, Zelevinsky themselves [36] and later implicitly used in [62]. Explicitly, it was
shown independently in [23] and [53].

Theorem 4.1 [A-hypergeometric Feynman integrals [53]]. Let A ⊂ Zn be the
support of the sum of the Symanzik polynomials G = U + F according to (4.8). By A we
denote the homogenization of A, i.e. we interpret A as a set of column vectors building
an n × N integer matrix and adding the row (1, . . . , 1). Further, let ν = (ν0, ν) ∈ Cn+1

be the combination of the space-time dimension ν0 := d
2 and the indices ν. Then every

scalar Feynman integral IΓ(ν, z) without tadpoles3 satisfies all differential equations of the
A-hypergeometric system HA(ν)

Ei(ν) • IΓ(ν, z) = 0 for i = 0, . . . , n (4.9)
�l • IΓ(ν, z) = 0 for all l ∈ L = kerZ(A) . (4.10)

Also for the representation in (4.6) we can establish an A-hypergeometric system in
the following way. W.l.o.g. we will set xn = 1 by evaluating the delta distribution in (4.6).
Denote by AU and AF the support of the first and the second Symanzik polynomial after

3A “tadpole” in a Feynman graph means a loop consisting in only one edge. Note that the common
nomenclature in graph theory differs slightly from the nomenclature of Feynman graphs.
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setting xn = 1. In doing so, we can construct the following matrix

A′ =

1 · · · 1 0 · · · 0
0 · · · 0 1 · · · 1
AU AF

 (4.11)

which defines together with β =
(
d
2 − ω, ω, ν1, . . . , νn−1

)
the A-hypergeometric system

HA′(β) of (4.6). As expected the A-hypergeometric systems for (4.6) and (4.7) are equiv-
alent, which can be verified by the unimodular matrix

T =



L+ 1 −1 · · · −1
−L 1 · · · 1
0 0
... 1

...
0 0


, T−1 =



1 1 0 · · · 0
0 0
...

... 1
0 0
L L+ 1 −1 · · · −1


(4.12)

which transforms A′ = TA and β = Tν. In the following we will mostly prefer the Lee-
Pomeransky representation (4.7) due to its plainer structure.

Remark. The correspondence between the polynomial U + F and the polynomial (U ·
F)|xn=1 which appears in the Lee-Pomeransky and in the Feynman representation, respec-
tively, will be natural in the light of equivalence classes in Grothendieck rings. Without
going into detail, we will refer to [6, lemma 48 and corollary 49]. This general correspon-
dence leads also to the property that the A-discriminants and principal A-determinants
of U + F and (U · F)|xn=1 coincide. The latter is also apparent by the fact, that the
A-discriminants only depend on the affine geometry of the point configuration A.

4.2 Singularities of the Feynman integral

In the previous section we introduced several integrals, as representations of a more general
function depending on parameters ν =

(
d
2 , ν

)
and variables z, which encode the dependence

of masses m and external momenta p. Thus, one of the first natural questions is whether
these integrals will converge. If we exclude tadpole graphs,4 it is well-known, that there
always exists a complex domain of parameters ν and variables z, such that the integral
representations converge absolutely. For all Re zi > 0, which we will call the Euclidean
sector, the Feynman integral in representation (4.7) converges absolutely if and only if ν ∈
relint

(
d
2 Newt(G)

)
is in the relative interior of the dilated Newton polytope of G [3, 53, 78].

For the other representations of Feynman integrals we can derive similar conditions.
However, these regions of convergence will only cover a small part of the domain

where we can analytically continue the Feynman integral representations, even though
the Feynman integral is not an entire function. We can distinguish two different kind of
singularities which will appear in the analytic continuation: singularities in the parameters
ν and singularities in the variables z. For the parameters ν these singularities are known

4In the renormalization procedure, one can add a counter term, which removes precisely all tadpole
contributions [83].
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as UV- and IR-divergences and the Feynman integral has only poles in these parameters
ν. Moreover, one can simply describe the possible poles in ν by the facets of the Newton
polytope Newt(U + F) by a clever use of integration by parts.

Theorem 4.2 [meromorphic continuation [3, 53]]. Describe the Newton polytope
Newt(G) as an intersection of half-spaces according to equation (2.9). Then every non-
tadpole Feynman integral IΓ(ν, z) with appropriate values z can be written as

IΓ(ν, z) = ΦΓ(ν, z)
∏k
j=1 Γ(bj Re ν0 −mT

j · Re ν)
Γ(ν0 − ω)Γ(ν) (4.13)

where ΦΓ(ν, z) is an entire function with respect to ν ∈ Cn+1. As before we use ν0 = d
2

and ν = (ν0, ν).

Hence, we can continue the Feynman integral meromorphically with respect to its
parameters d, ν and we can easily give a necessary condition for its poles.

Considerably more difficult is the situation for the variables z of the Feynman integral.
We will find certain combinations of p and m, such that the Feynman integral has lack-
ing analyticity or differentiability. Considering the momentum space representation (4.1),
those singularities may appear if some inverse propagators Di vanish and additionally the
integration contour is trapped in such a way, that we are not able to elude the singularity
by deforming the contour in the complex plane. These situations are called pinches and if
they appear the equations

xiDi = 0 for all i = 1, . . . , n (4.14)

∂

∂kj

n∑
i=1

xiDi = 0 for all j = 1, . . . , L (4.15)

have a solution for x ∈ Cn \ {0} and k ∈ CL×d. We will call all points z admitting
such a solution a Landau critical point. Landau critical points do not depend on the
choice of internal momenta or their orientation. The equations (4.14), (4.15) are called
Landau equations and were independently derived in 1959 by Bjorken [8], Landau [55] and
Nakanishi [60]. We recommend [58] for a comprehensive summary of the known research
results in Landau’s analysis of over 60 years. Further we will refer to [26] for a classical
and [18, 59] for modern derivations of Landau equations.

Unfortunately, strictly speaking the Landau equations (4.14), (4.15) are neither nec-
essary nor sufficient conditions to have a singularity of the analytic continuated Feynman
integral. Thus, there are on the one hand singularities which does not correspond to a
solution of Landau equations. Those singularities are often called second-type singularities
or non-Landau singularities and were found for the first time in [22]. And on the other
hand, not all solutions of Landau equations resulting in a singularity [18]. However, Lan-
dau equations are necessary and sufficient for the appearance of a trapped contour [18] and
can be necessary for certain restrictions on Feynman integrals. We will call the singular-
ities coming from Landau equations anomalous thresholds, except for those singularities
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corresponding to unitarity cuts, which we will call normal thresholds. Furthermore, sin-
gularities with all xi 6= 0 in (4.14), (4.15) will be called leading singularities and we will
usually distinguish between solutions with real positive xi ≥ 0 and general complex xi ∈ C.

From a physical perspective, Landau equations determine when internal (virtual) par-
ticles going on-shell. Hence, the Feynman diagram describes then an interaction between
real particles with a specific lifetime [17].

The extraordinary meaning for Feynman integrals owing the Landau singularities also
from various methods, which construct the whole Feynman integral from these singularities.
All these methods root more or less in the optical theorem and the corresponding unitarity
cuts, introduced by Cutkosky [22] shortly after Landau’s article. However, it should be
mentioned that Cutkosky’s rules are unproven up today. We refer to [9] for the recent
progress of giving a rigorous proof of Cutkosky’s rules. Also for other techniques, as for
example in sector decomposition, Landau’s analysis plays an important role.

The Landau equations stated in (4.14), (4.15) involve the integration variables in mo-
mentum space as well as the integration variables of parametric space. There are also
equivalent equations, which are stated in the parametric variables only. Since the second
Symanzik polynomial can be written as a discriminant of ΛU with respect to the loop
momenta k, it is immediately clear, that those equations will be conditions on the second
Symanzik polynomial F . Instead of eliminating k from (4.14), (4.15), we can show the
Landau equations in parametric space also directly by considering the parametric integral
representations [60].

Theorem 4.3 [parametric space Landau equations e.g. [26, 61]]. Under the as-
sumption U 6= 0, a point z ∈ CN is a Landau critical point, if and only if the equations

1. xi ∂F∂xi = 0 for i = 1, . . . , n

2. F = 0

have a solution in x ∈ Pn−1
C . The case U = 0 is connected with the second-type singularities,

which we will examine later.

Proof. “⇒”: consider Λ from equation (4.3). We will find

∂Λ(k, p, x)
∂k

= 2Mk + 2BT p . (4.16)

By the assumption U 6= 0, M is invertible and thus ∂Λ
∂k = 0 implies k = −M−1BT p. Insert-

ing this equation for k in (4.3) and comparing with (4.4) we will find Λ(−M−1BT p, p, x) =
F/U . Therefore, Λ = 0 implies F = 0 and furthermore

xj
∂F
∂xj

= xj
∂

∂xj
(UΛ) = UxjDj = 0 . (4.17)

“⇐”: since the definition (4.14), (4.15) contains more variables as in parameter space, we
can always find a value k′, s.t. Λ(k′, p, x) = F/U , without restricting the possible solutions
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for x. This can also be vindicated by the fact that the Feynman integral (4.1) is invariant
under linear transformations. We conclude

∂Λ
∂k′

= 2Mk′ + 2BT p = 0 (4.18)

xjDj = xj
∂Λ
∂xj

= xj
∂U−1

∂xj
F + xj

∂F
∂xj
U = 0 . (4.19)

Note, that by Euler’s theorem one of the n+ 1 equations in theorem 4.3 is redundant,
which is the reason why we look for solutions in projective space.

According to [14, 59, 73] we will call the variety defined by the closure of all Landau
critical points the Landau variety L(IΓ). Due to Riemann’s second removable theorem [52],
we are especially interested in the codimension one part of L(IΓ), which we will denote by
L1(IΓ). Based on the Landau equations in parameter space, we can directly read off the
following theorem from the definition of the principal A-determinant.

Theorem 4.4 [Landau variety]. Let F ∈ C[x1, . . . , xn] be the second Symanzik polyno-
mial of a Feynman graph Γ and let AF ⊂ Zn be the support of F . The Landau variety is
given by the (simple) principal A-determinant of F

L1(IΓ) = V(EAF (F)) = V(ÊAF (F)) . (4.20)

However, we have to mention that in the definition of the Landau variety as well as
in theorem 4.4 we will consider generic values z ∈ CN of the coefficients in the second
Symanzik polynomial. In the physical relevant case, there are relations among these coeffi-
cients and they are not necessarily generic enough. This is not only an issue in parametric
representation, which involves the Symanzik polynomials. It also appears in momentum
space, where the external momenta are treated as vectors in d-dimensional Minkowskian
space. Thus, there can not be more than d independent external momenta and addition-
ally we suppose an overall momentum conservation. If the variables are not generic enough
it can occur that the defining equation of the Landau variety is identical to zero. Thus,
the Landau variety would be equal to the whole space CN . On the other hand, we know
that there can not be a singularity with unbounded functional value for all points z ∈ CN

due to the convergence considerations from the previous section. Thus, in the limit to the
physical relevant case, we want to exclude such that “overall singularities” in order to make
the other singularities apparent. Therefore, we want to define

Êph
AF

(F) =
∏

τ⊆Newt(F)
∆AF∩τ (Fτ )|

z→z(ph) 6=0

∆AF∩τ (Fτ ) (4.21)

a simple principal A-determinant which contains only the physical relevant parts of the
principal A-determinant, i.e. we omit the parts, which vanish after inserting the physical
restrictions z(ph) on the variables. Equivalently, we define Lph

1 (IΓ) := V(Êph
AF

(F)) as the
physical relevant Landau variety. Note that the Landau variety L1(IΓ) is independent
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from the parameters ν, whereas the physical Landau variety Lph
1 (IΓ) can depend on the

parameters ν. For example specific choices of d can change the relations between the
external momenta.

Usually, one splits the calculation of the Landau singularities in a leading singularity
with all xi 6= 0 and singularities with xi = 0 for i ∈ I, where ∅ 6= I ( {1, . . . , n}. The latters
can be considered as leading singularities of subgraphs, since setting a Schwinger parameter
xi = 0 in the second Symanzik polynomial to zero is the same as considering a subgraph,
where the corresponding edge ei is shrinked. However, the principal A-determinant obeys
a different splitting according to theorem 2.3. These decompositions coincide if the second
Symanzik polynomial consists in all monomials of a given degree.

Lemma 4.5. For an index set I ⊆ {1, . . . , n} we call FI(x) := F(x)|{xi=0}i∈I the subgraph
polynomial associated to I. Every subgraph polynomial is also a truncated polynomial Fτ
with a face τ ⊆ Newt(F). The converse is true if F consists in all monomials of degree
L+ 1. However, the converse is not true in general.

Proof. Choose φ(v) = −
∑n
i=1 bivi with bi = 1 for all i ∈ I and bi = 0 otherwise. This

linear function takes its maximal value max φ(v) = 0 for precisely those values v ∈ Rn+
with vi = 0 for i ∈ I. Since all points of Newt(F) are contained in the positive orthant
Rn+, such a linear map φ defines the corresponding face τ according to (2.11).

In case, where F consists in all possible monomials of degree L+1 the Newton polytope
is an n-simplex.

Thus, beyond 1-loop graphs and banana graphs, which contain all monomials of a
given degree in the second Symanzik polynomial, one may gets additional singularities
from the truncated polynomials, which will be missed with the approach of the subgraphs.
Although, considering the subgraphs seems evident at first sight, the structure of Landau
varieties is somehow more subtle. These subtleties emerge mainly from the Zariski-closure
in the definition of Landau varieties.

Comparing theorem 4.4 with the results of section 3 about A-hypergeometric functions,
we would rather expect V(EAG (U + F)) instead of L1(IΓ) to be the singular locus of IΓ.
Directly from the factorization of the principle A-determinant we can see the relation of
these two varieties.

Lemma 4.6. The Landau variety is contained in the singular locus of the A-hypergeo-
metric function

V
(
EAF (F)

)
⊆ V

(
EAG (U + F)

)
. (4.22)

Proof. U and F are homogeneous polynomials of different degrees. Therefore, Newt(U+F)
has points on two different, parallel hyperplanes and thus Newt(U) and Newt(F) are two
facets of Newt(U + F). By theorem 2.3 we see that V(EAG (U + F)) = V(EAF (F)) ∪
V(EAU (U)) ∪ ∆G(U + F) ∪ V(R), where the remaining polynomial R, correspond to all
discriminants coming from proper, mixed faces, i.e. faces τ ( Newt(G) having points of U
and F .

– 27 –



J
H
E
P
0
2
(
2
0
2
2
)
0
0
4

Thus, we obtain what we already expected: the Landau variety covers not all kinematic
singularities of the Feynman integrals and in general V(EAF (F)) will be a proper subvariety
of V(EAG (G)). Based on the prime factorization of the principal A-determinant, we will
divide the singular locus of the Feynman integral V(EAG (G)) into four parts

V
(
EAG (G)

)
= V

(
EAF (F)

)
∪V

(
EAU (U)

)
∪V

(
∆AG (G)

)
∪V(R) . (4.23)

Namely, we decompose EAG (G) in a polynomial EAF (F) generating the classical Landau
variety according to theorem 4.4, a polynomial EAU (U) which is constant in the physi-
cal relevant case and a polynomial ∆AG (G), which we will associate to the second-type
singularities. The remaining polynomial

R :=
∏

τ(Newt(U+F)
τ*Newt(U),τ*Newt(F)

∆A∩τ (Gτ ) (4.24)

will correspond to second-type singularities of subgraphs and we will call the roots of R
the mixed type singularities of proper faces.

In the following section, we will analyze step by step these further contributions to the
singular locus.

4.3 Second-type singularities

As aforementioned the defining polynomial of the singular locus Sing(MA(ν)) splits into
several discriminants. With the A-discriminant ∆AG (U +F) we will associate the so-called
second-type singularities. We have to remark, that the notion of second-type singularities
differs slightly in various literature. Moreover, there is very little known about second-type
singularities. Usually, there is been made a distinction between pure second-type singular-
ities and mixed second-type singularities [26, 61]. The pure second-type singularities do
not depend on masses and can be expressed by Gram determinants, whereas the latters ap-
pear in higher loops. Second-type singularities are better understood in momentum space,
whereas they are endpoint singularities at infinity [59]. In parametric space, second-type
singularities are connected to the case where U = 0.

By introducing a new variable x0, we can change to the homogeneous setting ∆ÃG
(x0U+

F) which has the same discriminant, since there is an appropriate injective, affine map
connecting AG with ÃG according to section 2.3. Writing the corresponding polynomial
equation system explicitly, the A-discriminant ∆AG (G) is the defining polynomial of the
closure of coefficients z ∈ CN , such that the equations

U = 0, F0 = 0, ∂F0
∂xi

+ ∂U
∂xi

x0 +
n∑
j=1

xjm
2
j

 = 0 for i = 1, . . . , n . (4.25)

have a solution for (x0, x) ∈ (C∗)n+1. By F0 =
∑
F∈T2 p

2
F

∏
ei /∈F xi we denote the massless

part of the second Symanzik polynomial. Not all conditions herein (4.25) are independent,
since the polynomial x0U + F is homogeneous again. Thus, we can drop an equation
from (4.25). These equations for second-type singularities (4.25) agree with the result
in [61].
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Example 4.1 [2nd type singularities of all banana graphs]. Consider the family
of massive L-loop 2-point functions, which are also called banana graphs. These graphs
having n = L+ 1 edges and the Symanzik polynomials

U = x1 · · ·xn
( 1
x1

+ . . .+ 1
xn

)
(4.26)

F0 = p2x1 · · ·xn . (4.27)

Applying the conditions of (4.25) we will find the second-type singularity for all banana
graphs to be

p2 = 0 . (4.28)

Example 4.2 [2nd type singularities of all 1-loop graphs]. A massive 1-loop graph
with n edges has Symanzik polynomials

U = x1 + . . .+ xn (4.29)

F0 =
∑

1≤i<j≤n
sijxixj (4.30)

where sij :=
(∑j−1

k=i pk
)2

for i < j defines the dependence on external momenta. We will
set sij = sji for i > j and sii = 0. We obtain ∂U

∂xj
= 1 and ∂F0

∂xj
=
∑
i 6=j sijxi for the

derivatives. Since we can drop one equation from (4.25) due to the homogenity of x0U+F ,
we will obtain a linear equation system in the 1-loop case. Eliminating x0 by subtracting
equations, we can combine these conditions to a determinant∣∣∣∣∣∣∣

1 1 · · · 1(
sij − sjn

)
1≤i≤n−1

1≤j≤n

∣∣∣∣∣∣∣ = 0 (4.31)

as the (not necessarily irreducible) defining polynomial of the second-type singularity. By
the same argument as used in [61], the condition 4.31 is equivalent to the vanishing of the
Gram determinant, which is usually set for the pure second-type singularity [26]. Note that
in the 1-loop case, the second-type singularity does not depend on masses. Furthermore,
for higher n, the external momenta satisfies certain relations, since there can not be more
than d linear independent vectors in d-dimensional Lorentz space. In addition the external
momenta ensures a conservation law. Thus, for n ≥ d+ 2 the condition 4.31 is satisfied for
all physical external momenta. Hence, we will remove these contribution to the singular
locus, when we restrict us to the physical relevant case.

As the next part of the singular locus Sing(MA(ν)) we will consider the principal
A-determinant of the first Symanzik polynomial EAU (U). Since the coefficients of the
first Symanzik polynomial are all equal to one, the principal A-determinant EAU (U) can
be either zero or one. In the first case, we will obtain similar to the example 4.2 an
always present contribution to the singular locus. That this constant contribution can not
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correspond to an actual singularity can be seen analogously, by the existence of a non-
vanishing convergence domain of the Feynman integral. Therefore, we will exclude this
contribution to the singular locus if we consider the physical relevant case. We want to
emphasize that these removing of “the unwanted zeros” shows not only up for our special
approach. Such a phenomenon does also appear in the “classical way” of treating Landau
singularities, as for example in the previous discussed second-type singularities of 1-loop
graphs when the number of legs exceeds the spacetime dimension d+ 1.

Lemma 4.7. For all 1-loop graphs and all L-loop banana graphs we obtain

EAU (U) = 1 . (4.32)

Proof. Since U has no free coefficients, EAU (U) is either 0 or 1. In both cases Newt(U)
describes a simplex. Therefore, in order to proof EAU (U) = 1 it is sufficient to show, that
U = ∂U

∂x1
= . . . = ∂U

∂xn
= 0 contains a contradiction. For 1-loop graphs this contradiction is

obvious since ∂U
∂xi

= 1.
For L-loop banana graphs consider

U − xi
∂U
∂xi

= −x1 · · ·xn
xi

= 0 (4.33)

which has no solution for x ∈ (C∗)n.

We want to emphasize, that this lemma is not true for general Feynman graphs.
The dunce’s cap graph is the simplest example, which will have a vanishing principal
A-determinant of the first Symanzik polynomial. Thus, in those cases the physical Feyn-
man integral is a (potential) branch point of a generic Feynman integral. Simultaneously,
the dimension of solution space of a physical Feynman integrals is smaller than the dimen-
sion of the solution space of generic Feynman integrals. However, we can always consider
in principle the limit from generic to physical Feynman integrals. In [53] it was indicated
how such a limit can be computed in general. In our approach we want always assume
the generic Feynman integral first and the limit to the physical case afterwards in order
to be able to use theorem 3.1. Vice versa, we could also specifying the D-module to the
physical relevant case first and considering the characteristic variety second. However, it
is an algorithmically challenging task to restrict D-ideals to specific values [75].

The discriminants of proper mixed faces R can be associated with second-type singu-
larities of subgraphs as it can be observed in the following example.

Example 4.3 [R for the triangle graph]. We will determine the discriminants of
proper mixed faces of the triangle graph. The Symanzik polynomials for the triangle
graph are

U = x1 + x2 + x3 (4.34)
F = p2

1x2x3 + p2
2x1x3 + p2

3x1x2 + U(x1m
2
1 + x2m

2
2 + x3m

2
3) . (4.35)

The corresponding Newton polytope Newt(U + F) has in total 21 faces, where one face
is the Newton polytope Newt(U + F) itself, 7 faces corresponding to faces of Newt(U),

– 30 –



J
H
E
P
0
2
(
2
0
2
2
)
0
0
4

another 7 corresponding to faces of Newt(F) and the remaining 6 faces are proper mixed
faces. The truncated polynomials corresponding to these 6 faces are up to permutations
1↔ 2↔ 3 given by

r1 = m2
2x

2
2 +m2

3x
2
3 + x2 + x3 + (p2

1 +m2
2 +m2

3)x2x3 (4.36)
h1 = m2

1x
2
1 + x1 . (4.37)

As h1 = ∂h1
∂x1

= 0 has no common solution we have ∆(h1) = 1 for the A-discriminant of
h1 as well as for the symmetric permutations. Considering r1 = ∂r1

∂x2
= ∂r1

∂x3
= 0, this is

nothing else than the sum of Symanzik polynomials of the 1-loop bubble graph and we
obtain p2

1 = 0 and similarly for all the permutations. Thus, we get

R = p2
1p

2
2p

2
3 (4.38)

as the contribution to the singular locus of the triangle graph from proper mixed faces.

We want to mention, that also for the discriminants of proper mixed faces R there
can be contributions which are identically zero in the physical relevant case. The simplest
example where such a behaviour appears is the 2-loop 2-point function also known as the
sunset graph. Again, we will define a physical relevant singular locus, where we have to
remove these overall contributions.

Although, one does not usually consider the contribution of R to the singular locus
of Feynman integrals in literature, we want to remark, that they can give a non-trivial
contribution to the singular locus.

5 Coamoebas

In the previous section we only were asking if there are values of p and m such that
there exists a multiple root of the Symanzik polynomials anywhere in the complex plane.
However, when applied to Feynman integral representations, e.g. the Lee-Pomeransky rep-
resentation (4.7) (or more generally to Euler-Mellin integrals) we only should worry if these
multiple roots lying inside the integration region Rn+. Thus, in this section we want to study
the position of singularities in the space of Schwinger parameters x. Hence, we will also
consider the multivalued structure of Feynman integrals. In order to better investigate
the nature of the multiple roots, we will introduce the concept of coamoebas. Coamoe-
bas were introduced by Mikael Passare as related objects to amoebas, which go back to
Gelfand, Kapranov and Zelevinsky [41]. Amoebas as well as coamoebas provide a link
between algebraic geometry and tropical geometry [65]. The relations between coamoebas
and Euler-Mellin integrals were investigated in [3, 63], which the following section is mostly
based on. For further reading about coamoebas we refer to [28–30, 47, 48, 64, 66, 70].

In the following we will consider the more general case of Euler-Mellin integrals, which
we will define according to [3] as

Mf (s, t) := Γ(t)
∫
Rn+
dxxs−1f−t (5.1)
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where s ∈ Cn and t ∈ Ck are complex parameters. Further, we denote f−t := f−t11 . . . f−tkk

for powers of polynomials fi ∈ C[x1, . . . , xn] and we write f := f1 · · · fk. Parametric
Feynman integrals can be treated as a special case of Euler-Mellin integrals with k = 1 in
the Lee-Pomeransky representation (4.7) or with k = 2 in the Feynman representation (4.6)
for a convenient hyperplane H(x).

A polynomial f ∈C[x1, . . . , xn] with fixed coefficients is called completely non-vanishing
on X ⊆ Cn if for all faces τ ⊆ Newt(f) of the Newton polytope, the truncated polynomials
fτ do not vanish on X. We can consider the vanishing of some truncated polynomial as a
necessary condition in the approach of the principal A-determinant. Thus, if a polynomial
f is completely non-vanishing on a set X, roots of the principal A-determinant EA(f) will
correspond to a solution x /∈ X outside of this set X.

Note that the integral (5.1) gets ill-defined, when f is not completely non-vanishing
on the positive orthant (0,∞)n. Hence, in [3, 63] a slightly more general version of Euler-
Mellin integrals was introduced, where we rotate the original integration contour in the
complex plane

M θ
f (s, t) := Γ(t)

∫
Arg−1 θ

dxxs−1f(x)−t = eisθ Γ(t)
∫
Rn+
dxxs−1f(x · eiθ)−t (5.2)

with the component-wise argument map Arg(x) := (arg x1, . . . , arg xn). For short we write
f(x ·eiθ) := f(x1e

iθ1 , . . . , xne
iθn) and we will call (5.1) the θ-analogue Euler-Mellin integral.

Deforming the integration contour slightly in cases where poles of the integrand hit the inte-
gration contour, is the same procedure as “Feynman’s iε prescription”. As aforementioned
in section 4.1 the iε prescription is equivalent to a redefinition of masses m2

i 7→ m2
i − iε,

where the sign is motivated by causality [89]. Thus, we obtain

IεΓ(ν, z) = Γ(ν0)
Γ(ν)Γ (ν0 − ω)

∫
Rn+
dxxν−1(U + F − iεU

∑
i

xi)−ν0

|ε|�1= Γ(ν0)
Γ(ν)Γ (ν0 − ω)

∫
Rn+
dxxν−1(U + F − iε)−ν0 (5.3)

for the iε prescripted Feynman integral, because U
∑
i xi > 0 is positive in the orthant

(0,∞)n. Equality of these two integrals is given in the limit ε→ 0.
By choosing θ = (ε, . . . , ε) we get the same result for the θ-analogue Euler-Mellin

integral. By the homogenity of the Symanzik polynomials we obtain

IεΓ(ν, z) = Γ(ν0)
Γ(ν)Γ (ν0 − ω)

∫
Arg−1(ε,...,ε)

dxxν−1(U + F)−ν0

= Γ(ν0)
Γ(ν)Γ (ν0 − ω)

∫
Rn+
dxxν−1eiε(ω−ν0)(Ue−iε + F)−ν0

|ε|�1= Γ(ν0)
Γ(ν)Γ (ν0 − ω)

∫
Rn+
dxxν−1(U + F − iε)−ν0 . (5.4)

Thus, in the limit ε→ 0 the θ-analogue Euler-Mellin integral and the iε prescripted Feyn-
man integral coincide.
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In order to get a well-defined integral in (5.2) we have to track the poles of the inte-
grand. Denote by Zf := {x ∈ (C∗)n|f(x) = 0} the set of (non-zero) roots of a polynomial
f . To analyze when these poles meet the integration contour, let

Cf := Arg(Zf ) ⊆ Tn (5.5)

be the argument of the zero locus. We call Cf the coamoeba of f . Since the argument
map is a periodic function we restrict the discussion to the n-dimensional real torus Tn :=
(R/2πZ)n. The coamoeba is closely related to the completely non-vanishing of f .

Lemma 5.1 [[3]]. For θ ∈ Tn, the polynomial f(x) is completely non-vanishing on
Arg−1(θ) if and only if θ /∈ Cf .

Applied to Feynman integrals, this lemma gives a criterion, whether the iε prescripted
Feynman integral representation (4.7) limε→0+ IεΓ(ν, z) differs from the original Feynman
integral IΓ(ν, z).

Lemma 5.2. Assume that z ∈ Sing(MA(ν)) = V(EA(G)) is a singular point. If 0 /∈ CG,
the common solution of G = x1

∂G
∂x1

= . . . = xn
∂G
∂xn

= 0 generating the singular point
according to section 2 does not lie on the integration contour x /∈ Rn+.

Thus, we want to distinguish between singular points z corresponding to solutions
x ∈ Rn+ and solutions x /∈ Rn+. The latters are often called unphysical singularities or
pseudo thresholds. Those singular points will not lie on the principal sheet (or “physical
sheet”) defined by the integral representation (4.7).

Hence, we can use lemma 5.2 as a criterion of pseudo thresholds. But we have to
remark, that the coamoeba is not an easily accessible object and it will be hard in general
to apply lemma 5.2 to practical problems. However, coamoebas have many interesting
properties, which can be used to give simpler criteria. Without going into details, we will
mention a few of the properties. Exemplarily, we have drawn the coamoeba for the massive
1-loop selfenergy graph for different kinematic regions in figure 1.

We are mainly interested in the complement of the closure of the coamoeba Cc
f :=

Tn \ Cf . It is well known [64], that this complement Cc
f is structured into a finite number

of connected, convex components and we will denote such a connected component by Θ.
Moreover, the number of connected components of Cc

f will be bounded by vol(Newt(f)).
We want to stress out, that the integral (5.2) only depends on a choice of a connected
component Θ, as one can see simply by a homotopic deformation of the integration contour.
Thus, for all θ ∈ Tn inside the same connected component Θ ⊂ Cc

f , the value of M θ
f (s, t)

stays the same, whereas the value may change for another component Θ′. This implies also,
that we can avoid the limit in the iε prescription by choosing a small (but not infinitesimally
small) value for ε. By choosing another connected component Θ we will therefore obtain
the values of another branch of the Feynman integral. We refer to [45] for the relation
between different contours and branches of integrals. However, we have to remark that the
coamoeba can not generate the full fundamental group, as the coamoeba can not distinguish
between poles of the integrand having the same argument.
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p2 < (m1 −m2)2 (m1 −m2)2 < p2 < (m1 +m2)2

(m1 −m2)2 < p2 < (m1 +m2)2 p2 > (m1 +m2)2

Figure 1. Example to illustrate the behaviour of the coamoeba. Depicted is the coamoeba CG
of the 1-loop bubble graph G = x1 + x2 + (−p2 + m2

1 + m2
2)x1x2 + m2

1x
2
1 + m2

2x
2
2, which has two

thresholds p2 = (m1±m2)2. We draw the coamoeba for different kinematic regions with ascending
momentum p2. For every crossing of a singularity, the structure of the coamoeba changes. Note,
that for the pseudo threshold p2 = (m1 − m2)2 the origin is not included in the closure of the
coamoeba, whereas for the normal threshold p2 = (m1 + m2)2 the origin is included. The graphs
were produced by sampling random points with Mathematica [90].

However, the coamoeba is sufficient to describe the discontinuity of Feynman integrals
in the sense of [22] as a difference between two θ-analogue Euler-Mellin integrals

Disc IΓ(ν, z) = IεΓ(ν, z)− I−εΓ (ν, z) (5.6)

where ε > 0 is an adequate small (but not infinitesimally small) real number.
For a practical usage there are different ways to approximate coamoebas. Restricting

us to the faces of dimension 1 we obtain the shell of f

Hf =
⋃

τ⊆Newt(f)
dim τ=1

Cfτ . (5.7)

Each cell of the hyperplane arrangement of Hf contains at most one connected component
of Cc

f [28]. Thus, Hf carries the rough structure of Cf . Another way, for approximating the
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coamoeba, is the so-called lopsided coamoeba LCf and we have Cf ⊆ LCf . The lopsided
coamoeba can be calculated by the set of trinomials Tri(f) which can be formed by removing
all but three monomials from f [28]

LCf =
⋃

g∈Tri(f)
Cg . (5.8)

However, there are more effective algorithms to determine lopsided coamoebas. We refer
to [28, 29] for definition and more detailed discussion.

We want to close this section by a result of [3], which guarantees the analytic contin-
uation with respect to the kinematic variables z.

Theorem 5.3 [analytic continuation [3]]. Let Sing(MA(ν)) = V(EA(G)) ⊂ CN be
the singular locus of M Θ

G , z ∈ CN \ Sing(MA(ν)) a point outside the singular locus and Θ
a connected component of Tn \CG. Then M Θ

G (ν, z) has a multivalued analytic continuation
to Cn+1 × (CN \ Sing(MA(ν))), which is everywhere A-hypergeometric.

Hence, we can continue the generic Feynman integral analytically for its parameters
ν as well as for its variables z. This result can also be transferred to the non-generic
Feynman integral with its physical restrictions on variables z, due to the same convergence
considerations as in the previous section 4.1.

6 Non-trivial example: double-edged triangle graph

In order to demonstrate the methods described before, we want to calculate the leading
Landau variety of a massive 2-loop 3-point function according to figure 2, which is also
known as “double-edged triangle graph” or as “dunce’s cap”. To our knowledge this Landau
variety was not published before. Using Horn-Kapranov-parametrization we will give the
Landau variety in a parametrized form. Compared with the standard methods of elimi-
nating variables from the Landau equations, the Horn-Kapranov-parametrization can be
calculated very fast. We have to mention, that the reason for the effectiveness of the Horn-
Kapranov-parametrization lies in a different representation of the result. To determine the
defining polynomial of the Landau variety from the parametrized form is still a very time-
consuming task. However, for many approaches the parametrized form of Landau varieties
can be even more convenient, since the parametrization specifies the Landau singularities
directly.

The leading Landau variety is nothing else than the hypersurface {∆A(F) = 0}. For
the Feynman graph in figure 2 the second Symanzik polynomial is given by

F = s1x1x2(x3 + x4) + s2x1x3x4 + s3x2x3x4

+m2
1x

2
1(x3 + x4) +m2

2x
2
2(x3 + x4) +m2

3x
2
3(x1 + x2 + x4) +m2

4x
2
4(x1 + x2 + x3)

(6.1)
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1

2

3 4
p1

p2

p3

Figure 2. Double-edged triangle graph or dunce’s cap graph.

where we abbreviate s1 = −p2
1 +m2

1 +m2
2, s2 = −p2

2 +m2
1 +m2

3 +m2
4 and s3 = −p2

3 +m2
2 +

m2
3 +m2

4. Thus, we can read off the matrix A

A =


1 1 1 0 2 2 0 0 1 0 0 1 0 0
1 1 0 1 0 0 2 2 0 1 0 0 1 0
1 0 1 1 1 0 1 0 2 2 2 0 0 1
0 1 1 1 0 1 0 1 0 0 1 2 2 2

 , (6.2)

whose column vectors form the exponents of F . We have several possibilities to choose a
Gale dual of A, e.g.

B =



1 1 1 0 −1 −1 0 −1 0 −1
0 −1 −1 1 1 1 −1 0 −1 0
−1 0 −1 −1 0 −1 1 1 −1 −1
−1 −1 0 −1 −1 0 −1 −1 1 1
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0



. (6.3)

According to section 2.3 a Gale dual directly gives rise to a parametrization of generic
Feynman integrals. Let z1, . . . , z14 be the coefficients of a generic Feynman integral, i.e.
coefficients of the second Symanzik polynomial F . Then, the generic discriminant hyper-
surface {∆AF (F) = 0} is parametrized by t ∈ P10−1

C

y1 = z1z14
z3z4

= R1t1
R3R4

, y2 = z1z13
z2z4

= − R1t2
R2R4

, y3 = z1z12
z2z3

= − R1t3
R2R3

y4 = z2z11
z3z4

= R2t4
R3R4

, y5 = z2z10
z1z4

= − R2t5
R1R4

, y6 = z2z9
z1z3

= − R2t6
R1R3
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y7 = z3z8
z2z4

= R3t7
R2R4

, y8 = z3z7
z1z4

= R3t8
R1R4

, y9 = z4z6
z2z3

= R4t9
R2R3

y10 = z4z5
z1z3

= R4t10
R1R3

(6.4)

where

R1 = t1 + t2 + t3 − t5 − t6 − t8 − t10 , R2 = −t2 − t3 + t4 + t5 + t6 − t7 − t9 (6.5)
R3 = t1 + t3 + t4 + t6 − t7 − t8 + t9 + t10 , R4 = t1 + t2 + t4 + t5 + t7 + t8 − t9 − t10 .

However, up to now this Horn-Kapranov-parametrization gives the zero locus of dis-
criminants for polynomials with generic coefficients. Thus, in order to adjust this parame-
trization to the physical relevant case we have to include the constraints given by the
relations between coefficients of the Symanzik polynomials. This can be accomplished e.g.
by Mathematica [90] using the command “Reduce” or by Macaulay2 [42]. For algorithmical
reasons it can be more efficient to reduce the effective variables y1, . . . , y10, the linear forms
R1, . . . , R4 and the parameters t1, . . . , t10 step by step. In doing so, the Landau variety
splits into two parts

m2
2

m2
1

= t26t8
t25t10

,
m2

3
m2

1
= − t26t9

(t5 + t6) (t9 + t10) t10
,

m2
4

m2
1

= − t3t6t10
(t5 + t6) (t9 + t10) t9

s1
m2

1
= − t5 (t6t9 + t3t10) + t6 (t6t9 + t8t9 + t3t10 + t9t10)

t5t9t10

s2
m2

1
= − t5 (t9 + t10) (t6t9 + t3t10) + t6

[
t6t

2
9 + t8t9 (t9 + t10)− t10

(
t29 + t10t9 − t3t10

)]
(t5 + t6) (t9 + t10) t9t10

s3
m2

1
= − t6

[
t6 (t9 + t10) (t6t9 − t8t9 + t3t10 + t9t10) + t5

(
t6t

2
9 + t3t

2
10
)]

(t5 + t6) (t9 + t10) t5t9t10
(6.6)

and

m2
2

m2
1

= t26t8
t25t10

,
m2

3
m2

1
= t26t9
t4t210

,
m2

4
m2

1
= t26
t4t9

,
s1
m2

1
= t6 ((t4 − t9) t10 − t8t9)

t5t9t10

s2
m2

1
= − t6 [t10 (t4 (t9 + t10) + t9 (2t6 + t9 + t10))− t8t9 (t9 + t10)]

t4t9t210

s3
m2

1
= − t

2
6 [t8t9 (t9 + t10) + t10 (t4 (t9 + t10)− t9 (−2t5 + t9 + t10))]

t4t5t9t210
. (6.7)

Hence, the leading Landau variety of the dunce’s cap graph will be given by the values
of (6.6) and (6.7) for all values t ∈ P6−1

C . We dispense with renaming of the parameters t
in order to ensure the reproducibility of the results from (6.4).

7 Conclusion and outlook

We have propounded the kinematic singularities of scalar Feynman integrals from the
perspective of A-hypergeometric theory. This point of view provides a mathematically
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rigorous description of those singularities by means of principal A-determinants, which are
polynomials in the coefficients of Symanzik polynomials. More precisely, it turns out that
the singular locus of Feynman integrals is the variety defined by the principal A-determinant
of the sum of the Symanzik polynomials G = U + F

Sing(MA(ν)) = V(EA(G)) = V
(
∆A(G) · EAU (U) · EAF (F) ·R

)
. (7.1)

This principal A-determinant factorizes in several A-discriminants, each one corresponding
to a face of the Newton polytope Newt(G). Hence, we can group those A-discriminants to
four different partitions. The A-discriminant of the full polytope ∆A(G) can be identified
with the second-type singularities. The two facets Newt(U) and Newt(F) of Newt(G) corre-
spond to a physically non-relevant part EAU (U) and the so-called Landau variety EAF (F),
respectively. All remaining A-discriminants constitute a polynomial R, which can be asso-
ciated to second-type singularities of subgraphs. We have to mention that the factorization
may include parts of the singular locus, which were not included in previous approaches.
This is due to the fact that, except for simple Feynman graphs, not all truncated polynomi-
als have an equivalent polynomial coming from a subgraph. It is an interesting question for
future research if those additional parts will result in a non-trivial contribution. However,
these additional parts would appear beyond 1-loop graphs and banana graphs.

Apart from the description of the singular locus, we also introduced a powerful tool to
determine the singular locus: the Horn-Kapranov-parametrization. Thus, the calculation
of a Gale dual is sufficient to obtain a parametrization of the hypersurface defined by
A-discriminants. Clearly, such a representation of a variety differs from a representation
via defining polynomials. However, such a representation can be even more convenient for
many approaches, as we describe the singularities directly. Also having in mind, that a
representation of Landau varieties by a defining polynomial will be an incommensurable
effort for almost all Feynman graphs, we want to advertise the usage of Horn-Kapranov-
parametrization.

In order to study the monodromy of Feynman integrals, we introduced an Euler-Mellin
integral with a rotated integration contour. This integral is the analogue to Feynman’s iε
prescription and its behaviour is substantially determined by the coamoeba of the polyno-
mial G. From the shape of the coamoeba of G, we can also conclude the nature of the singu-
larities of Feynman integrals, e.g. we can distinguish between normal/anomalous thresholds
and pseudo thresholds. We sketched also several ways to approximate the coamoeba in
order to derive efficient algorithms. However, the application of coamoebas to Feynman
integrals leaves many questions open and will surely be a worthwhile focus for future re-
search.

A A short guide to Macaulay2

For the calculation of A-discriminants and related objects it will be convenient to use a
program, which is specialised on algebraic geometry e.g. Macaulay2 [42]. There are two
additional libraries for the calculation of classical discriminants and resultants [81] and
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A-discriminants and A-resultants [82]. In order to calculate also (simple) principal A-
determinants from the libraries [81, 82], we will present an elementary package Landau.m2
below, which is adjusted to the approach of Feynman integrals.

In order to demonstrate the usage, we will show the calculation of the Landau variety
of the triangle graph.
$ M2 --no-preload
Macaulay2, version 1.18

i1 : loadPackage "Landau";

i2 : QQ[s1,s2,s3,b1,b2,b3][x1,x2,x3]; U=x1+x2+x3; F = s1*x2*x3 + s2*x1*x3 + s3*x1*x2 + b1*x1^2 + b2*x2^2 + b3*x3^2;

i5 : principalAdet(U+F)

2 2 2
o5 = {s1 - 2s1*s2 + s2 - 2s1*s3 - 2s2*s3 + s3 + 4s1*b1 + 4s2*b2 - 4b1*b2 + 4s3*b3 - 4b1*b3 - 4b2*b3, - s1 + b2 + b3, 1, 1, - s2 + b1 + b3,

-----------------------------------------------------------------------------------------------------------------------------------------
2 2 2 2 2 2

1, b3, - s3 + b1 + b2, 1, 1, 1, - s1 + 4b2*b3, b2, - s1*s2*s3 + s1 b1 + s2 b2 + s3 b3 - 4b1*b2*b3, 1, 1, 1, b1, - s2 + 4b1*b3, 1, - s3 + 4b1*b2}

Package Landau.m2

-- Landau - small package to calculate Landau varieties, i.e. the principal A-determinant, mostly fitted to Feynman integrals
-- Instructions:
-- the packages Polyhedra and Resultants have to be installed. If they are not installed, run: installPackage "Polyhedra"
-- this file have to be stored in a Macaulay2 path. The Macaulay2 paths can be displayed by the command: path
-- this package can be used by the command: loadPackage "Landau"

newPackage(
"Landau",
Version => "2.1",
Date => "August 24, 2021",
Authors => {{Name => "Rene P. Klausen",

Email => "klausen@physik.hu-berlin.de"}},
Headline => "Calculating Landau varieties by means of principal A-determinants",
DebuggingMode => true
)

export {"principalAdet","generalDiscriminant","allTruncs"}

needsPackage "Polyhedra"
needsPackage "Resultants"
needsPackage "SparseResultants"

-- general stuff
ListTimes = (L1,L2) -> apply(L1,L2, (i,j) -> i*j)

-- truncation of polynomials
poly2A = f -> transpose(matrix(exponents(f)))
ptsOfFace = (A,face) -> apply(splice({0..numgens(source(A))-1}),i -> if contains(face,convexHull(submatrix(A,{i})))==true then 1 else 0 )
faceTruncation = (f,A,face) -> sum(ListTimes(terms(f),ptsOfFace(A,face)))
truncatedPolynomial = (f,k) -> (A := poly2A(f); P := convexHull(A); face := facesAsPolyhedra(k,P); for i from 0 to #face-1

list faceTruncation(f,A,face_i))
allTruncs = f -> (n := numgens(ring(f)); mingle delete({},for i from 0 to n list truncatedPolynomial(f,i)))

-- fit rings
usedVars = (f,R) -> (gR := gens(R); delete("del",for i from 0 to #gR-1 list if diff(gR_i,f)==0 then "del" else i ))
fitRing = f -> (R := ring(f); substitute(f,first(selectVariables(usedVars(f,R),R))))
factorOut = (f,var) -> if pseudoRemainder(f,var)==0 then f//var else f
completeFactorOut = (f,varList) -> ((for i from 0 to #varList-1 do f = factorOut(factorOut(f,varList_i),varList_i)); f)

-- at most for quadratic expressions (as in Symanzik polynomials)
dehomogenize = f -> (if isHomogeneous(f) then (sub(f,last(gens(ring f))=>1) ) else f);

--principal A determinant
generalDiscriminant = f -> (try (

m:= # terms f;
if m == 1 then (

print("vertex type");
coeff := ((coefficients(f))_1)_(0,0);
sub(coeff, coefficientRing ring f) )

else (
f = fitRing f;
n:= numgens ring f;
if m-1 <= n then (

print("dense discriminant");
f = fitRing dehomogenize f;
f = completeFactorOut(f, gens ring f);
f = fitRing dehomogenize f;
denseDiscriminant f )

else (
print("sparse discriminant");
sparseDiscriminant f) )

) else (print("NN"); "NN")
);
principalAdet = f -> apply(allTruncs(f),generalDiscriminant);

beginDocumentation()
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document {
Key => Landau,
Headline => "Calculating Landau varieties by means of principal A-determinants",
EM "Landau", " is a basic package to calculate Landau singularities."
}

document {
Key => {allTruncs},
Headline => "all truncated polynomials",
Usage => "allTruncs(f)",
Inputs => {"a polynomial f"},
Outputs => {"a list of all truncated polynomials"},
EXAMPLE lines ///

QQ[m1,m2,s][x1,x2]; F = m1*x1^2 + m2*x2^2 + s*x1*x2;
allTruncs F

///
}

document {
Key => {generalDiscriminant},
Headline => "calculate the A-discriminant",
Usage => "generalDiscriminant f",
Inputs => {"f a polynomial"},
Outputs => {"A-discriminant"},
EXAMPLE lines ///

QQ[m1,m2,s][x1,x2]; F = m1*x1^2 + m2*x2^2 + s*x1*x2;
generalDiscriminant F

///
}

document {
Key => {principalAdet},
Headline => "calculate the simple principal A-determinant",
Usage => "principalAdet f",
Inputs => {"f a polynomial"},
Outputs => {"A list of all A-discriminants of all truncated polynomials, the (simple) principal A-determinant is the product of all

list elements. Additionally the used method for every A-discriminant is printed on screen."},
EXAMPLE lines ///

QQ[m1,m2,s][x1,x2]; F = m1*x1^2 + m2*x2^2 + s*x1*x2;
principalAdet F

///
}

end--

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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