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1 Introduction

Conformal field theories in various dimensions may be characterized by a parameter, some-
times known as F̃ or “generalized F,” that characterizes the number of local degrees of
freedom [1–6]. This is equal to the central charge c for two-dimensional CFTs, and the
Weyl-anomaly coefficient a for four-dimensional CFTs. In general, F̃ may be defined from
a regulator-independent term in the sphere free-energy, or alternatively from a universal
term in the vacuum entanglement entropy for a ball-shaped region. The F̃ parameter is
conjectured to decrease under renormalization group (RG) flows between conformal fixed
points. This has been proven in two, three, and four dimensions as the c-theorem [1],
F -theorem [2, 3, 7], and a-theorem [4, 5], respectively.

A similar parameter, boundary F̃ , may be defined for boundary conformal field theories
(BCFTs) [8–11].1 It can be understood as a measure of the number of local degrees of free-
dom associated with the boundary.2 Boundary F̃ may be defined from the partition func-
tion of the BCFT on a hemisphere, or from the vacuum entanglement entropy of a half-ball
centered on the boundary. It is conjectured to decrease under boundary RG-flows (where a
UV BCFT is perturbed by a relevant boundary operator) [11, 16–19]; this has been proven
as the g-theorem in two dimensions [8, 9, 20] and the b-theorem in three dimensions [21, 22],
but remains a conjecture (the boundary F theorem) for four-dimensional BCFTs.

It is interesting to characterize the possible BCFTs that are associated with a particular
bulk CFT, and specifically to understand which values of boundary F̃ are possible. This is
understood for minimal model CFTs in two dimensions, but relatively few results are avail-
able for more complicated CFTs or CFTs in higher dimensions. The main goal of this paper
is to investigate the possible values of boundary F in a very special higher-dimensional ex-
ample where we take the bulk CFT to be U(N) N = 4 Supersymmetric Yang-Mills (SYM)
theory and we constrain the BCFT to preserve half of the supersymmetry.

This rich class of theories was classified by Gaiotto and Witten in [23, 24]. These
theories preserve an OSp(2, 2|4) subgroup of the original 4D superconformal symmetry
group PSU(2, 2|4); they are four-dimensional BCFTs with the maximum possible super-
symmetry. Many of these theories describe the decoupled low-energy physics of coincident
D3-branes in type IIB string theory ending in various ways on stacks of D5-branes and
NS5-branes, possibly with additional D3-branes stretched between the fivebranes, as de-
picted in figure 1. As for their N = 4 SYM parent, the associated half-supersymmetric
BCFTs are holographic; their vacuum states are dual to solutions of type IIB supergravity
preserving SO(3)× SO(3)× SO(3, 2) symmetry. These solutions were described in [25–28].

1We recall that a BCFT is a local quantum field theory defined on a manifold with boundary such
that the theory on a half-space preserves the conformal invariance of a CFT in one lower dimension (see
e.g. [12–15]). Each BCFT is associated with some bulk CFT which governs the short-distance behavior
of local bulk correlators. Some BCFTs may be naturally understood by starting with this bulk CFT and
choosing some boundary conditions for the fields. More generally, we can couple in (arbitrarily numerous)
additional boundary degrees of freedom.

2This quantity can be negative; in this case, we can understand the boundary condition as removing
some of the bulk degrees of freedom near the boundary.
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Figure 1. D-brane construction of a half-supersymmetric BCFT whose bulk CFT is N = 4 SYM
theory.

In this paper, we calculate boundary F for general OSp(2, 2|4)-symmetric BCFTs
whose bulk CFT is U(N) N = 4 SYM theory. First, we perform a holographic calculation,
making use of the Ryu-Takayanagi formula to calculate the vacuum entanglement entropy
for a half-ball. This was done in [11] for a particular type of boundary condition associated
with nk D3-branes ending on k D5-branes;3 we extend these calculations to the most
general case, arising from the brane construction in figure 1 with arbitrary numbers and
configurations of branes. The result is given as equation (4.19) in section 4.2.

Next, we calculate boundary F exactly by evaluating the hemisphere partition function
using supersymmetric localization, for the class of boundary conditions arising from D3-
branes ending on only D5-branes or only NS5-branes, in all possible ways.4 These results
are given as equation (5.33) for boundary conditions associated with NS5-branes and (5.35)
for boundary conditions associated with D5-branes.

We compare the localization results, which should be exact, to the supergravity cal-
culations, which are expected to be valid at large N and large ’t Hooft coupling λ. The
results agree precisely in a limit where a certain set of integers characterizing the theory
(roughly, the number of D3-branes ending on each fivebrane in the string theory picture
and the nonzero differences between these numbers) are large. Perhaps surprisingly, we
find that this agreement holds exactly as a function of the ’t Hooft coupling λ, suggesting a
non-renormalization theorem governing the α′ corrections in the string theory calculation.

Making use of our results, we analyze in section 6 the distribution of possible values
of boundary F for various classes of boundary conditions. For the most general boundary
conditions associated with D5-branes and NS5-branes, we can have arbitrarily large values
of boundary F for a given N and λ, in accord with the fact that we can couple in an
SCFT with an arbitrarily large number of degrees of freedom. For the theories associated
with NS5-branes only or D5-branes only (which may be interpreted as boundary conditions
for N = 4 SYM theory without added degrees of freedom), we find that boundary F is
bounded, but can take positive or negative values. For boundary conditions associated with
D5-branes only, we find that F is typically negative at small ’t Hooft coupling, consistent

3Similar calculations were performed in [29] for 3D superconformal theories and in [30] for 3D BCFTs.
4Localization calculations of F for related 3D SCFTs were performed in [29], and calculations of the

interface entropy for supersymmetric Janus interfaces in 4D N = 2 SCFTs were performed in [31].
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with the fact that these boundary conditions are associated with scalar vevs that diverge
near the boundary and give spatially dependent mass terms that effectively remove some
of the bulk CFT degrees of freedom. For NS5-brane boundary conditions, we find that
boundary F is positive for small λ but that an increasing proportion of these boundary
conditions become negative as λ grows.5

The plan for the rest of the paper is as follows. In section 2, we review the definition
of boundary F and of the various BCFTs descended from N = 4 SYM theory that we
consider. In section 3, we review the solutions of type IIB supergravity dual to the vacuum
states of these theories. In section 4, we present our holographic calculation of boundary
F , which we extract from the holographically-computed vacuum entanglement entropy for
a half-ball centered at the boundary. In section 5, we present the localization calculation
of boundary F for the boundary conditions associated with NS5-branes and D5-branes
and compare this with the supergavity results. In section 6, we analyze the results to
characterize the possible values of boundary F . We conclude in section 7 with a discussion.
Various technical aspects of our calculations are presented in appendices.

2 Background

In this section, we review some relevant background material on boundary F and on half-
supersymmetric BCFTs associated with the N = 4 SYM theory.

2.1 Boundary entropy and boundary free energy

In a d-dimensional CFT, the vacuum state entanglement entropy of a ball-shaped region
of radius R has the general UV divergence structure

S[Bd−1
R ] = ad−2 (R/ε)d−2 + ad−4 (R/ε)d−4 + . . .+

4(−1) d−2
2 A ln(R/ε) 2 | d

(−1) d−1
2 F 2 - d

, (2.1)

where ε is a UV regulator. The coefficients ai are generally scheme-dependent, and arise
from integration of local geometric quantities over the entangling surface, while the coeffi-
cients A and F are universal, i.e. independent of the regularization scheme. In particular,
the quantity A coincides with the A-type trace anomaly in even dimensions, while F is the
sphere free energy F = − lnZ[Sd]; this equivalence is established by the relation

S[Bd−1
R ]univ = lnZ[SdR]univ (2.2)

of Casini-Huerta-Myers for sphere entanglement entropy and the sphere partition function
in CFT [32]. These universal terms are conjectured to be RG monotones in arbitrary
dimension [6, 33–35]; this has been proven in dimensions d = 2, 3 and 4, with the results
referred to as the (Zamolodchikov) c-theorem [1], the F -theorem [2, 3, 7], and the a-
theorem [4, 5] respectively. The conjectured extension to arbitrary dimension is sometimes
referred to as the generalized F -theorem.

5For λ > 4πN , we can make an S-duality transformation that maps a theory with NS5 boundary
conditions to a theory with D5 boundary conditions and λ < 4πN , so it is expected that the proportion of
NS5 boundary conditions with negative boundary F grows with λ; likewise, the proportion of D5 boundary
conditions with positive boundary F should grow with λ.
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Figure 2. Set-up for calculation of boundary F , showing the entangling surface for a half-ball
region centred at the boundary for a BCFT on half of R3,1.

In the BCFT case, we may instead consider the entanglement entropy of a half-ball
region centred at the BCFT boundary (see figure 2). The entanglement entropy now has
divergences of d-dimensional and (d− 1)-dimensional origin, taking the form

S[HBd−1
R ] = ãd−2 (R/ε)d−2+ãd−3 (R/ε)d−3+. . .+

4(−1) d−2
2 A ln(R/ε)+(−1) d−2

2 F̃ 2 | d
4(−1) d−3

2 Ã ln(R/ε)+(−1) d−1
2 F 2 - d

.

(2.3)
The coefficient F̃ in this expression is not universal, insofar as the logarithmic term changes
by a constant when we change regulators. However, by analogy to the 2-dimensional
case [36], we may define the “boundary entropy”

S∂(R) ≡ S(BCFT)[HBd−1
R ]− 1

2S
(CFT)[Bd−1

R ] , (2.4)

where S(CFT) denotes the entanglement entropy calculated in the ambient CFT for a region
far from the boundary.6 Given that the divergences with d-dimensional origin cancel in
this subtraction, we recover boundary entropy of the form

S∂(R) = ãd−3 (R/ε)d−3 + ãd−5 (R/ε)d−5 + . . .+

(−1) d−2
2 F̃ 2 | d

4(−1) d−3
2 Ã ln(R/ε) 2 - d

. (2.5)

In particular, F̃ and Ã are universal terms appearing in the expression for S∂(R). The
coefficient Ã occurring for odd dimensions is related to the boundary Weyl anomaly in
BCFT, using a similar argument to that of [32] (see also [18, 22, 37, 38]). In general, as
for the CFT case, the boundary entropy can be related to the logarithm of the partition
function via

S∂(R)univ =
(

lnZ[HSdR]− 1
2 lnZ[SdR]

)
univ

. (2.6)

6In practice, S(CFT) may be calculated in the theory without a boundary. For example, in our holographic
calculation, we compute S(CFT) using the RT formula in the AdS5 × S5 geometry.
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This quantity has also been conjectured to satisfy an RG monotonicity theorem in various
dimensions [11, 16–19] (see [39–41] for proposed holographic g-functions); this has been
proven in dimensions d = 2 and d = 3, with the results referred to as the g-theorem [8, 9, 20]
and the b-theorem [21, 22].7

In this paper, we will be specifically concerned with the case d = 4, where we have

S∂(R) = S1
R

ε
+ Suniv . (2.7)

Defining
F∂ ≡ −Suniv , (2.8)

the universal quantity F∂ appearing in the boundary entropy is referred to as “boundary
F” or the “boundary free energy”. The boundary free energy was conjectured to satisfy
an RG monotonicity theorem in [11, 17]. Note that we may extract F∂ from the boundary
entropy by

F∂ = lim
ε→0

(
R
d

dR
− 1

)
S∂(R) . (2.9)

In the d = 4 case, one finds exactly [38]

F∂ = − lim
ε→0

(
lnZ[HS4

R]− 1
2 lnZ[S4

R]
)
. (2.10)

2.2 Half-supersymmetric BCFTs from N = 4 SYM

In this section, we review the boundary conformal field theories constructed from N = 4
SYM that preserve half of the supersymmetry and an OSp(2, 2|4) subgroup of the super-
conformal symmetry group PSU(2, 2|4) of N = 4 SYM. The classification of these theories
is due to Gaiotto and Witten; see [23, 24] for details. Our conventions are similar to those
of [42].

Starting with the 4-dimensional N = 4 SYM theory on R3,1, we can introduce a planar
boundary at x3 = 0, and consider boundary conditions preserving the subset of conformal
transformations which leave this plane fixed. Specifically, we are interested in half-BPS
boundary conditions which preserve a OSp(2, 2|4) superconformal subgroup of the initial
superconformal group PSU(2, 2|4). We will also consider the addition of extra degrees of
freedom at this boundary such that the full theory preserves the same symmetry.

The bosonic sector of the residual symmetry group corresponds to

so(2, 3)× so(3)× so(3) . (2.11)

To reflect this reduction in R-symmetry, it is convenient to decompose the scalars Φi of
the N = 4 theory as triples

(X1, X2, X3) ≡ (Φ4,Φ5,Φ6) , (Y 1, Y 2, Y 3) ≡ (Φ7,Φ8,Φ9) , (2.12)
7In fact, the b-theorem establishes the monotonicity of the Weyl anomaly coefficient on a dimension-2

submanifold in arbitrary dimension.
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and the fermions as8

Ψ± ≡
1
2 (1± Γ3456) Ψ . (2.13)

The 4-dimensional N = 4 vector multiplet decomposes with respect to the reduced sym-
metry group into two different multiplets, naturally interpreted from the perspective of the
3-dimensional N = 4 supersymmetry algebra as

hyper : Ψ− , A3 , X
i , vector : Ψ+ , A0,1,2 , Y

i . (2.14)

The various theories we consider arise from the low-energy physics of string theory configu-
rations with D3-branes ending on and stretched between both D5-branes and NS5-branes.
We consider first boundary conditions involving only D5-branes or only NS5-branes before
considering the general case.

Single NS5-brane boundary conditions. For the boundary condition corresponding
to D3-branes ending on a single NS5-brane in the 012789 directions, Neumann boundary
conditions are imposed on the 3-dimensional vector multiplet and Dirichlet conditions on
the hypermultiplet, i.e.

NS5 : F3µ| = Xi| = D3Y
i| = 0 , Ψ−| = 0 . (2.15)

Here, the vertical line denotes that the fields are evaluated at x3 = 0.

D5-brane boundary conditions. For boundary conditions associated with the D3-
branes ending on one or more D5-branes in the 012456 directions, we have a Dirichlet
condition on the 3-dimensional vector multiplet and a (generalized) Neumann condition on
the hypermultiplet,

D5 : Fµν | = D3Xi| −
i

2εijk[Xj , Xk]| = Yi| = 0 , Ψ+| = 0 . (2.16)

This is a generalization of the Dirichlet boundary condition, sometimes referred to as a
“Nahm pole” boundary condition, since the scalar fields Xi are seen to satisfy the Nahm
equation in the vicinity of the boundary, with solution

Xi = ti

x3
, [ti, tj ] = iεijktk . (2.17)

Here ti can be SU(2) generators in an arbitrary N -dimensional representation. Choosing
the irreducible representation gives a boundary condition that corresponds to N D3-branes
along the (0123) directions ending on a single D5-brane. The non-commuting configuration
of scalar matrices describe a non-commutative geometry corresponding to a string theory
picture where the D3-branes flare out to form a “fuzzy funnel” [43] as they approach the
D5-brane.

8Here, our notation reflects the fact that N = 4 SYM theory may be understood as the dimensional
reduction of ten dimensional supersymmetric Yang-Mills theory. There exists a family of inequivalent
OSp(2, 2|4) subalgebras related by U(1) outer-automorphisms of psu(2, 2|4) [23], and we are choosing a
particular one which preserves SUSY generators satisfying

Γ3456ε = ε .

.
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Taking ti to correspond to a more general reducible representation of the SU(2) with
irreducible representations of size pi gives a boundary condition related to a more general
brane configuration where groups of pi D3-branes each end on a single D5-brane.

General D5-NS5 boundary conditions. We now describe the more general theories
that arise from configurations with both D5-branes and NS5-branes. It is convenient to
consider first ND5 D5-branes and NNS5 NS5-branes at distinct locations in the x3 direction,
with the D5s stretched along the 012456 directions and the NS5s stretched along the 012789
directions. Next, we consider N semi-infinite D3-branes stretched in the 0123 directions,
extending to x3 = ∞, each ending on some fivebrane. Finally, we can have additional
D3-branes of finite extent in x3 stretched between some of the fivebranes. An example is
shown in figure 3.

As explained in [24], the low-energy physics of such configurations does not depend
on the specific positions of the fivebranes along the x3 direction, and is even unchanged
if we rearrange the fivebranes relative to one another, taking into account the fact that
when a D5-brane is moved past an NS5-brane towards the direction of larger x3, we create
and additional D3-brane stretched between the D5 and NS5 [44]. We consider brane
configurations related by such rearrangements as being part of an equivalence class.

The distinct IR superconformal BCFTs that can arise from these brane configurations
are in one-to-one correspondence with equivalence classes that obey certain additional
constraints [24].9 The distinct theories satisfying the constraints may be represented by
brane configurations of the type shown in figure 3, where we have ni D3-branes immediately
to the right of the ith NS5-brane counted from the left, and Mi D5-branes that intersect
these, with the constraint that

Mi ≥ 2ni − ni+1 − ni−1 i = 1 . . . NNS5 − 1 (2.18)

taking n0 = 0. Additional D5-branes sit to the right of all NS5-branes, and we have a
constraint that the net number of D3-branes ending on each D5-brane from the right (i.e.
the number on the right minus the number on the left) increases from left to right.

The constraints (2.18) are equivalent to the requirement that by moving all D5-branes
to the right of all NS5-branes (while preserving their order) as in figure 3 (bottom), the net
number Ki of D3-branes ending from the right on the ith NS5-brane (starting from the left)
is positive and non-decreasing with i. By construction, the net number L̃i of D3-branes
ending from the right on the ith D5-brane (starting from the left) is also non-decreasing
with i, and satisfies L̃i > −NNS5. The quantities Li = L̃i + NNS5 are then positive and
increasing with i; the action of S-duality simply exchanges {Ki} ↔ {Li}. The parameters
Ki and L̃i (or alternatively Li), known as “linking numbers,” are closely related to the
parameters appearing in the dual supergravity solutions.10

We can read off the linking numbers without reordering the branes by defining Ki in
general to be the net number of D3-branes ending on the ith NS5-brane from the right

9Configurations which do not obey the constraints may fail to have a supersymmetric vacuum or may
give rise to theories which factorize into a superconformal BCFT and some other 3D SCFT.

10Here, the parameters (Li,Ki) were introduced in [24] while the alternative (L̃i,Ki) were used in [27].
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plus the total number of D5-branes to the left of this NS5, and defining L̃i to be the net
number of D3-branes ending on the ith D5-brane from the right minus the total number
of NS5-branes to the right of this D5. With this definition, we can check that the linking
numbers do not change as we move a D5-brane past an NS5-brane. It follows that the
NS5-brane linking numbers Ki can be expressed in terms of Mi and ni as

Ki = ni − ni−1 +
i−1∑
j=1

Mj . (2.19)

Conversely, we have that Mi is the number of D5-branes with linking number L̃ = i−NNS5
while

nj =
j∑
i=1

(Ki + (i− j)Mi) , (2.20)

so the requirement that nj should be positive may be expressed as a constraint on the
linking numbers.

It will also be useful to note that the rank of the gauge group for our N = 4 SYM
theory is related to the linking numbers by

N =
∑
i

Ki +
∑
i

L̃i . (2.21)

We can understand the field theory corresponding to such brane configurations as
follows [24]. The semi-infinite D3-branes give rise to the bulk N = 4 theory. Some subset
of these end on D5-branes, so we have D5-brane boundary conditions as above for a subset
of fields. These break the gauge symmetry from U(N) to some subgroup U(n) where
n ≡ nNNS5 corresponds to the number of D3-branes intersecting the rightmost NS5-brane.
The simplest situation is where these n D3-branes simply end on a single NS5-brane with
no additional branes to the left. This defines some particular BCFT with unbroken U(n)
gauge symmetry. The more general theories can be understood as coupling this theory to
a 3D SCFT with global U(n) symmetry, arising from the low energy dynamics of the brane
configuration between the leftmost and rightmost NS5-brane.

The 3D superconformal theories that are coupled at the boundary arise from the IR
limit of certain 3-dimensional linear quiver gauge theories [24, 28], where we have gauge
group U(n1)× · · · × U(nNNS5−1), and

• One 3dN = 4 gauge multiplet for each gauge group factor U(ni) (coming from strings
that start and end on D3-branes stretched between NS5s)

• One 3dN = 4 bifundamental hypermultiplet for each neighboring pair of gauge group
factors U(ni) × U(ni+1) (coming from strings that begin and end on D3-branes on
either side of an NS5-brane)

• One 3d N = 4 fundamental hypermultiplet for each D5-brane between NS5-branes
(coming from 3–5 strings)

• An additional n 3d N = 4 hypermultiplets in the fundamental of U(nNNS5−1).
We have a global symmetry {∏i U(Mi)} × U(n) under which the various fundamental
hypermultiplets transform. See [24] for additional details.

– 8 –
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Figure 3. Top: general brane configuration associated to a half-supersymmetric BCFT whose
bulk CFT is N = 4 SYM theory. For this configuration, we have ~n = (2, 4, 3, 4) and ~M = (1, 3, 1).
Bottom: the same configuration after a rearrangement of branes. Linking numbers Ki and L̃i for
the fivebranes are shown. (Apologies to M.C. Escher.)

3 Dual gravity solutions

Through the AdS/CFT correspondence, the vacuum states of the OSp(2, 2|4)-symmetric
BCFTs descending from U(N) N = 4 SYM theory correspond to OSp(2, 2|4)-symmetric
solutions of type IIB supergravity. The general local solutions with this symmetry were
constructed by D’Hoker, Estes, and Gutperle in [25, 26] by solving the BPS equations. The
SO(3, 2)× SO(3)× SO(3) global symmetry is reflected in the fact that the solutions are

AdS4 × S2
1 × S2

2 , (3.1)

fibered over a Riemann surface Σ. Such solutions turn out to be uniquely characterized by
specifying a pair of harmonic functions h1, h2 on Σ. The requirement that the solutions
are non-singular imposes the extra constraint that the poles of hi lie on the boundary of
Σ, and flux-quantization conditions place additional constraints on the locations of these
poles. Ultimately, the harmonic functions hi and thus the entire supergravity solutions are
determined by the locations of the poles.

This set of solutions includes geometries dual to the BCFTs we are interested in,
but also geometries dual to N = 4 SYM theories with planar codimension-one defects
or interfaces between N = 4 SYM theories with different parameters. Those solutions
corresponding to the BCFT case were specifically analyzed in [27] (see also [28]).

3.1 General local solution

We now review explicitly the solutions of [25–27]; our conventions for type IIB string
theory parameters and their relation to N = 4 SYM theory parameters are summarized in
appendix A.
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To describe the solutions, we take Σ to be the first quadrant of the plane, with complex
coordinate w = reiθ = x+ iy and metric

ds2
Σ = 4ρ2|dw|2 . (3.2)

The solutions are expressed in terms of harmonic functions h1, h2 on Σ.
The full metric for the ten-dimensional solution takes the form

ds2 = f2
4ds

2
AdS4 + f2

1ds
2
S2

1
+ f2

2ds
2
S2

2
+ ds2

Σ , (3.3)

where f1, f2, f4 are real-valued functions on Σ, and ds2
AdS4

and ds2
S2
i
are metrics for AdS4

and two-spheres with unit radius.
The metric functions and dilaton field can be expressed via a set of real functions

W ≡ ∂wh1∂w̄h2 + ∂wh2∂w̄h1 Ni ≡ 2h1h2|∂whi|2 − h2
iW (i = 1, 2) (3.4)

in terms of which the dilaton is
e2Φ = e4φ = N2

N1
, (3.5)

and the Einstein frame metric factors are

ρ2 = e−
Φ
2

√
−N2W

h1h2
, f2

1 = 2e
Φ
2 h2

1

√
−W
N1

, f2
2 = 2e−

Φ
2 h2

2

√
−W
N2

, f2
4 = 2e−

Φ
2

√
−N2
W

.

(3.6)
The solutions also have a non-trivial NS/NS three-form field strengths and RR three-form
and five-form field strengths. We do not need these for our analysis, but review them in
appendix B for completeness.

3.2 Supergravity solutions: AdS5 × S5

It is useful to begin by describing the solution corresponding to AdS5× S5. Making use of
polar coordinates on Σ, we have

h1 = L2

4
1
√
g

cos θ
(
r

r0
+ r0

r

)
, h2 = L2

4
√
g sin θ

(
r

r0
+ r0

r

)
(3.7)

where g is the string coupling. Using

∂w∂w̄f = 1
4

[1
r
∂r(r∂rf) + 1

r2∂
2
θf

]
, (3.8)

we find that

W = − L4

16r2 sin(2θ) , 1
g2N2 = g2N1 = L8

1024r4
0

sin(2θ)(r2 + r2
0)4

r6 . (3.9)

This gives a constant dilaton e2φ = eΦ = g and a metric

ds2 =L2
{[
dθ2+sin2(θ)dΩ2

2+cos2(θ)dΩ2
2

]
+
[
dr2

r2 + (r2+r2
0)2

4r2
0r

2

( 1
u2 (du2−dt2+d~x2)

)]}
.

(3.10)
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The first term in square brackets is the metric of a unit five-sphere while the second term
in square brackets is the metric for AdS5 with `AdS = 1; the latter can be checked by the
change of coordinates

z = u
2rr0
r2 + r2

0
x⊥ = u

r2 − r2
0

r2
0 + r2 , (3.11)

after which this factor becomes
1
z2

(
dz2 + dx2

⊥ − dt2 + d~x2
)
. (3.12)

We see that the parameter L corresponds to the AdS radius in Einstein frame, the param-
eter g corresponds to the string coupling, and the parameter r0 is only associated with our
choice of coordinates, with r = r0 corresponding to the plane x⊥ = 0 in Fefferman-Graham
coordinates.

3.3 Supergravity solutions: general BCFT solutions

The general solution we consider may be expressed most simply using Cartesian coordinates
on the first quadrant as11

h1 = π`2s
2

x
√
g

+ `2s
4
∑
A

cA√
g

ln
(

(x+ lA)2 + y2

(x− lA)2 + y2

)

h2 = π`2s
2
√
gy + `2s

4
∑
B

dB
√
g ln

(
x2 + (y + kB)2

x2 + (y − kB)2

)
. (3.13)

We see that lA give the location of poles of h1 on the x axis, while kA give the location of
poles of h2 on the y-axis.

Near r =∞, these functions asymptote to

h1 = `2s√
g

(
π

2 r + 1
r

∑
A

cAlA

)
cos θ +O(r−2)

h2 = `2s
√
g

(
π

2 r + 1
r

∑
B

dBkB

)
sin θ +O(r−2) .

(3.14)

Using these asymptotic expressions in the general equations for the metric and dilaton, we
find that the asymptotic metric is AdS5 × S5, with Einstein frame AdS length

L4 = 4π`4s

(∑
A

cAlA +
∑
B

dBkB

)
(3.15)

and asymptotic dilaton eφ = g. In the asymptotic AdS5×S5 region, our coordinate choice
here matches with the coordinates of the previous section if we choose

r0 = L2

2π`2s
. (3.16)

11Here, we assume that lA and kB are distinct. Alternatively, we could omit the coefficient cA/
√
g and

dB
√
g (which we will see are quantized in string theory solutions) and allow specific lAs to appear with

some multiplicity. The solutions described in [27] have set g = 1; we have used the symmetry φ→ φ+ φ0,
B2 → eφ0B2, C2 → e−φ0C2 to write the solution for general asymptotic string coupling g = eφ∞ .
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Figure 4. Left: the dual geometries are AdS4×S2×S2 fibered over the quadrant shown, with the
first and second S2s contracting to zero on the y and x axes respectively. Right: the geometries can
be understood as corresponding to a portion of Poincaré AdS5 × S5 with Poincaré angle θ > θ∗,
capped off by an “end-of-the-world” brane (shaded grey region) where the internal space degenerates
smoothly. Arcs for large r correspond to AdS4 × S5 slices of the AdS5 × S5 region.

From (A.5), the rank of the gauge group is related to the parameters in the solution by

N =
∑
A

cAlA +
∑
B

dBkB . (3.17)

As shown in figure 4, the large r part of the geometry (where r is the radial coordinate
on the quadrant) corresponds to a portion of Poincaré AdS5×S5 with Poincaré angle near
π/2. From (3.11) we have that the Poincaré angle is related to r by

tan θ = 1
2

(
r

r0
− r0

r

)
. (3.18)

The small r region corresponds to an “end-of-the-world” brane in the full geometry where
the internal space degenerates smoothly, apart from D5-brane throats associated with the
singularities at x = lA, y = 0 and NS5-brane throats associated with the singularities at
y = kA, x = 0.

Using (A.8) and the result (4.14) from [27] for the flux integral, we find that the number
of units of D5-brane flux associated to the singularity at lA is

N
(A)
D5 = 1

√
g
cA . (3.19)

Similarly, from (A.9) and the result (4.13) from [27], we have that the number of units of
NS5-brane flux associated with the singularity at kB is

N
(B)
NS5 = √gdB . (3.20)

By analyzing the five-form fluxes in the solution, [27] determined that the number of units
of five-form flux (the flux associated with D3-branes) per fivebrane coming from the D5-
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branes in the Ath stack and the NS5-branes in the Bth stack are

NA
D3 = l̂A −

2
π

∑
B

N
(B)
NS5 arctan

(
g
k̂B

l̂A

)
.

NB
D3 = k̂B + 2

π

∑
A

N
(A)
D5 arctan

(
g
k̂B

l̂A

)
(3.21)

where we have defined k̂B = kB/
√
g and l̂A = √glA.

In string theory, NA
D3 and NB

D3 should be quantized, so while we have a supergravity
solution for any choice of {lA} and {kA}, the allowed values corresponding to string theory
solutions are discrete. We see that for small g, the parameters l̂A and k̂B should be integers
up to small corrections.

3.3.1 Relating supergravity parameters and gauge theory parameters

As pointed out in [27], it is natural to identify the numbers on the left in (3.21) with the
linking numbers that specify the BCFT,12 where we have

{L̃i} =
{
NA
D3 with multiplicity N (A)

D5

}
{Ki} =

{
NB
D3 with multiplicity N (B)

NS5

}
. (3.22)

Alternatively, we can take lA with multiplicity N
(A)
D5 and kB with multiplicity N

(B)
NS5 in

the original definition of hi, setting cA/
√
g = dB

√
g=1. In this case, we find the original

linking numbers (LA,KA) of Gaiotto and Witten can be related simply to the supergravity
parameters as

LA = √glA + 2
π

∑
B

arctan lA
kB

.

KB = kB√
g

+ 2
π

∑
A

arctan kB
lA

. (3.23)

The sum in the first expression has a geometric interpretation as the acute angle between
the x axis and the line segment from (lA, 0) to (0, kB), summed over kB, while the sum
in the second expression is the acute angle between the y axis and the segment from
(0, kB) to (lA, 0), summed over lA. We note that (3.23) are invariant under the S-duality
transformations {LA} ↔ {KB}, {lA} ↔ {kB}, g ↔ 1/g.

In order to find the supergravity solution corresponding to the vacuum state of a
particular BCFT defined by linking numbers ~̃L and ~K, we need to use (3.21) to solve for
the parameters {l̂A} and {k̂B}, though it is not clear how to do this explicitly in general.
An interesting check is that for any linking numbers that can be expressed in terms of
supergravity parameters as in (3.21), the field theory constraint that the quantities (2.20)
must be positive (so that the brane configuration can be represented as in figure 3 (Top))
is automatically satisfied, as we show in appendix E.

12Recall that these corresponded to the number of D3-branes ending on each fivebrane in the bottom
picture of figure 3.
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We note that the final terms in the two equations in (3.21) are bounded in magnitude
by the total number of NS5-branes and D5-branes respectively. Thus, when the linking
numbers (D3-branes per fivebrane) are all large compared with the total number of five-
branes, the solution will have k̂B ∼ KB and l̂A ∼ LA, and we can find the corrections
to these leading order expressions perturbatively in 1/K and/or 1/L. Similarly, when
the asymptotic string coupling g is taken small with fixed linking numbers, we will have
k̂B ∼ KB +O(g) and l̂A ∼ LA +O(g).

4 Holographic computation of boundary F

In this section, we perform a holographic computation of boundary F for the general
BCFTs defined by a set of linking numbers {Ki, L̃i}. This was done for the special case of
N D3-branes ending on k D5-branes (linking numbers Ki = 0, Li = N/k with multiplicity
k) in [11]; similar calculations of F in 3D superconformal theories were performed in [29].

As we have described earlier, boundary F may be computed either by evaluating the
partition function for the theory on hemisphere, or by calculating the vacuum entanglement
entropy for a half-ball centered on the boundary. Either of these may be computed holo-
graphically using the dual gravity solutions; the two calculations give rise to the same final
expression for boundary F in terms of the harmonic functions h1 and h2. In our presenta-
tion, we will holographically calculate the entanglement entropy, using the Ryu-Takayanagi
formula [45, 46]

S(A) = Area(Ã)
4G , (4.1)

where Ã is the minimal area codimension-two extremal surface homologous to the half-ball
region on the boundary of AdS, computed using the Einstein-frame metric. The boundary
F is then extracted by subtracting off half of the entanglement entropy for a ball-shaped
region in N = 4 SYM and keeping the universal piece, as in equations (2.4), (2.7), (2.8).

In the ten-dimensional geometry, the extremal surface we need to consider is codimen-
sion two in the full spacetime. It wraps both of the internal S2s, and the directions spanned
by the Riemann surface Σ, so that the surface is specified by describing a codimension-two
locus in each AdS4 slice. It turns out that the appropriate extremal surface to compute
the entanglement entropy of a half-ball region of radius R centred at the BCFT boundary
is just the one described by the hemisphere {t = t0, u

2 + ~x2 = R2, u > 0} in each AdS4
slice, which we recall had metric

ds2
AdS4 = 1

u2

(
du2 − dt2 + d~x2

)
, ~x = (x1, x2) . (4.2)

Indeed, one can verify that the surface u2 + ~x2 = R2 is extremal in AdS from the Euler-
Lagrange equations; this holds in any dimension, provided we let ~x denote the d − 2
transverse coordinates. Moreover, in the boundary coordinates (t, ~x, x⊥) of the half-space
HR3,1, our extremal surface asymptotes to the entangling surface {t = t0, x

2
⊥ + ~x2 =

R2, x⊥ < 0}.
The area of the extremal surface diverges as usual, but we will regulate this by placing

a cutoff at Z = ε in Fefferman-Graham coordinates. Subtracting off half the area of the
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RT surface for a ball of radius R in N = 4 SYM theory with the same regulator, we will
obtain a result that is finite in the limit ε→ 0.

Regulated areas. Representing the AdS4 metric as

ds2
AdS4 = 1

u2 (−dt2 + du2 + dx2
⊥) = 1

ρ2 cos2 θP
(−dt2 + dρ2 + ρ2dθ2

P + ρ2 sin2 θPdφ
2) (4.3)

we have that the extremal surface is at ρ = R and fixed t. The eight-dimensional area of
this surface is

Area = 64π2
∫
rdrdθdφ sin θPdθPρ2f2

1 f
2
2 f

2
4

1
cos2 θP

(4.4)

where the regulator Z = ε in Fefferman-Graham coordinates corresponds to a restriction
θP < θεP (r, θ). The regularization procedure is described in detail in appendix C. After
subtracting off the regulated area of the RT surface for a ball of radius R in N = 4 SYM
theory and removing the regulator, we find from the definitions (2.4), (2.7), (2.8) that

F∂ = − lim
Λ→∞

256π3

G

[ ∫ Λ

0
dr

∫ π
2

0
dθrh1h2∂w∂w̄(h1h2)

−
∫ Λ

r0
dr

∫ π
2

0
dθrhAdS

1 hAdS
2 ∂w∂w̄

(
hAdS

1 hAdS
2

) ]
, (4.5)

where hAdS
i are the harmonic functions corresponding to pure AdS5 × S5. We can easily

evaluate the second term explicitly using the explicit expressions in section 3.2, to give

F∂ = lim
Λ→∞

{
−256π3

G

∫ Λ

0
dr

∫ π
2

0
dθrh1h2∂w∂w̄(h1h2)− π

8NΛ2 − 1
4N

2 ln
(

Λ2π

N

)}
(4.6)

where we have used (A.5). Alternatively, we can combine the integrands to obtain a
convergent integral,

F∂ = −π
3

G

∫
Σ
d2x{h1h2∂w∂w̄(h1h2)− J0} (4.7)

where (recalling the definition of r0 in (3.16))

J0 =

0 r < r0

hAdS
1 hAdS

2 ∂w∂w̄(hAdS
1 hAdS

2 ) = −L8 sin2(2θ)(r2+r2
0)2

512r2
0r

4 r ≥ r0
. (4.8)

4.1 Boundary free energy: the integral

In this section, we will evaluate the integral (4.6) for the general solution (3.13) in order
to calculate the boundary free energy F∂ in the supergravity approximation. We note that
the metric, expressed in terms of the parameters (cA, dA, lA, kA), does not depend on the
string coupling g, so we can work with g = 1. However, when expressing the results in
terms of the natural field theory parameters, some g dependence will appear.
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In terms of the parameters cA, dA, lA, and kA, we have

F∂(cA,dA, lA,kA) =−2π lim
Λ→∞

{
I(cA,dA,kA, lA,Λ)+ 1

16NΛ2+ 1
8πN

2 ln
(

Λ2π

N

)}
, (4.9)

where we define

I(cA, dA, kA, lA,Λ) =
∫
d2w

{
ĥ1ĥ2∂w∂w̄(ĥ1ĥ2)

}
= 1

4

∫ Λ

0
rdr

∫ π
2

0
dθ

{
ĥ1ĥ2

(1
r
∂r(r∂r(ĥ1ĥ2)) + 1

r2∂
2
θ (ĥ1ĥ2)

)}
with

ĥ1 = r cos(θ) +
∑
A

cA
2π ln

(
r2 + 2rlA cos(θ) + l2A
r2 − 2rlA cos(θ) + l2A

)

ĥ2 = r sin(θ) +
∑
A

dA
2π ln

(
r2 + 2rkA sin(θ) + k2

A

r2 − 2rkA sin(θ) + k2
A

)
.

We note that the factors of `s present in h1 and h2 have cancelled in those from the Einstein
frame expression for G taken from appendix A.

There are no terms independent of cA and dA, so we can express the full result as

I(cA, dA, kA, lA,Λ) =
∑
A

cAIcA +
∑
A

dAIdA +
∑
A,B

cAcBIccAB

+
∑
A,B

dAdBIddAB +
∑
A,B

cAdBIcdAB +
∑
A,B,C

cAcBdCIccdABC

+
∑
A,B,C

cAdBdCIcddABC +
∑

A,B,C,D

cAcBdCdDIccddABCD .

Integration techniques. There are various tricks that facilitate evaluation of the inte-
gral. First, it is helpful to use Stokes’ theorem in order to rewrite the integral as a simpler
integral plus a term that can be expressed as a boundary integral. We have

4I(cA,dA,kA, lA,Λ) =
∫ Λ

0
rdr

∫ π
2

0

{
−ĥ2

2

(
∂rĥ1∂rĥ1+ 1

r2∂θĥ1∂θĥ1

)}
+
∫ π

2

0
dθ
{
ĥ1ĥ

2
2r∂rĥ1

}
r=Λ

+
∫ Λ

0
dr

{
−ĥ1ĥ

2
2
1
r
∂θĥ1

}
θ=0
−
∫ Λ

0
dr

{
−ĥ1ĥ

2
2
1
r
∂θĥ1

}
θ=π/2

.

In evaluating the various pieces, it is helpful to differentiate with respect to the parameters
kA or lA in order to convert the logarithms into rational functions of r. The resulting
expressions can be expressed in a partial fraction expansion, with denominators that are
polynomials in r and cos(θ) and numerators that are constant or linear functions of cos(θ).
After evaluating the integrals of the various parts, we can antidifferentiate with respect
to kA or lA to obtain the final results. A more elegant method to obtain the results uses
complex integration; see appendix D.
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We now present results for the various parts of the integral.

Linear terms. The terms linear in cA or dA are:

IcA = − 1
16 lA Λ2 + lA3

24 (4.10)

and
IdA = − 1

16kA Λ2 + kA
3

24 . (4.11)

Quadratic terms. For the terms quadratic in cA and/or dA, we find

π IccAB = −1
4 lA lB ln (Λ)− 3

16 lA lB

+ 1
32 (lA + lB)2 ln

(
(lA + lB)2

)
− 1

32 (lA − lB)2 ln
(
(lA − lB)2

) (4.12)

π IddAB = −1
4kA kB ln (Λ)− 3

16kA kB

+ 1
32 (kA + kB)2 ln

(
(kA + kB)2

)
− 1

32 (kA − kB)2 ln
(
(kA − kB)2

) (4.13)

and
π IcdAB = −1

2 lA kB ln (Λ)− 3
8 lA kB + 1

4 kB lA ln
(
kB

2 + lA2
)
.

Cubic terms. For the cubic terms, it is simpler to first give the derivatives with respect
to one of the parameters. We have:

π2 d

dkC
IccdABC = 1

8

(
lA2

kC
2 + lA2 + lB2

kC
2 + lB2

)
ln
(

(lA − lB)2

(lA + lB)2

)

− 1
8

( lA lB
kC

2 + lA2 + lA lB
kC

2 + lB2

)
ln
((

lA2 − lB2
)2
)

+ 1
4

lA lB
kC

2 + lB2 ln
(
kC

2 + lA2
)

+ 1
4

lA lB
kC

2 + lA2 ln
(
kC

2 + lB2
)
.

We can integrate this with respect to kC , requiring that the result vanishes at kC = 0. The
result is conveniently written in terms of the Bloch-Wigner dilogarithm13

D(z) = Im(Li2(z)) + arg(1− z) log |z| . (4.14)

Here, Li2 is the dilogarithm function defined as

Li2(z) =
∞∑
n=1

zn

n2 = −
∫ z

0

dt

t
log(1− t) . (4.15)

Our result is simply

IccdABC = lA
4π2

{
D

[
lB − ikC
lA + lB

]
+D

[
lB − ikC
lB − lA

]}
+ {lA ↔ lB} . (4.16)

13This is Jamie Sully’s favorite dilogarithm. We thank him for making us aware of it and extolling
its virtues.
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The diagonal terms lB = lA simplify to

IccdAAC = lA
2π2D

[1
2 −

i

2
kC
lA

]
. (4.17)

Quartic terms. We find that

d

dkC

d

dkD
IccddABCD = 1

8π3

 lA lB(
kC

2+lB2
)(

kD
2+lA2

) ln


(
lA2−lB2

)2(
kC

2−kD
2
)2

(
kC

2+lA2
)2(

kD
2+lB2

)2


+ lA lB(

kD
2+lB2

)(
kC

2+lA2
) ln


(
lA2−lB2

)2(
kC

2−kD
2
)2

(
kC

2+lB2
)2(

kD
2+lA2

)2


+

 lA2(
kD

2+lA2
)(

kC
2+lA2

)+ lB2(
kD

2+lB2
)(

kC
2+lB2

)
 ln

(
(lA+lB)2

(lA−lB)2

) .
We now need to integrate this with respect to kC and kD. This time, the result involves

the trilogarithm function Li3(z) in addition to dilogarithms and elementary functions.
Taking guidance from the cubic terms, which could be written simply in terms of the
Bloch-Wigner dilogarithm, we can make the guess that the full result here may be obtained
by keeping only the terms with trilogarithms, and replacing each trilogarithm with the
combination

L(z) = Re(Li3(z)− ln |z|Li2(z) + 1
3 ln2 |z|Li1(z)) (4.18)

which has been shown to be real analytic on C−{0, 1} and continuous everywhere, and to
obey various nice relations such as L(1/z) = L(z). This turns out to be correct. The full
result for the integral is

8π3 IccddABCD = L
((kC + ilA) (kD + ilB)

(kD + ilA) (kC + ilB)

)
+ L

((kC + ilA) (kD + ilB)
(kD − ilA) (kC − ilB)

)
− L

((kC + ilA) (kD − ilB)
(kD + ilA) (kC − ilB)

)
− L

((kC + ilA) (kD − ilB)
(kD − ilA) (kC + ilB)

)
+ L

((kD + ilA) (lB − ikC )
(kC + kD) (lA + lB)

)
+ L

((lA + ikD) (kC − ilB)
(kC − kD) (lA − lB)

)
− L

((lA + ikD) (kC + ilB)
(kC − kD) (lA + lB)

)
− L

((lA + ikD) (kC + ilB)
(kC + kD) (lA − lB)

)
+ {lA ↔ lB} .

We note that the first two lines are already invariant under {lA ↔ lB}. The diagonal terms
can be recovered by taking a limit in the above expression.

4.2 Full result

Combining all terms, we can now write the full result for F∂ (in the supergravity ap-
proximation) associated to the theory whose vacuum has supergravity dual labeled by
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P ≡ {cA, dA, lA, kA}. The result is

F∂(P) = 3
8N

2+ 1
4N

2 ln
(
N

π

)
(4.19)

− π

12
∑
A

cAl
3
A−

π

12
∑
B

dBk
3
B

− 1
16
∑
A,B

cAcB
{

(lA+lB)2 ln
(
(lA+lB)2

)
−(lA−lB)2 ln

(
(lA−lB)2

)}
− 1

16
∑
A,B

dAdB
{

(kA+kB)2 ln
(
(kA+kB)2

)
−(kA−kB)2 ln

(
(kA−kB)2

)}
− 1

2
∑
A,B

cAdB
{
lAkB ln

(
l2A+k2

B

)}
− 1
π

∑
A,B,C

cAcBdC lA

{
D

[
lB−ikC
lA+lB

]
+D

[
lB−ikC
lB−lA

]}

− 1
π

∑
A,B,C

dAdBcCkA

{
D

[
kB−ilC
kA+kB

]
+D

[
kB−ilC
kB−kA

]}

− 1
2π2

∑
A,B,C,D

cAcBdCdD

{
L
((kC +ilA)(kD +ilB)

(kD +ilA)(kC +ilB)

)
+L

((kC +ilA)(kD +ilB)
(kD−ilA)(kC−ilB)

)

−L
((kC +ilA)(kD−ilB)

(kD +ilA)(kC−ilB)

)
−L

((kC +ilA)(kD−ilB)
(kD−ilA)(kC +ilB)

)
+L

((kD +ilA)(lB−ikC )
(kC +kD)(lA+lB)

)
+L

((lA+ikD)(kC−ilB)
(kC−kD)(lA−lB)

)
−L

((lA+ikD)(kC +ilB)
(kC−kD)(lA+lB)

)
−L

((lA+ikD)(kC +ilB)
(kC +kD)(lA−lB)

)}
,

where we recall that
N =

∑
A

cAlA +
∑
B

dBkB . (4.20)

We can express the results in terms of field theory parameters using the correspondence
described in section 3.3.1.

D5-branes only. We now consider various special cases. For theories descending from
string theory configurations with only D3-branes and D5-branes, the result simplifies to

F∂ = 3
8N

2 −
∑
A

π

12cAl
3
A

−
∑
A,B

1
16cAcB

{
(lA + lB)2 ln

(
π

(lA + lB)2

N

)
− (lA − lB)2 ln

(
π

(lA − lB)2

N

)}

Expressed purely in terms of the linking numbers LA (which coincide with L̃A in this case),
this is

F∂ = N2

4

(3
2 + ln

(
λ

4π2

))
− π2N

3λ
∑
A

L3
A

− 1
16
∑
A,B

{
(LA + LB)2 ln

(
(LA + LB)2

)
− (LA − LB)2 ln

(
(LA − LB)2

)}
.
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We recall that in the brane construction, {LA} represents the numbers of D3-branes ending
on each individual D5-brane, such that ∑A LA = N . When we have N D3-branes ending
on N5 D5-branes with N/N5 D3-branes ending on each D5, the result simplifies further to

F∂ = N2

8

[
3− 8π2

3λ
N2

N2
5
− 2 ln

(
16π2

λ

N2

N2
5

)]
. (4.21)

This result corresponds to the case considered previously in [11]; our result agrees precisely
with that computation.

NS5-branes only. For boundary conditions associated with only NS5-branes, we find
that

F∂ = 3
8N

2 −
∑
A

π

12dAk
3
A

−
∑
A,B

1
16dAdB

{
(kA + kB)2 ln

(
π

(kA + kB)2

N

)
− (kA − kB)2 ln

(
π

(kA − kB)2

N

)}
.

We can check that this may also be obtained from the D5-brane result by S-duality, mani-
fested in the transformations lA → kA, cA → dA, g → 1/g (or λ→ 16π2N2/λ). Expressed
purely in terms of the linking numbers KA, this gives

F∂ = N2

4

(
3
2 + ln

(
4N2

λ

))
− λ

48N
∑
A

K3
A

− 1
16
∑
A,B

{
(KA +KB)2 ln

(
(KA +KB)2

)
− (KA −KB)2 ln

(
(KA −KB)2

)}
,

where {KA} represents the numbers of D3-branes ending on each individual NS5-brane,
as for the D5-brane case above. In the case corresponding to N D3-branes ending on N5
NS5-branes with N/N5 D3-branes ending on each NS5, the result simplifies to

F∂ = N2

8

[
3− λ

6N2
5
− 2 ln

(
λ

N2
5

)]
. (4.22)

Both D5-branes and NS5-branes. In the special cases with either D5-branes or NS5-
branes only, we were able to write an explicit expression for F∂ in terms of variables in the
brane constructions, i.e. the 5-brane charges and linking numbers. For the most general
constructions involving both D5-branes and NS5-branes, however, we do not know how
to analytically invert the relations between supergravity and field theory variables. In
scenarios of interest, we can always choose some field theory parameters, try to solve for
the SUGRA parameters numerically, and then evaluate F∂ .

4.3 Validity of the supergravity approximation

The results of this section are based on the supergravity approximation to the dual gravity
solutions and on the leading order RT formula without α′-corrections or quantum correc-
tions. However, we expect that the solution and the RT formula receive both string loop
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and α′-corrections. These will correct our result, unless the corrections vanish, for example
due to some supersymmetric non-renormalization theorem.

Taking into account α′ and string loop corrections, the purely gravitational sector of
the effective action in string frame takes the schematic form

S ∼
∫
dx
√
g
[
e2φ

(
α′R+ (α′R)2 + . . .

)
+ e4φ

(
α′R+ (α′R)2 + . . .

)
+ . . .

]
, (4.23)

though certain terms vanish in type IIB supergravity due to constraints of supersymmetry.
This implies that the α′-corrections will be suppressed if the string frame Ricci curva-

ture obeys
α′R� 1 , (4.24)

whereas string loop corrections will be suppressed if

e2φ � 1 . (4.25)

For large N and large λ, we anticipate that these expressions should hold in the asymp-
totically AdS region, but might break down in the vicinity of the fivebrane throats.

In order to estimate the expected size of the corrections to the supergravity results,
we can employ the following general procedure:

• For an arbitrary fixed set of parameters, determine the region near a given 5-brane
stack where these correction terms would naively have a similar order of magnitude
to the leading supergravity results.

• Find the size of the supergravity contribution to F∂ from this region. Assuming that
the corrections have a similar order of magnitude, we will take this as an estimate of
size of the correction terms. Terms in the supergravity result that are parametrically
larger than this will be considered reliable.

The details of this analysis are provided in appendix F. As a specific example of the
results, we find that for the theory corresponding to N D3-branes ending on a single stack
of L̃ = N/N5 D5-branes, the expected contribution from the part of the NS5-brane throat
where the string frame curvature is large isO(N2

5 ) L̃ ∼ 1
O
(
(N5 ln L̃)2

)
L̃� 1

. (4.26)

Thus, we might expect corrections to the supergravity result (4.21) at this order.
For the case of N D3-branes ending on a single stack of K = N/N5 NS5-branes,

the string frame curvature is only large in the vicinity of the NS5-brane throat provided
that NNS5 ∼ 1, in which case the expected contribution to F∂ from this region is O(N2).
Additionally, the expected contribution from the region in which the dilaton is large is

O
((
N2

5 ln
(
K2/N2

5
))2)

K � N5

O(N4
5 ) K ∼ N5

O(N2) K � N5

. (4.27)

Thus, we might expect corrections to the supergravity result (4.22) at this order.
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In the next section, we will be able to calculate boundary F exactly using supersym-
metric localization, for boundary conditions associated either with only D5-branes or only
NS5-branes. We will see that the supergravity results are actually more reliable than our
analysis suggests.

5 Localization calculation

In the above analysis, we have extracted the value of F∂ by holographically computing
the entanglement entropy for a half-ball centred at the field theory boundary. However,
we recall that F∂ is also related to the partition function for the theory on a hemisphere;
specifically, we have [17]

F∂ ≡ −
1
2 lim
r→∞

ln
(
|ZHS4 |2

ZS4

)
, (5.1)

where r = R/ε is the quotient of the radius R of the (hemi)sphere and a UV regulator ε.
Calculations of the partition function in theories with supersymmetry are often

tractable using the technique of supersymmetric localization; see [47] for a review. In
particular, the calculation of the partition function, in addition to generic half-BPS Wilson
loop observables, for N = 2 (or N = 4) supersymmetric gauge theories on a background
S4 was first performed in [48]. Localization was later applied to compute ’t Hooft loop
observables [49] and 1/8-BPS Wilson loop observables [50] in such theories, and generaliza-
tions to theories on ellipsoids appeared in [51], as reviewed in [52]. Analogous calculations
were performed for N = 2 theories on S3 in [53], with exact evaluation of the partition
function for 3-dimensional quiver gauge theories appearing in [54–56]. Localization calcu-
lations on manifolds with boundary in two and three dimensions first appeared in [57]; in
four dimensions, the first direct calculations appeared in [58], which considered Neumann
and Dirichlet boundary conditions only, followed by [59], which considered more general
boundary conditions for the Abelian theory. Earlier general considerations for the case
with boundaries can be found in [17, 60, 61]. More recent results involving localization and
supersymmetric boundaries and interfaces include [31, 42, 62, 63].

We will therefore endeavour in this section to compare our gravity results to the cal-
culation of F∂ using supersymmetric localization on the field theory side. In particular,
we will restrict our attention to theories arising from D3-branes and NS5-branes only (i.e.
with arbitrary linking numbers {Ki}, but {Li} = ∅). In this case, the form of the partition
function as a zero-dimensional matrix integral may be inferred by recalling the established
results for the hemisphere with Neumann boundary conditions [42, 58] and 3-dimensional
quiver gauge theories [53–56], and applying the gluing formula of [61]. Using S-duality, we
can obtain results for general D5-like boundary conditions.

In the following, we will denote

sh(x) = 2 sinh πx , ch(x) = 2 cosh πx . (5.2)

The partition function of U(N) N = 4 SYM on the hemisphere HS4 with Neumann
boundary conditions is then

ZNeum.[HS4
r=1] = 1

N !

∫ ( N∏
i=1

dλi

)
e
− 4π2
g2

YM

∑N

i=1 λ
2
i
N∏
i<j

(λi − λj)sh(λi − λj) , (5.3)
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and the partition function for a 3-dimensional N = 4 U(n1) × . . . × U(nN5) quiver gauge
theory with li fundamental hypermultiplets associated to the U(ni) factor, with hypermul-
tiplet masses mi,j and FI parameters αi, is

Zα,m[S3
r=1] = 1

n1! . . . nN5 !

∫ N5∏
j=1

nj∏
`=1

dλj,`e
2πiαjλj,`

 N5∏
j=1

nj∏
k<`

sh2 (λj,k − λj,`)

N5−1∏
j=1

nj∏
k=1

nj+1∏
`=1

1
ch(λj,k − λj+1,`)

N5∏
j=1

nj∏
`=1

`j∏
k=1

1
ch(λj,` −mj,k)

.

(5.4)

The hemisphere partition function for the N = 4 SYM theory coupled to a quiver gauge
theory at the boundary is then obtained by integrating the integrand of ZNeum.[HS4]
against an appropriate “brane factor” with respect to the bulk zero modes (λ1, . . . , λN );
in this case, the brane factor coincides with the partition function of the boundary theory
Zα,m[S3], where the masses in the terminal node of the quiver diagram are replaced by the
bulk zero modes (as the restriction of the bulk vector multiplet gauges the boundary flavour
symmetry). For example, in the case where the quiver gauge theory contains vanishing FI
parameters and no fundamental hypermultiplets (as will arise in the present case), we
recover the partition function

Z[HS4] = 1
n1! . . .nN5 !

∫ N5∏
j=1

nj∏
`=1

dλj,`

e− 4π2
g2

YM

∑N

i=1λ
2
N5,i

N∏
i<j

(λN5,i−λN5,j)sh(λN5,i−λN5,j)

×
N5−1∏
j=1

nj∏
k<`

sh2 (λj,k−λj,`)
N5−1∏
j=1

nj∏
k=1

nj+1∏
`=1

1
ch(λj,k−λj+1,`)

, (5.5)

where we will let nN5 ≡ N for convenience. In the brane construction, there are nj D3-
branes stretched between the jth and (j + 1)th NS5-brane, so that for a configuration
satisfying the Gaiotto-Witten constraints, one has 0 < K1 ≤ . . . ≤ KN5 where Ki ≡
ni − ni−1.

Since the calculation of F∂ involves a subtraction of the partition function for the
theory on the full S4, we will need to know the partition function for U(N) N = 4 SYM
on S4. One has matrix integral partition function [48]

ZS4
r=1

= 1
N !

∫ ( N∏
i=1

dλi

)
e
− 8π2
g2

YM

∑N

i=1 λ
2
i
N∏
i<j

(λi − λj)2 (5.6)

on S4 with unit radius r = 1, where the measure factor 1
N !
∏
i<j(λi − λj)2 arises from

reducing the integration over the full Lie algebra u(N) to the Cartan subalgebra, and
the exponential factor is the classical contribution to the partition function, coming from
evaluating the on-shell action. (The one-loop and instanton corrections vanish in this
highly symmetric situation.) For S4

r with arbitrary radius, the purely gauge-theoretic
measure should be invariant, but the classical contribution has

Sron-shell ∼ r2Sr=1
on-shell . (5.7)
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The calculation can be found in appendix G: it provides

ZS4
r

= (2π)N/2
(
gYM
4πr

)N2

G2(N + 1) , (5.8)

where

G2(N + 1) ≡
N−1∏
k=1

k! (5.9)

is the Barnes G-function. One then has

lnZS4
r

= −N2 ln r + N2

2 ln
(

λ

16π2N

)
+ lnG2(N + 1) + N

2 ln 2π . (5.10)

For the purposes of comparing to the gravity calculation, we will typically be interested in
the large N behaviour of this expression, so we require the asymptotics of

lnG2(N + 1) =
N−1∑
k=1

(N − k) ln k = N ln(N − 1)!−
N−1∑
k=1

k ln k . (5.11)

The asymptotics of the first term are given by the Stirling formula

N ln(N − 1)! = N2 lnN −N2 +O(N lnN) . (5.12)

To find an asymptotic expression for the sum ∑N−1
k=1 k ln k, we will use the Euler-Maclaurin

formula
b∑

k=a
f(k) ∼

∫ b

a
f(x) dx+ f(b) + f(a)

2 +
∞∑
k=1

B2k
(2k)!

(
f2k−1(b)− f (2k−1)(a)

)
, (5.13)

whence
N−1∑
k=1

k ln k = N2 lnN
2 − N2

4 +O(N lnN) . (5.14)

It is straightforward to determine the higher order terms if needed. All together, we have

lnG2(N + 1) = N2

2 lnN − 3
4N

2 +O(N lnN) , (5.15)

and so

lnZS4
r

= −N2 ln r + N2

2 ln
(

λ

16π2

)
− 3

4N
2 + N

2 ln 2π +O(N lnN) . (5.16)

It is worth noting that, from the general theory of the structure of UV divergences in
the partition function, we anticipate

lnZS4
r

= A1r
4 +A2r

2 +A ln r + F4 ; (5.17)

here, A1, A2 can be tuned through the addition of local counterterms, as can F4 (the local
counterterm corresponds to the Euler density). Although these quantities are scheme-
dependent, they will cancel out in the calculation of F∂ as long as we are consistent.
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The coefficient A of the logarithmic divergence, however, is physically meaningful: it is
proportional to the A-type anomaly a for the N = 4 SYM theory on S4, with

∂

∂ ln r lnZS4
r

= −64π2a . (5.18)

The general Weyl anomaly in four dimensions is

〈Tµµ〉 = aE − cW 2 , (5.19)

with E the Euler density and W 2 shorthand for a contraction of the Weyl tensor, and in
the super-Yang-Mills theory,

〈Tµµ〉 = N2

64π2

(
E −W 2

)
. (5.20)

We thus indeed recover a= N2

64π2 , and therefore A=−N2, which confirms the r-dependence.

5.1 Neumann boundary condition

As a warm-up to the case of general NS5-like boundary conditions, we can consider a
pure Neumann boundary condition. This corresponds to N D3-branes ending on a single
NS5-brane, associated with parameter values

NNS5 = √gd = 1 , k̂ = 1
√
g
k = N , (5.21)

that is,

d =
√

4πN
λ

, k =
√
λN

4π . (5.22)

The partition function for this theory (expressed as a matrix integral in [58]) on the unit
hemisphere is

ZNeum.
HS4

r=1
= 1
N !

∫ ( N∏
i=1

dλi

)
e
− 4π2
g2

YM

∑N

i=1 λ
2
i
N∏
i<j

(λi − λj)sh(λi − λj) . (5.23)

This is similar to the S4 partition function (5.6), except one now has one-loop determinant

ZNeum.
1−loop =

∏
i<j

sh(λi − λj)
λi − λj

, (5.24)

where we have combined 1-loop factors from a N = 2 vector multiplet and an adjoint N = 2
hypermultiplet to recover the full 1-loop determinant for the N = 4 vector multiplet theory.
Using the results of appendix G, this yields

ZNeum.
HS4

r=1
= (2π)

N2
2

(
g2

YM
8π2

)N2
2

e
g2

YMN(N+1)(N−1)
48 G2(N + 1) . (5.25)

We thus have

ln
∣∣ZNeum.
HS4

r=1

∣∣ = λ(N + 1)(N − 1)
48 + N2

2 ln
(

λ

4πN

)
+ lnG2(N + 1) . (5.26)
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We therefore find that F∂ is given by

FNeum.
∂ = −

(
ln |ZNeum.

HS4
r
|2 − lnZS4

r

)
= −λ(N2 − 1)

48 − N2

4 ln
(
λ

N

)
+ N

4 ln 2π − 1
2 lnG2(N + 1) .

(5.27)

Using the results above, we can expand this for large N as

FNeum.
∂ = N2

8

(
−λ6 − 2 ln(λ) + 3

)
+O(N lnN) . (5.28)

This may be compared to the gravity result

F SUGRA
∂ = N2

8

(
−λ6 − 2 ln(λ) + 3

)
. (5.29)

Remarkably, at leading order in N , the exact expression for F∂ agrees exactly with the
supergravity result as a function of λ.

5.2 General NS5-like boundary conditions

We would like to evaluate the integral

Z[HS4] = lim
α1,...,αN5−1→0

1
n1! . . .nN5 !

∫ N5∏
j=1

nj∏
`=1

dλj,`

N5−1∏
j=1

nj∏
`=1

e2πiαjλj,`

e− 4π2
g2

YM

∑N

i=1λ
2
N5,i

×
N∏
i<j

(λN5,i−λN5,j)sh(λN5,i−λN5,j)
N5−1∏
j=1

nj∏
k<`

sh2 (λj,k−λj,`)

×
N5−1∏
j=1

nj∏
k=1

nj+1∏
`=1

1
cosh(λj,k−λj+1,`)

. (5.30)

As detailed in appendix G, this integral yields

Z[HS4] = (2π)−
∑N5−1

i=1 ni

(
g2

YM
4π

)N2
2

e
g2

YM
48
∑N5

c=1 Kc(Kc−1)(Kc+1)

N5∏
c=1

G2(Kc + 1)


×

N5∏
c<d

2−(Kd−Kc)Kc
(
π

2

)εcdKc (
((Kd −Kc)!!)Kc

Kc−1∏
k=1

(
Kd −Kc

2 + k

)Kc−k)2 ,
(5.31)

where Ki ≡ ni − ni−1 is the ith linking number (satisfying 0 < K1 ≤ . . . ≤ KN5), and

εcd ≡
1− (−1)Kc−Kd

2 . (5.32)
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We thus find

F∂ = − ln
∣∣Z[HS4]

∣∣+ 1
2 lnZ[S4]

= −

N(2N − 1)
4 −

N5∑
p=1

(N5 − p)Kp

 ln(2π)− N2

4 ln
(

λ

4π2N

)
− λ

48N

 N5∑
p=1

K3
p −N


−

N5∑
p=1

lnG2(Kp + 1) + 1
2 lnG2(N + 1) + ln 2

N5∑
p<q

Kp(Kq −Kp)− ln
(
π

2

) N5∑
p<q

εpqKp

− 2
N5∑
p<q

Kp ln ((Kq −Kp)!!)− 2
N5∑
p<q

Kp−1∑
k=1

(Kp − k) ln
(
Kq −Kp

2 + k

)
. (5.33)

Equation (5.33) is our exact expression for the boundary free energy, in the case with
exclusively NS5-branes.

One particular case of interest is when we have N D3-branes ending on N5 NS5-branes
of equal linking number K = N/N5. In this case,

F∂ = −
(
N(N −N5)

2 + N

4

)
ln(2π)− N2

4 ln
(

λ

4π2N

)
− λ

48

(
N2

N2
5
− 1

)

−N2
5 lnG2

(
N

N5
+ 1

)
+ 1

2 lnG2(N + 1) .
(5.34)

This is the exact version of the supergravity expression (4.22).

5.3 General D5-like boundary conditions

We can obtain F∂ for a general D5-like boundary condition by applying an S-duality trans-
formation to the above result, which simply amounts to replacing the NS5-brane linking
numbers with D5-brane linking numbers, and performing an S-transformation to the gauge
coupling λ

4πN →
4πN
λ . We thus obtain

F∂ = − ln |Z[HS4]|+ 1
2 lnZ[S4]

= −

N(2N − 1)
4 −

N5∑
p=1

(N5 − p)Lp

 ln(2π)− N2

4 ln
(4N
λ

)
− π2N

3λ

 N5∑
p=1

L3
p −N


−

N5∑
p=1

lnG2(Lp + 1) + 1
2 lnG2(N + 1) + ln 2

N5∑
p<q

Lp(Lq − Lp)− ln
(
π

2

) N5∑
p<q

εpqLp

− 2
N5∑
p<q

Lp ln ((Lq − Lp)!!)− 2
N5∑
p<q

Lp−1∑
k=1

(Lp − k) ln
(
Lq − Lp

2 + k

)
. (5.35)

For N D3-branes ending on N5 D5-branes of equal linking number L = N/N5, we
obtain

F∂ = −
(
N(N −N5)

2 + N

4

)
ln(2π)− N2

4 ln
(4N
λ

)
− π2N2

3λ

(
N2

N2
5
− 1

)

−N2
5 lnG2

(
N

N5
+ 1

)
+ 1

2 lnG2(N + 1) .
(5.36)

This is the exact version of the supergravity expression (4.21).
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Comparison with supergravity results. We now compare the localization result (5.33)
with our supergravity results.

When the Kk (and their differences) are taken to be large in (5.33), then we can use
the Euler-Maclaurin approximation for the last term to find

−2
N5∑
p<q

Kp−1∑
k=0

k ln
(
Kq+Kp

2 −k
)
≈−2

N5∑
p<q

∫ Kp−1

k=0
dxx ln

(
Kq+Kp

2 −x
)

=−1
4

N5∑
p<q

(
(Kq+Kp)2 ln(Kq+Kp)−(Kq−Kp)2 ln(Kq−Kp)

)

−
N5∑
p<q

Kp(Kp−Kq) ln(Kq−Kp)

+ 1
2

N5∑
p<q

Kp(Kq+2(1+ln2)Kp)+O(N2
5K lnK) . (5.37)

Meanwhile, using the Stirling approximation, we find

ln(M !!) = M

2 lnM − M

2 +O(lnM) . (5.38)

Thus,

−2
N5∑
p<q

Kp ln((Kq−Kp)!!) =−2
N5∑
p<q

Kp

((Kq−Kp)
2 ln(Kq−Kp)−

(Kq−Kp)
2

)
+O(N2

5K lnK) .

(5.39)
We thus find

F∂ = −

N2

2 −
N5∑
p<q

Kp

 ln(2π)− N2

4 ln
(

λ

4π2N

)
− λ

48N

N5∑
p=1

K3
p

−
N5∑
p=1

(
K2
p

2 lnKp −
3K2

p

4

)
+ 1

2

(
N2

2 lnN − 3N2

4

)
+ ln 2

N5∑
p<q

Kp(Kq −Kp)

− ln
(
π

2

) N5∑
p<q

εpqKp − 2
N5∑
p<q

Kp

((Kq −Kp)
2 ln(Kq −Kp)−

(Kq −Kp)
2

)

− 1
4

N5∑
p<q

(
(Kq +Kp)2 ln(Kq +Kp)− (Kq −Kp)2 ln(Kq −Kp)

)

−
N5∑
p<q

Kp(Kp −Kq) ln(Kq −Kp) + 1
2

N5∑
p<q

Kp(Kq + 2(1 + ln 2)Kp) +O(N2
5K lnK) .

(5.40)
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Massaging this expression, we arrive at

F∂ = N2

4

(
3
2 + ln

(
4N2

λ

))
− λ

48N

N5∑
p=1

K3
p

− 1
16

N5∑
p,q

(
(Kq +Kp)2 ln

(
(Kq +Kp)2

)
− (Kq −Kp)2 ln

(
(Kq −Kp)2

))
+O(N2

5K lnK) .

(5.41)

This limit exactly reproduces our result from the supergravity calculation. We can similarly
check that the exact expression for general D5-brane boundary conditions reproduces the
supergravity answer when the linking numbers and their differences are large.

Comparison for finite N . We can also compare the exact results with the supergravity
results for finite N . We note that the log λ term agrees exactly between the supergravity
and localization calculations, while the term of order λ in the NS5-brane supergravity
expression (or 1/λ in the D5-brane expression) becomes exact under the replacement∑

A

K3
A →

∑
A

(K3
A −KA) (5.42)

(or the same replacement with LA for the D5-brane expression).
The remaining terms are λ-independent. It is straightforward to calculate these for

all possible boundary conditions for small fixed values of the gauge group rank N and
compare supergravity results with the exact results. For N = 2,N = 3, and N = 8, this
λ-independent part of the spectrum of boundary F values is shown in figure 5.

We see that the results agree reasonably well even for small values of N . As an example,
for the N = 8 case, the λ-independent parts of the boundary F values for linking numbers

([1, 1, 1, 1, 1, 1, 1, 1], [1, 1, 1, 1, 1, 1, 2], [1, 1, 1, 1, 2, 2], [1, 1, 2, 2, 2], [2, 2, 2, 2], [1, 1, 1, 1, 1, 3],
[1, 1, 1, 2, 3], [1, 2, 2, 3], [1, 1, 3, 3], [2, 3, 3], [1, 1, 1, 1, 4], [1, 1, 2, 4], [2, 2, 4], [1, 3, 4], [4, 4],
[1, 1, 1, 5], [1, 2, 5], [3, 5], [1, 1, 6], [2, 6], [1, 7], [8]) (5.43)

are (rounded to the nearest integer)

(101, 89, 81, 75, 71, 76, 69, 65, 61, 59, 63, 58, 55, 52, 47, 50, 47, 43, 39, 37, 30, 24) (5.44)

using the exact results and

(90, 82, 76, 71, 68, 71, 66, 63, 59, 57, 60, 56, 54, 51, 46, 49, 46, 43, 39, 37, 30, 24) (5.45)

with the supergravity expressions.

6 Statistics of boundary F

In this section, we will use our results above to investigate the distribution of possible
values for F∂ for a given N , for various types of boundary conditions.
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Figure 5. The λ-independent part of the spectrum of possible boundary F values for U(N) N = 4
SYM theory with N = 2, 3, 8. Black lines represent the exact values while red lines give the
supergravity approximation.

For fixed λ and N , there are infinitely many superconformal boundary conditions that
one can impose, since we can couple in an arbitrarily complicated 3D SCFT. We expect
that there is a lower bound, but no upper bound on the allowed value of F∂ , which can be
thought of as a measure of the number of local boundary degrees of freedom.

For the class of theories corresponding to D3-branes ending on D5-branes only or NS5-
branes only, we have only a finite set of possibilities, enumerated by partitions of N , the
rank of the gauge group. In this case, we have upper and lower bounds for F∂ that depend
on N and λ, and we can investigate the distribution of F∂ values for a given N and λ either
using the supergravity expressions or the exact results from localization.

D5-brane boundary conditions. Defining pA = LA/N , our supergravity expression
for F∂ for the theories associated with D3-branes ending on D5-branes is

F SUGRA
∂ = N2

4

(3
2 + ln

(
λ

4π2N2

))
− π2N4

3
∑
A

p3
A

− N2

16
∑
A,B

[
(pA + pB)2 ln

(
(pA + pB)2)− (pA − pB)2 ln

(
(pA − pB)2)] , (6.1)

where the positivity of Li and the relation ∑A LA = N give pA ≥ 0 and ∑A pA = 1. Thus
{pA} satisfies the constraints of a probability distribution.

In appendix H, we show that the minimum and maximum values of F SUGRA
∂ are

obtained by considering the distribution {pA} with the minimum and maximum entropy
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respectively, i.e. where {pA} = {1} and {pA} = {1/N, . . . , 1/N}. This yields

N2
(
−π

2N2

3λ −
1
4 ln

(
16π2N2

λ

)
+ 3

8

)
≤F SUGRA

∂ ≤N2
(

1
4 ln

(
λ

16π2

)
+ 3

8−
π2

3λ

)
. (6.2)

Assuming that the same sets of linking numbers lead to the minimum and maximum values
for F∂ with the exact expression, we find a range of allowed values

F−∂ ≤ F∂ ≤ F
+
∂ (6.3)

where F+
∂ corresponds to the maximum entropy configuration and is given by (setting

L = 1 in (5.36))

F+
∂ = −N4 ln(2π)− N2

4 ln
(4N
λ

)
+ 1

2 lnG2(N + 1) , (6.4)

and F−∂ corresponds to the minimum entropy configuration and is given by (setting L = N

in (5.36))

F−∂ = −
(
N2

2 −
N

4

)
ln(2π)− N2

4 ln
(4N
λ

)
− π2N2

3λ (N − 1)(N + 1)− 1
2 lnG2 (N + 1) .

(6.5)
Using the large N approximation to the Barnes G-function, we then find that up to
O(N lnN) corrections we have a range of allowed values

N2
(
−π

2N2

3λ − 1
4 ln

(
16π2N2

λ

)
+ 3

8

)
≤ FD5

∂ ≤ N2
(1

4 ln
(
λ

4

)
− 3

8

)
. (6.6)

We note that the upper bound is modified here compared to the supergravity result (6.8).
We emphasize that we have not proven that the left and right sides here are actually
the upper and lower bounds on F∂ ; this will be true assuming that the same boundary
conditions giving rise to the minimum and maximum for F SUGRA

∂ also give rise to the
minimum and maximum for F∂ .

We see that this allowed range covers primarily negative values, with the upper end
of the range positive only for sufficiently large λ. We can understand the large negative
values of boundary F that arise for boundary conditions associated with D3-branes ending
on few D5-branes by the fact that the scalars are developing an expectation value, and
this results in a large fraction of the N2 fields becoming massive, with mass increasing as
we approach the boundary. Thus, we lose degrees of freedom compared with the situation
where the scalar vevs are vanishing. The quantity boundary F is in some sense a measure
of the number of boundary degrees of freedom, but in this case, the negative value indicates
that it is taking away from the bulk degrees of freedom.

NS5-brane boundary conditions. A similar analysis applies to the NS5-brane bound-
ary conditions. Defining pA = KA/N , we have

F SUGRA
∂ = N2

4

(3
2 + ln

( 4
λ

))
− λN2

48
∑
A

p3
A −

N2

16

− N2

16
∑
A,B

[
(pA + pB)2 ln

(
(pA + pB)2)− (pA − pB)2 ln

(
(pA − pB)2)] , (6.7)
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A similar argument to that for the D5-brane boundary conditions shows that F SUGRA
∂ is

again minimized/maximized on the minimum/maximum entropy distribution, yielding

N2
(
− λ

48 −
1
4 ln λ+ 3

8

)
≤ F SUGRA

∂ ≤ N2
(
− λ

48N2 + 1
4 ln

(
N2

λ

)
+ 3

8

)
. (6.8)

Assuming that the same sets of linking numbers lead to the minimum and maximum
values for F∂ with the exact expression, we find a range of allowed values

F−∂ ≤ F∂ ≤ F
+
∂ (6.9)

where F−∂ corresponds to the “minimum entropy” configuration and is given by (setting
K = N in (5.34))

F+
∂ = −

(
N2

2 −
N

4

)
ln(2π)− N2

4 ln
(

λ

4π2N

)
− λ

48(N − 1)(N + 1)− 1
2 lnG2 (N + 1) ,

(6.10)

and F+
∂ corresponds to the “maximum entropy” configuration and is given by (setting

K = 1 in (5.34))

F−∂ = −N4 ln(2π)− N2

4 ln
(

λ

4π2N

)
+ 1

2 lnG2(N + 1) , (6.11)

Using the large N approximation to the Barnes G-function, we then find that up to
O(N lnN) corrections, we have a range of allowed values

N2
(
− λ

48 −
1
4 ln λ+ 3

8

)
≤ FNS5

∂ ≤ N2
(

1
4 ln

(
4π2N2

λ

)
− 3

8

)
. (6.12)

As above, the upper bound is modified here compared to the supergravity result (6.8), which
is expected since the linking numbers are not large in this case. We emphasize that we
have not proven that the left and right sides here are actually the upper and lower bounds
on F∂ ; this will be true assuming that the same boundary conditions giving rise to the
minimum and maximum for F SUGRA

∂ also give rise to the minimum and maximum for F∂ .
We see that at least for small values of λ, the range of allowed boundary F values for

these boundary conditions is positive, consistent with the fact that the scalar vevs are zero
for these boundary conditions and the full set of massless bulk degrees of freedom remain.

Distribution of boundary F values. It is also of interest to ask about the distribu-
tion of allowed F∂ values for a given N and λ. In figure 6, we display contour plots for
histograms of allowed values (scaled by positive factors involving λ and N for convenience)
for the case N = 100 with various values of λ. We display the results for D5-brane and
NS5-brane boundary conditions with up to the self-dual value λ = 4πN for the ’t Hooft
coupling; these confirm that, for λ below the self-dual value, F∂ is predominantly negative
for D5-brane boundary conditions, and predominantly positive for NS5-brane boundary
conditions. These plots also implicitly reveal the behaviour of F∂ for λ above the self-dual
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2Figure 6. Top Left: histogram of values of λ

4πN
F∂
N2 for D5-like boundary conditions, with N = 100

and λ
4πN = 10−3. Bottom Left: contours of histograms of λ

4πN
F∂
N2 (bins removed for clarity) for D5-

like boundary conditions, with N = 100 and various values of λ up to the self-dual value λ = 4πN .
Top Right: histogram of values of 1

ln(4π2N2/λ)
F∂
N2 for NS5-like boundary conditions, with N = 100

and λ
4πN = 10−3. Bottom Right: contours of histograms of 1

ln(4π2N2/λ)
F∂
N2 (bins removed for clarity)

for NS5-like boundary conditions, with N = 100 and various values of λ up to the self-dual value
λ = 4πN . For each histogram, we uniformly sample 5000 partitions of the integer N , and compute
F∂ for the associated boundary conditions.

value; the distribution of F∂ for D5-brane boundary conditions with such λ is identical to
that for NS5-brane boundary conditions with the dual value of the ’t Hooft coupling, and
vice versa.

We also display similar plots for the case of fixed λ and increasing N in figure 7.
One notable feature of these plots is that, for fixed λ, the proportion of D5-like/NS5-like
boundary conditions for which F∂ is positive/negative appears to asymptote to zero for
increasing N ; this is illustrated further in figure 8.

Arbitrarily large boundary F for general boundary conditions. To conclude this
section, we verify the claim that by considering general boundary conditions involving
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Figure 7. Top Left: histogram of values of λ
4πN

F∂
N2 for D5-like boundary conditions, with λ = 20

and N = 103. Bottom Left: contours of histograms of λ
4πN

F∂
N2 (bins removed for clarity) for D5-

like boundary conditions, with λ = 20 and various values of N . Top Right: histogram of values of
1

ln(4π2N2/λ)
F∂
N2 for NS5-like boundary conditions, with λ = 20 and N = 103. Bottom Right: contours

of histograms of 1
ln(4π2N2/λ)

F∂
N2 (bins removed for clarity) for NS5-like boundary conditions, with

λ = 20 and various values of N . For each histogram, we uniformly sample 5000 partitions of the
integer N , and compute F∂ for the associated boundary conditions.

D5-branes and NS5-branes, we can make F∂ arbitrarily large. This is expected, since the
general boundary conditions can be understood as coupling in a SCFT to one of the theories
with D5-branes or NS5-branes only, and we can take this SCFT to have arbitrarily many
degrees of freedom. We are therefore motivated to verify this claim by considering such
a boundary condition with a large number of boundary degrees of freedom; for simplicity,
we consider the case of a single stack of many D5-branes and a single stack of many NS5-
branes, with linking numbers

L̃ = −1 , K = 1 , (6.13)

and with N,NNS5 taken to be large independent parameters, with N � NNS5. We then
have

ND5 = NNS5 −N . (6.14)
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Figure 8. Left: logarithm of the proportion of D5-like boundary conditions giving rise to positive
F∂ , for various values of λ and increasing N . Values are exact, as we include every possible such
boundary condition. Right: logarithm of the proportion of NS5-like boundary conditions giving rise
to negative F∂ , for various values of λ and increasing N . Each point is based on 5000 uniformly
sampled partitions of the integer N .

The supergravity parameters l̂, k̂ are given by

− 1 = l̂ − 2
π
NNS5 arctan(gk̂/l̂) , 1 = k̂ + 2

π
(NNS5 −N) arctan(gk̂/l̂) , (6.15)

which has perturbative solution

k̂ = 2π2

λ

N2

N2
NS5

+O

(
N3

N3
NS5

)

l̂ = N

NNS5
+O

(
N2

N2
NS5

)
.

(6.16)

Most of the terms appearing in the uncorrected F∂ in the case of this boundary condition
are suppressed by N

NNS5
, and will vanish in the limit N

NNS5
→ 0 with fixed λ and N ; the terms

which are not suppressed in this limit are the constant contribution 3
8N

2, the “cubic terms”

− 1
π
c2dlD

[1
2 −

ik

2l

]
∼ NNNS5 ln 2 , − 1

π
d2ckD

[1
2 −

il

2k

]
∼ 2π2

λ
N2 ln(NNS5) , (6.17)

and the “quartic term”

− 1
2π2 c

2d2
{
L
(

(k + il)2

(k − il)2

)
+ L

(
(k + il)2

4ikl

)
− ζ(3)

}
∼ N2

NS5 ln(NNS5) . (6.18)

Meanwhile, the anticipated corrections from the vicinity of the D5-branes and NS5-branes
are O(N2

NS5) (see appendix F). Consequently, the leading term in the uncorrected F∂ , which
is N2

NS5 lnNNS5, should provide a good approximation to F∂ when NNS5 � N . Since NNS5
can take arbitrarily large values, we see that F∂ is unbounded from above.
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7 Discussion

In this final section, we mention a few possible applications of our results.

RG ordering of BCFTs. We recall that F∂ has been conjectured to decrease under
boundary renormalization group flows. Assuming that this is true, our results provide very
detailed information about which boundary RG flows are possible between the various
BCFTs we consider. For cases where the endpoints of an RG flow are known, for example
where we add supersymmetric mass terms or Fayet-Illiopoulos parameters to a UV theory,
it would be interesting to verify the decrease of boundary F to provide support for the
conjecture; this was done in [11] for the simple case considered there.

We note that for N > 7, the ordering of boundary F for different theories depends on
the bulk ’t Hooft coupling parameter λ. Thus, if the boundary F monotonicity conjecture is
correct, we could have the interesting situation where some relevant perturbation of theory
A flows to theory B for small values of λ while some relevant perturbation of theory B

flows to theory A for large values of λ. Of course, it may also be the case that no RG flows
are possible between theories whose boundary F values switch orderings as a function of λ.

Holographic interpretation. As we discussed in section 3, the addition of a boundary
to the N = 4 theory corresponds to the addition of a certain type of “end of the world”
brane in the five-dimensional gravity picture. This corresponds in the higher-dimensional
picture to a region where the internal space smoothly degenerates. In many holographic
applications of BCFTs, the gravity side is described using a bottom-up approach, in which
such an ETW brane is simply described by adding a boundary action with certain pa-
rameters to the bulk gravitational theory [40, 64]. The simplest such parameter is the
tension of the ETW brane. An interesting question, one of the questions that motivated
this work, is to understand the range of tension parameters in bottom-up models for which
the qualitative physics can be reproduced in microscopic constructions.

As discussed in [40], there is a direct relationship between the tension parameter of
a bottom up model and the boundary entropy, obtained by performing a holographic
calculation of boundary F as a function of this tension. We provide this calculation in the
four-dimensional case in appendix I, with the result that

F = cbulk

(
T

1− T 2 + 1
2 ln 1 + T

1− T

)
, (7.1)

where we define cbulk = (L3π/4G) and the tension is 3LAdST/(8πG). This provides a guide
to choosing the tension parameter if one wishes to model the physics of our more detailed
microscopic theories using a bottom-up model.

Generalizations. There is a significantly larger class of theories with the same symmetry
as the theories considered in this paper. The more general theories correspond to N = 4
SYM theory with a supersymmetric planar defect, or to supersymmetric interfaces between
N = 4 SYM theories with different parameters. Type IIB supergravity solutions for these
theories are also known, so it should be straightforward to use the methods of this paper
to calculate the defect/interface entropy for these theories.
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A AdS/CFT correspondence: conventions

We here establish various formulae relevant to type IIB string theory. The Planck scale
and string scale are related by

`p = g
1
4 `s , (A.1)

where g is the string coupling and `s is defined in terms of the string tension 1
2πα′ by

α′ = `2s . (A.2)

The ten-dimensional Newton constant is defined as

G = 8π6g2`8s . (A.3)

In the AdS/CFT correspondence relating U(N) N = 4 SYM theory to type IIB string
theory on AdS5×S5, we have that the AdS radius in string frame is related to the rank of
the gauge group by

L4
SF = 4πgN`4s . (A.4)

If we make the transformation gµν → e−φgµν to Einstein frame, including the asymptotic
value of the dilaton g = eφ∞ in φ, this becomes

L4 = 4πN`4s . (A.5)

In this case, we should use G = 8π6`8s for the Newton constant. The string coupling (equal
to the asymptotic value of eφ where φ is the dilaton) is related to the Yang-Mills coupling by

4πg = g2
YM . (A.6)

The ’t Hooft coupling is
λ = g2

YMN . (A.7)

To evaluate the number of units of quantized 3-form flux through a sphere, we use

ND5 = 1
4π2`2s

∫
S3
F3 (A.8)

and
NNS5 = 1

4π2`2s

∫
S3
H3 (A.9)

where F3 and H3 are the R-R and NS-NS three-form field strengths. In the absence of
three-form fields, the number of units of five-form flux through a five-sphere is given by

ND3 = 1
16π4`4s

∫
S5
F5 . (A.10)

– 37 –



J
H
E
P
0
2
(
2
0
2
1
)
2
2
2

The analysis of five-form fluxes and their relation to D3-brane charges is more subtle when
three-form fields are present (as they are in the solutions we consider). See [27, 65] or [28]
for a detailed discussion.

B Supergravity solutions: form fields

In this appendix, we review for completeness the gauge fields in the supergravity solutions,
following the conventions of [28].

The form fields are again expressed in terms of the harmonic functions hi together
with the harmonic duals hDi defined so that

A1 = 1
2(hD1 + ih1)

A2 = 1
2(h2 − ihD2 )

are holomorphic. The ambiguity in choosing hDi corresponds to gauge freedom in defining
the potentials for the form fields.

The NS-NS 3-form field strength H3 and the R-R 3-form field strength F3 take the
form

H3 = ω45 ∧ db1 F3 = ω67 ∧ db2 (B.1)

where ω45 and ω67 are volume forms on the first and second unit-radius S2s. The real
functions bi are defined in terms of the harmonic functions by

b1 = 2hD2 + 2h2
1h2

X

N1
, b2 = −2hD1 + 2h1h

2
2
X

N2
, (B.2)

where
X ≡ i (∂wh1∂w̄h2 − ∂wh2∂w̄h1) . (B.3)

The fiveform field strength can be expressed as

F5 = −4f4
4ω

0123 ∧ F + 4f2
1 f

2
2ω

45 ∧ ω67 ∧ (∗2F) . (B.4)

Here, ω0123 is the volume form on the unit-radius AdS4, F is a one-form on Σ, and ∗2
denotes Poincaré duality with respect to the metric on Σ.

We have that
f4

4F = dj1 (B.5)

where

j1 = 3C + 3C̄ − 3D + h1h2X

W

∂wC = A1∂wA2 −A2∂wA1

D = Ā1A2 +A1Ā2 .

So far, we have assumed that the R-R zero-form potential vanishes, but more general
solutions with non-vanishing axion can be obtained using the SL(2,R) symmetry of type
IIB supergravity.
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C Regularization of the area integrals

In this appendix we explain in detail the regularization procedure used in computing bound-
ary F via the RT formula. Given the metric dual to one of the BCFTs, we can redefine
coordinates to place the metric in Fefferman-Graham form

ds2 = L2

Z2 (dZ2 + dY 2 − dt2 + d~x2) + dΩ2
5 +O(Z2) (C.1)

where the correction terms do not involve dZ. We then compute the area of the Z > ε

portion of the RT surface for a half-ball region of radius R centered on the BCFT boundary,
and subtract half the area of the RT-surface for a ball of radius R in N = 4 SYM theory.

Regulated area in the BCFT duals. To calculate the regulated area of the extremal
surface corresponding to a half ball in one of our BCFT duals, we need to understand
where the cutoff surface Z = ε lies in the coordinates we are using. Representing the AdS4
metric as

ds2
AdS4 = 1

u2 (−dt2+du2+dx2
⊥) = 1

ρ2 cos2 θ
(−dt2+dρ2+ρ2dθ2+ρ2 sin2 θdφ2) , (C.2)

we will have that the cutoff surface lies at some umin(r, θ). In the full metric, this AdS4
slice enters as

ds2 = f2
4

( 1
u2

(
−dt2 + du2 + dx2

⊥

))
+ . . . (C.3)

Converting to Fefferman-Graham coordinates, this will become asymptotically

ds2 = L2

Z2

(
dZ2 + dY 2 − dt2 + dx2

⊥

)
+ . . . (C.4)

where Z and Y are determined in terms of the other coordinates, and L is the asymptotic
AdS curvature scale that will be determined in terms of the parameters appearing in the
metric. Thus, asymptotically, we must have that

f2
4
u2 = L2

Z2 . (C.5)

This allows us to fix the cutoff surface as

umin(r, θ) = ε

L
f4(r, θ) . (C.6)

The locus of the extremal surface in each AdS4 slice is ρ2 = u2 + x2 + y2 = R2, and
the two-dimensional area of the portion of this surface inside the cutoff is∫ cos−1 umin

R

0
dθ

2π sin θ
cos2 θ

= 2π
(

R

umin
− 1

)
. (C.7)

Using this, we find that the regulated eight-dimensional area of the extremal surface is
given by

Area = 128π3
∫ umin(r,θ)=R

0
rdrdθρ2f2

1 f
2
2 f

2
4

(
R

umin(r, θ) − 1
)

= −1024π3
∫ f4(r,θ)=RL/ε

0
rdrdθh1h2∂w∂w̄(h1h2)

(
RL

εf4(r, θ) − 1
)
. (C.8)
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From this expression, we need to subtract off half the area of the extremal surface
corresponding to a ball in the parent N = 4 SYM theory. The area to be subtracted off
can be expressed in a similar way to (C.8) by taking h1 and h2 to be the expressions (3.7)
relevant to pure AdS. Since we would like to subtract off half of the regulated area of the
extremal surface in pure AdS, we can keep only the part for x ≤ 0 in Fefferman-Graham
coordinates, which translates to the part with r ≥ r0 in the coordinates we are using. Thus,
the regulated half-hemisphere area is

1
2AreaAdS = −1024π3

∫ fAdS
4 (r,θ)≤RL/ε

r0
rdrdθhAdS

1 hAdS
2 ∂w∂w̄

(
hAdS

1 hAdS
2

)( RL

εfAdS
4 (r, θ)

− 1
)
.

Details of the subtraction. In order to evaluate the integrals, it is convenient to split
the integration domain into a part with r ∈ [0,Λ] and an asymptotic part {r ≥ Λ, f4(r, θ) ≤
RL/ε}, for some large Λ that we will take to infinity as ε→ 0.

For the first part,

− 1024π3
∫ Λ

0
dr

∫ π
2

0
dθrh1h2∂w∂w̄(h1h2)

(
RL

εf4(r, θ) − 1
)
, (C.9)

the first term does not contribute to the final result since it gives an R/ε term that is
eliminated by the derivative in the definition (2.4), (2.7), (2.8) of boundary F . Thus, this
part of the integral gives a contribution to boundary F of

F1 = −256π3

G

∫ Λ

0
dr

∫ π
2

0
dθrh1h2∂w∂w̄(h1h2) . (C.10)

From this, we subtract off the corresponding integral for pure AdS, so we have a
contribution

F2 = 256π3

G

∫ Λ

r0
dr

∫ π
2

0
dθrhAdS

1 hAdS
2 ∂w∂w̄(hAdS

1 hAdS
2 ) . (C.11)

To evaluate the asymptotic part of the integral (i.e the region with r > Λ), we use that
the asymptotic form of f4 in the general solution is

f4(r, θ) = Ar +B(θ)1
r

+O(1/r2) , (C.12)

while the asymptotic form of the integrand is

I(r, θ) = I1(θ)r + I2(θ)1
r

+O(1/r2) (C.13)

Then the integral in the asymptotic region takes the form∫ π
2

0
dθ

∫ RL
εA
−B(θ)ε

RL
+...

Λ
dr

[
I1(θ)r + I2(θ)1

r
+ . . .

] [
RL

εAr
− 1 + . . .

]
(C.14)

where the omitted terms give contributions that vanish in the limit ε → 0 and Λ → ∞.
Evaluating the integral for the remaining terms gives∫ π

2

0
dθ

[
R2L2

2ε2A2 I1(θ)− RLΛ
ε

I1(θ) + 1
2I1(θ)Λ2 − I2(θ) ln

(
RL

εAΛ

)
+ . . .

]
. (C.15)
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Now, we can check that A, I1(θ) and
∫
dθI2(θ) all give the same results for the general

solution and for the pure AdS case with the corresponding L and r0. Thus, when we
perform the subtraction, there are no terms that contribute from this r > Λ region in the
limits ε→ 0 and Λ→∞.

To summarize, our final result is that boundary F is given by the Λ→∞ limit of the
sum of the two contributions (C.10) and (C.11),

F∂ = − lim
Λ→∞

256π3

G

{∫ Λ

0
dr

∫ π
2

0
dθrh1h2∂w∂w̄(h1h2)−

∫ Λ

r0
dr

∫ π
2

0
dθrhAdS

1 hAdS
2 ∂w∂w̄

(
hAdS

1 hAdS
2

)}
(C.16)

D Evaluation of boundary F using complex variables

Our goal in this section is to demonstrate how to evaluate the integral

I(cA, dA, kA, lA,Λ) ≡
∫

Λ
d2w

(
ĥ1ĥ2∂w∂w̄(ĥ1ĥ2)

)
, (D.1)

where we have coordinates (w, w̄) = (reiθ, re−iθ) in the first quadrant of the complex plane,
and

ĥ1 = r cos θ +
∑
A

cA
2π ln

(
r2 + 2rlA cos θ + l2A
r2 − 2rlA cos θ + l2A

)

=
(
w + w̄

2

)
+
∑
A

cA
2π ln

((w + lA)(w̄ + lA)
(w − lA)(w̄ − lA)

)

ĥ2 = r sin θ +
∑
A

dA
2π ln

(
r2 + 2rkA sin θ + k2

A

r2 − 2rkA sin θ + k2
A

)

=
(
w − w̄

2i

)
+
∑
A

dA
2π ln

((w + ikA)(w̄ − ikA)
(w − ikA)(w̄ + ikA)

)
.

(D.2)

For the sake of brevity, we will actually compute only the quartic term IccddACBD; the re-
maining terms can be approached similarly. Given that

∂w∂w̄(ĥ1ĥ2) = 1
2πi

∑
A

cA
lA
FA(r, θ)− 1

2πi
∑
A

dA
kA
GA(r, θ)

+ 1
π2i

∑
A,B

cAdB
lAkB

(l2A + k2
B)

r2 HA,B(r, θ)
(D.3)

with

FA(r, θ) ≡ e4iθ − 1
(e2iθ − l2A/r2)(e2iθ − r2/l2A) , GA(r, θ) ≡ e4iθ − 1

(e2iθ + k2
A/r

2)(e2iθ + r2/k2
A) ,

HA,B(r, θ) ≡ e2iθ(e4iθ − 1)
(e2iθ − l2A/r2)(e2iθ − r2/l2A)(e2iθ + k2

B/r
2)(e2iθ + r2/k2

B) , (D.4)
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we see that

IccddACBD ≡
1

(2π)2

(
(l2C + k2

D)
iπ2lCkD

)∫ Λ

0
rdr

∫ π/2

0
dθ

HC,D(r, θ)
r2

× ln
(
r2 + 2rlA cos θ + l2A
r2 − 2rlA cos θ + l2A

)
ln
(
r2 + 2rkB sin θ + k2

B

r2 − 2rkB sin θ + k2
B

)
.

(D.5)

We notice that

ln
((w + lA)(w̄ + lA)

(w − lA)(w̄ − lA)

)
= 2r

∫ lA

0
ds

(
eiθ

r2e2iθ − s2 + e−iθ

r2e−2iθ − s2

)

ln
((w + ikB)(w̄ − ikB)

(w − ikB)(w̄ + ikB)

)
= 2ir

∫ kB

0
dt

(
eiθ

r2e2iθ + t2
− e−iθ

r2e−2iθ + t2

)
,

(D.6)

so

∂

∂lA

∂

∂kB
IccddACBD ≡

1
π4

(l2C + k2
D)

lCkD

∫ Λ

0
rdr

∫ π/2

0
dθ HC,D(r, θ)AlA(r, θ)BkB (r, θ) , (D.7)

with

As(r, θ) =
(

eiθ

r2e2iθ − s2 + e−iθ

r2e−2iθ − s2

)
= eiθ(e2iθ + 1)(1/r2 − 1/s2)

(e2iθ − s2/r2)(e2iθ − r2/s2)

Bt(r, θ) =
(

eiθ

r2e2iθ + t2
− e−iθ

r2e−2iθ + t2

)
=
(
eiθ(e2iθ − 1)(1/r2 − 1/t2)

(e2iθ + t2/r2)(e2iθ + r2/t2)

)
.

(D.8)

We observe that

HC,D(r,−θ) = −HC,D(r, θ) As(r,−θ) = As(r, θ) Bt(r,−θ) = −Bt(r, θ)
HC,D(r, θ + π) = HC,D(r, θ) As(r, θ + π) = −As(r, θ) Bt(r, θ + π) = −Bt(r, θ)

and thus the integrand is invariant under both θ → −θ and θ → θ + π. We may therefore
write ∫ π/2

0
dθHC,D(r, θ)As(r, θ)Bt(r, θ) = 1

4

∫ 2π

0
dθHC,D(r, θ)As(r, θ)Bt(r, θ)

= 1
4i

∮
|z|=1

dz

z
HC,D(r, z)As(r, z)Bt(r, z) ,

(D.9)

where we have introduced the complex coordinate z = eiθ, and have slightly abused nota-
tion in defining

HC,D(r, z) ≡ z2(z4 − 1)
(z2 − l2C/r2)(z2 − r2/l2C)(z2 + k2

D/r
2)(z2 + r2/k2

D) ,

As(r, z) ≡ z(z2 + 1)(1/r2 − 1/s2)
(z2 − s2/r2)(z2 − r2/s2) , Bt(r, z) ≡ z(z2 − 1)(1/r2 − 1/t2)

(z2 + t2/r2)(z2 + r2/t2) .
(D.10)
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We emphasize that the complex variable z is independent of the real radial variable r;
the angular integration is over a contour with |z| = 1. Invoking the residue theorem, this
becomes

∫ π/2

0
dθHC,D(r, θ)As(r, θ)Bt(r, θ) = π

2
∑
poles

Res
(1
z
HC,D(r, z)As(r, z)Bt(r, z)

)
, (D.11)

where the sum is over poles inside the contour |z| = 1. It transpires that the ordering
of parameters lC , kD, s, t is irrelevant (as it must be in order to evaluate the integral by
partial fractions), so we will assume for the purposes of computation that 0 < s < t < lC <

kD < Λ. Consequently, depending on the size of the variable r, we have five inequivalent
collections of eight poles:

1. 0 < r < s: poles at z = ± r
s ,±

ir
t ,±

r
lC
,± ir

kD

π

2
∑
poles

Res = πl2Ck
2
Dr

4(r8 − s2t2l2Ck
2
D)(r2 − s2)(r2 − t2)

(r4 − s2l2C)(r4 − t2k2
D)(r4 + s2k2

D)(r4 + t2l2C)(r4 + s2t2)(r4 + l2Ck
2
D)

(D.12)

2. s < r < t: poles at z = ± s
r ,±

ir
t ,±

r
lC
,± ir

kD

π

2
∑
poles

Res= πl2Ck
2
D(r4s2−t2l2Ck2

D)(r2−s2)(r2−t2)
(s2+k2

D)(s2−l2C)(s2+t2)(r4−t2k2
D)(r4+t2l2C)(r4+l2Ck2

D) (D.13)

3. t < r < lC : poles at z = ± s
r ,±

it
r ,±

r
lC
,± ir

kD

π

2
∑
poles

Res= πl2Ck
2
D(s2t2−l2Ck2

D)(r2−s2)(r2−t2)
(s2−l2C)(t2−k2

D)(s2+k2
D)(t2+l2C)(r4+s2t2)(r4+l2Ck2

D) (D.14)

4. lC < r < kD: poles at z = ± s
r ,±

it
r ,±

lC
r ,±

ir
kD

π

2
∑
poles

Res= πl2Ck
2
D(r4k2

D−s2t2l2C)(r2−s2)(r2−t2)
(t2−k2

D)(s2+k2
D)(l2C+k2

D)(r4+s2t2)(r4−s2l2C)(r4+t2l2C) (D.15)

5. kD < r < Λ: poles at z = ± s
r ,±

it
r ,±

lC
r ,±

ikD
r

π

2
∑
poles

Res = − πl2Ck
2
Dr

4(r8 − s2t2l2Ck
2
D)(r2 − s2)(r2 − t2)

(r4 − t2k2
D)(r4 + s2k2

D)(r4 + l2Ck
2
D)(r4 + t2l2C)(r4 − s2l2C)(r4 + s2t2) .

(D.16)
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Consequently, performing the integral over r, and keeping only terms that do not vanish
in the limit Λ→∞, we find∫ Λ

0
rdr

∫ π/2

0
dθHC,D(r,θ)As(r,θ)Bt(r,θ)

= πkl

2

kl( ln
(
(s2+k2)(t2+l2)

)
(l2+k2)(s2−l2)(t2−k2)−

(s2+t2) ln
(
(s2+t2)(k2+l2)

)
(s2−l2)(t2−k2)(s2+k2)(t2+l2)

)

+
l
(
(k−t)(kt−s2) ln

(
(k−t)2)−(k+t)(kt+s2) ln

(
(k+t)2))

2(s2+t2)(l2+k2)(s2+k2)(t2+l2)

+
k
(
(l−s)(ls−t2) ln

(
(l−s)2)−(l+s)(ls+t2) ln

(
(l+s)2))

2(s2+t2)(l2+k2)(s2+k2)(t2+l2)


≡ πkl2 Ĩs,l,t,k ,

(D.17)

where we have momentarily suppressed indices on parameters lC , kD. We therefore find

∂

∂lA

∂

∂kB
IccddACBD = (l2C + k2

D)
2π3 ĨlA,lC ,kB ,kD . (D.18)

One can integrate this with respect to lA, kD to recover the result in the main text.

E Verification of field theory constraints for linking numbers defined in
terms of supergravity parameters

In this appendix, we show that for any linking numbers defined in terms of supergravity
parameters as in (3.21), the field theory constraints on linking numbers that (2.20) are
positive are automatically satisfied.

For this appendix, we define Mn to be the number of D5-branes with linking number
L̃ = n − NNS5, where 1 ≤ n < NNS5. We will also let the indices on the linking numbers
{L̃i,Ki} refer to the ith 5-brane, rather than the ith 5-brane stack.

We will prove that for linking numbers violating the inequalities
j−1∑
n=1

(j − n)Mn <
j∑
i=1

Ki , j ∈ {1, 2, . . . , NNS5} , (E.1)

i.e. for which not all of the quantities (2.20) are positive, there is no set of supergravity
parameters that can give rise to these linking numbers via (3.21).

We see immediately that if we define index subset

I ≡ {i : L̃i > 0} , (E.2)

then violating the final inequality
NNS5−1∑
n=1

(NNS5 − n)Mn <
NNS5∑
i=1

Ki , (E.3)
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which can be written as
−
∑
i/∈I

L̃i <
∑
i

Ki , (E.4)

implies
N =

∑
i∈I

L̃i +
∑
i/∈I

L̃i +
∑
i

Ki ≤
∑
i∈I

L̃i , (E.5)

and therefore

N =

∑
i/∈I

l̂i +
∑
i

k̂i

+
∑
i∈I

l̂i >
∑
i∈I

l̂i ≥
∑
i∈I

L̃i ≥ N , (E.6)

a contradiction, implying that the system of equations has no solution. Here, we have used
that l̂i, k̂i > 0 and

L̃i = l̂i −
2
π

∑
j

arctan
(
gk̂j

l̂i

)
≤ l̂i . (E.7)

We would like to check that violating the other inequalities similarly leads to a system
with no solutions. We restrict to the case that K1 > 0, i.e. the first of the inequalities
in (E.1) is always satisfied; this is because we are interested in configurations which will
correspond to theories with boundaries rather than interfaces. Moreover, we may restrict to
the case that the last of the inequalities is satisfied, since we have already shown that violat-
ing this inequality leads to an insoluble system. To this end, let us fix arbitrary NNS5 ≥ 3;
our task is to show that violating the inequality in (E.1) indexed by j ∈ {2, . . . , NNS5 − 1}
leads to a contradiction in our system of equations defining the supergravity parameters.
This system is constituted by the relations

k̂i = Ki −
2
π

∑
j

arctan
(
gk̂i

l̂j

)
,

l̂i = L̃i + 2
π

∑
j

arctan
(
gk̂j

l̂i

)
,

(E.8)

which in particular furnish inequalities

Ki >
2
π

∑
j

arctan
(
gk̂i

l̂j

)
, L̃i > −

2
π

∑
j

arctan
(
gk̂j

l̂i

)
. (E.9)

First, suppose that we violate the inequality indexed by j = 2; that is, suppose

K1 +K2 ≤M1 . (E.10)

We may assume M1 > 0 without loss of generality, so that L̃1 = . . . = L̃M1 = −(NNS5−1),
and in particular ND5 > 0; otherwise, M1 ≤ 0 and K1 + K2 ≤ M1 would imply K2 < 0,
which is incompatible with (E.8) and the assumption that k̂A, l̂A are positive. But since

π

2Ki >
∑
j

arctan
(
gk̂i

l̂j

)
,

π

2 L̃1 > −
∑
B

arctan
(
gk̂j

l̂i

)
(E.11)
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by (E.8), we find

M1∑
j=1

∑
i≥3

arctan
(
gk̂i

l̂j

)
>

M1∑
j=1

(
−π2 L̃j − arctan

(
gk̂1

l̂j

)
− arctan

(
gk̂2

l̂j

))

>
π

2 ((NNS5 − 1)M1 −K1 −K2)

≥ π

2 (NNS5 − 2)M1 ,

(E.12)

contradicting the bound arctan(x) < π
2 .

More generally, suppose that we violate the inequality indexed by j ∈ {2, . . . , NNS5−1};
that is, suppose that we have

j∑
i=1

Ki ≤
j−1∑
n=1

(j − n)Mn . (E.13)

We may assume that at least one of M1, . . . ,Mj−1 is positive (since otherwise at least one
of the Ki would be negative). Then, letting M ≡M1 + . . .+Mj−1,

∑
i>j

M∑
m=1

arctan
(
gk̂i

l̂m

)
> −π2

M∑
m=1

L̃m −
j∑
i=1

M∑
m=1

arctan
(
gk̂i

l̂m

)

>
π

2

j−1∑
n=1

(NNS5 − n)Mn −
j∑
i=1

Ki


≥ π

2 (NNS5 − j)
j−1∑
n=1

Mn = π

2 (NNS5 − j)M ,

(E.14)

again contradicting arctan(x) < π
2 . This demonstrates our original claim.

F Corrections to the supergravity approximation

In this appendix, we estimate the size of the corrections to the supergravity result, following
the procedure outlined at the end of section 4.

F.1 Estimating the corrections

Recall that our solutions are generated by the harmonic functions in (3.13), determined
by positive real constants lA, kB. These can be combined to define Einstein frame metric
functions and dilaton field, using (3.4), (3.5), (3.6) in section 3.1; to transform to the
string frame, we should multiply all of the metric functions by eφ ≡ eΦ/2. We begin by
determining the string frame Ricci curvature and dilaton field in the vicinity of a D5-brane
or NS5-brane stack. It will be useful to define

γC ≡ π + 2
∑
B

dBkB
l2C + k2

B

= π

cC

d

dlC
N

(C)
D3

δD ≡ π + 2
∑
A

cAlA
k2
D + l2A

= π

dD

d

dkD
N

(D)
D3 ;

(F.1)
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note that in the case with only D5-branes one has γC = π, and in the case with only
NS5-branes one has δD = π.

First, we consider the vicinity of the D5-stack at (x, y) = (lC , 0), and let L0 denote
the distance in the first quadrant Σ from lC to the nearest 5-brane stack (or the origin),
namely

L0 ≡ min
A,B 6=C

{
|lA − lC |,

√
k2
B + l2C , lC

}
. (F.2)

Using polar coordinates (x, y) = (lC + r cos θ, r sin θ), we therefore have the expansion

h1 = π`2s
2

1
√
g

−cC2π ln(r2/4l2C) +

lC +
∑
A 6=C

cA
2π ln

(
(lC + lA)2

(lC − lA)2

)
+ r cos θ

(
1 + cC

2πlC
− 2
π

∑
A

cAlA
(l2C − l2A)

)
+O(r2/L2

0)


h2 = π`2s

2
√
g

[
r sin θ

(
1 + 2

π

∑
B

dBkB
(l2C + k2

B)

)

+ r2 sin θ cos θ
(
−4lC

π

∑
B

dBkB
(l2C + k2

B)2

)
+O(r3/L3

0)
]
.

(F.3)

We therefore have string frame metric functions given at leading order in r/L0 by

ρ2 =
√

2gγC`2s
4

1
r ln(4l2C/r2)1/2 , f2

4 =
√

2gγC`2s
2 r ln(4l2C/r2)1/2 ,

f2
1 =
√

2gγC`2s
2 r ln(4l2C/r2)1/2 , f2

2 =
√

2gγC`2s
r sin2 θ

ln(4l2C/r2)1/2 ,

(F.4)

and dilaton
e2φ =

√
2gγC
cC

r√
ln(4l2C/r2)

. (F.5)

We thereby deduce string frame Ricci scalar at leading order

α′R = − 6
γCr

√
2
g

ln(4l2C/r2) . (F.6)

We can perform a similar analysis near an NS5-brane stack at (x, y) = (0, kD), for which
we find dilaton and Ricci scalar

e2φ = gdD√
2δD

ln(4k2
D/r

2)1/2

r
, α′R = 6

√
gdD

(F.7)

at leading order.
The above expressions tell us the minimum radius rmax past which the correction terms

appearing in the effective action should be suppressed. Evidently, for the D5-brane stacks,
the divergence of the string frame curvature implies that we are only justified in ignoring
corrections in the region r � rmax with

rmax ∼
1

√
gγC

√
W (gl2Cγ2

C) , (F.8)
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whereW (·) denotes the Lambert W-function, and we suppress order one numerical factors.
The contribution to F∂ from the complementary region is∫

0<r<rmax
rdrdθ ĥ1ĥ2∂∂̄(ĥ1ĥ2) ∼ c2

Cγ
2
Cr

2
max ln(4l2C/r2

max) . (F.9)

For the NS5-brane stacks, we see that the curvature corrections will be suppressed provided
we take N (D)

NS5 � 1, but will be large throughout the region r � L0 otherwise; evaluating
the contribution to F∂ from a region within rmax ∼ L0 gives∫

0<r<rmax
rdrdθ ĥ1ĥ2∂∂̄(ĥ1ĥ2) ∼ d2

Dδ
2
DL

2
0 ln(4k2

D/L
2
0) . (F.10)

Meanwhile, the string loop corrections are small outside the region

rmax ∼
gdD
δD

√√√√W (
δ2
Dk

2
D

g2d2
D

)
, (F.11)

and the contribution to boundary F from the complementary region is∫
0<r<rmax

rdrdθ ĥ1ĥ2∂∂̄(ĥ1ĥ2) ∼ d2
Dδ

2
Dr

2
max ln(4k2

D/r
2
max) . (F.12)

In cases of interest, we can compare these contributions for each stack to those appearing
in our classical SUGRA calculation of F∂ ; if there are terms in F∂ which dominate all of the
naive estimates of the corrections from near the fivebrane stacks, then these terms should
provide a reliable approximation to F∂ .

F.2 Examples

Here we will consider some examples to illustrate the procedure of comparing the antici-
pated corrections to the terms appearing in the uncorrected expression for F∂ . To recover
a classical supergravity dual in the asymptotic region, we should always consider the limit
N →∞ and λ� 1.

Single stack of D5-branes. Suppose we have a single stack of N5 D5-branes, each with
linking number L̃ = N/N5; here N5 is Ω(N0) and O(N). The anticipated correction in the
vicinity of this stack is of order

O
(
N2

5 ·W
(
π2L̃2) · ln ( 4π2L̃2

W
(
π2L̃2))

)
=

O(N2
5 ) L̃ ∼ 1

O
(
(N5 ln L̃)2

)
L̃� 1

, (F.13)

while our uncorrected expression for F∂ is

F∂ = N2

8

[
3− 8π2

3λ
N2

N2
5
− 2 ln

(
16π2

λ

N2

N2
5

)]
. (F.14)

When N is taken to be large, we see that the α′-corrections are expected to be suppressed
relative to all terms appearing in the uncorrected F∂ unless we have L̃ ∼ 1, in which
case the corrections become comparable. Note that L̃ = 1 corresponds to the Dirichlet
boundary condition for the gauge theory, which we refer to as a “maximum entropy”
boundary condition in section 6; in that section we will see that the exact evaluation of
F∂ for this boundary condition does indeed demonstrate that F∂ receives corrections at
leading order.
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Single stack of NS5-branes. We now consider the case with a single stack of N5
NS5-branes, each with linking number K = N/N5; again, N5 is Ω(N0) and O(N). The
expected α′-correction is of order O(N2) if N5 ∼ 1, and should be subleading if N5 � 1.
The expected string loop correction is of order

O
(
N4

5 ·W (π2K2/N2
5 ) · ln

( 4π2K2

N2
5 ·W

(
π2K2/N2

5
))) =


O
((
N2

5 ln
(
K2/N2

5
))2)

K � N5

O(N4
5 ) K ∼ N5

O(N2) K � N5

.

(F.15)
Meanwhile, the uncorrected expression is

F = N2

8

[
3− λ

6N2
5
− 2 ln

(
λ

N2
5

)]
. (F.16)

When N is taken to be large, we see that the α′-corrections and string loop corrections
are both expected to be suppressed relative to the leading term in F∂ , which is order
O(N2 lnN5), provided that we take N5 � 1. Moreover, they will also be suppressed
relative to the second leading term, which is O(N2), provided that we take 1� N5 � K.
However, they will not be suppressed relative to the third term, which is order O(K2),
unless N5 = o(

√
K). Note that N5 = N is referred to as a “maximum entropy” boundary

condition in section 6; in that section, we see that the exact evaluation of F∂ for this
boundary condition demonstrates that the leading O(N2 lnN) term is uncorrected while
the next-to-leading O(N2) term is corrected, as we have predicted here.

Single stack of D5-branes and single stack of NS5-branes. We will focus here on
a specific choice of boundary configuration involving one stack of D5-branes and one stack
of NS5-branes, where we fix

L̃ = −1 , K = 1 , (F.17)

and take N,NNS5 to be large independent parameters, with N � NNS5. We have

ND5 = NNS5 −N . (F.18)

This is the situation considered in section 6 to illustrate the unboundedness of F∂ ; it
is a natural boundary condition to consider in order to understand a situation where the
number of boundary degrees of freedom is taken to be much larger than the number of bulk
degrees of freedom. Given that the supergravity parameters are given at leading order by

l̂ = N

NNS5
+O

(
N2

N2
NS5

)
, k̂ = 2π2

λ

N2

N2
NS5

+O

(
N3

N3
NS5

)
, (F.19)

we find
γ = πNNS5

N
+O(1) , δ = λ

2π
N2

NS5
N2 +O

(
NNS5
N

)
, (F.20)

and thus an α′-correction of order

(NNS5 −N)2W (γ2 l̂2) ln
(

4γ2 l̂2

W (γ2 l̂2)

)
= O

(
N2

NS5

)
(F.21)
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from the vicinity of the D5-brane stack, and a string loop correction of order

N4
NS5W

(
δ2k̂2

N2
NS5

)
ln

 4δ2k̂2

N2
NS5W

(
δ2k̂2

N2
NS5

)
 = O

(
N2

NS5

)
(F.22)

from the vicinity of the NS5-brane stack. We stated in section 6 that the leading con-
tribution to the uncorrected F∂ was O(N2

NS5 lnNNS5) while the next largest contribution
is of order O(NNS5); consequently, we expect only the leading large NNS5 term in the
uncorrected expression to be reliable.

G Localization integrals

In section 5, we need to evaluate integrals of the form

I1(a,b,s,N) = 1
N !

∫ N∏
i=1

dλi√
2π
e−

1
2s
∑N

i=1λ
2
i

N∏
i<j

2sinh
(
a

2(λi−λj)
)

2sinh
(
b

2(λi−λj)
)

I2(b,s,N) = 1
N !

∫ N∏
i=1

dλi√
2π
e−

1
2s
∑N

i=1λ
2
i

N∏
i<j

2(λi−λj)sinh
(
b

2(λi−λj)
)

I3(s,N) = 1
N !

∫ N∏
i=1

dλi√
2π
e−

1
2s
∑N

i=1λ
2
i

N∏
i<j

(λi−λj)2 .

(G.1)

Noting that

I2(b, s,N) = lim
a→0

a−
N(N−1)

2 I1(a, b, s,N) , I3(s,N) = lim
b→0

b−
N(N−1)

2 I2(b, s,N) , (G.2)

we see it is sufficient to calculate I1(a, b, s,N), and take the appropriate limits to recover
I2(b, s,N) and I3(s,N). Using the identity

N∏
i<j

2 sinh
(
λi − λj

2

)
=
∑
σ∈SN

(−1)σ
N∏
j=1

exp
((

N + 1
2 − σj

)
λj

)
, (G.3)

we may write

I1(a, b, s,N) = 1
N !

∫ N∏
i=1

dλi√
2π
e−

1
2s
∑N

i=1 λ
2
i

×
∑

σ,σ̂∈SN

(−1)σ+σ̂ exp

 N∑
j=1

[
a

(
N + 1

2 − σj
)

+ b

(
N + 1

2 − σ̂j
)] .

(G.4)

Recalling the Gaussian integration∫
dλ√
2π
e−

1
2sλ

2
ebλ =

√
sesb

2/2 , (G.5)
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we obtain

I1(a,b,s,N) = s
N
2

N !
∑

σ,σ̂∈SN

(−1)σ+σ̂ exp

s
2

N∑
j=1

[
a

(
N+1

2 −σj
)

+b
(
N+1

2 −σ̂j
)]2


= s

N
2
∑

σ′∈SN

(−1)σ′ exp

s
2

N∑
j=1

[
a

(
N+1

2 −σ′j
)

+b
(
N+1

2 −j
)]2

 ,

(G.6)

where σ′ denotes the relative permutation between σ and σ̂. We therefore find

I1(a, b, s,N) = s
N
2 e−

s(a+b)2N(N+1)2
8 e

s(a2+b2)N(N+1)(2N+1)
12

∑
σ′∈SN

(−1)σ′
N∏
j=1

esabjσ
′
j . (G.7)

Noting ∑
σ

(−1)σ
N∏
j=1

esabjσj = e
sabN(N+1)2

4

N∏
i<j

2 sinh
(
sab(j − i)

2

)
, (G.8)

where we have used our earlier identity (G.3) with λj → −sabj, we find

I1(a, b, s,N) = s
N
2 e

s(a2+b2)N(N+1)(N−1)
24

∏
i<j

2 sinh
(
sab(j − i)

2

)

= s
N
2 e

s(a2+b2)N(N+1)(N−1)
24

N−1∏
j=1

(
2 sinh

(
sabj

2

))N−j
.

(G.9)

We therefore also deduce

I2(b, s,N) = s
N2
2 b

N(N−1)
2 e

sb2N(N+1)(N−1)
24 G2(N + 1) , (G.10)

and
I3(s,N) = s

N2
2 G2(N + 1) , (G.11)

where one recalls the definition of the Barnes G-function

N−1∏
k=1

k! ≡ G2(N + 1) . (G.12)

We can extract the partition function of N = 4 U(N) SYM on S4 from

Z[S4] = (2π)
N
2 I3

(
g2

YM
16π2 , N

)
, (G.13)

and the partition function of N = 4 U(N) SYM on HS4 with Neumann boundary condi-
tions from

ZNeum.[HS4] = (2π)
N
2 lim
b→2π

I2

(
b,
g2

YM
8π2 , N

)
. (G.14)
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G.1 General NS5-like localization integrals

We also need to evaluate integrals of the form

Z[HS4] = 1
n1! . . . nN5 !

∫ N5∏
j=1

nj∏
`=1

dλj,`

N5−1∏
j=1

nj∏
`=1

e2πiαjλj,`

 e− 4π2
g2

YM

∑N

i=1 λ
2
N5,i

×
N∏
i<j

(λN5,i − λN5,j) sh(λN5,i − λN5,j)
N5−1∏
j=1

nj∏
k<`

sh2 (λj,k − λj,`)

×
N5−1∏
j=1

nj∏
k=1

nj+1∏
`=1

1
ch(λj,k − λj+1,`)

,

(G.15)

where we recall the notation

sh(x) ≡ 2 sinh πx , ch(x) ≡ 2 cosh πx . (G.16)

We are ultimately interested in taking the limit αi → 0. It will be convenient to introduce
the function

hs(α) ≡
∞∑
n=0

(−1)nse−(2n+1)πα =


1

ch(α) 2 - s
1

sh(α) 2 | s
. (G.17)

We let n0 ≡ 0, nm+1 ≡ N for notational ease. Additionally, we denote the index sets

Sa ≡ {na−1 + 1, na−1 + 2, . . . , na} . (G.18)

We will begin by showing that the integral

In1,...,ns+1(α1, . . . , αs) ≡
∫  ns∏

j=1
dλs,j

 e2πi
∑s

j=1 αj
∑

k∈Sj
λs,k

s∏
a=1

∏
k,`∈Sa
k<`

sh2(λs,k − λs,`)

s∏
a<b

∏
k∈Sa

∏
`∈Sb

sh(λs,k − λs,`)
ns∏
k=1

ns+1∏
`=1

1
ch(λs,k − λs+1,`)

(G.19)

is given by

In1,...,ns+1(α1, . . . , αs) = i−ns(ns+1−ns)

(ns+1 − ns)!
H̃s
n1,...,ns+1(α1, . . . , αs)

∑
σ∈Sns+1

∏s
a=1 e

2πiαa
∑na

`=1 λs+1,σ(`)∏s+1
a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,σ(k) − λs+1,σ(`))

,

(G.20)

where we have the recursive relation

H̃s
n1,...,ns+1(α1, . . . , αs) = hn1+ns+ns+1(α1 + . . .+ αs)n1 × H̃s−1

n2−n1,...,ns+1−n1(α2, . . . , αs) ,
(G.21)

with H̃1
n1,n2(α1) = hn2(α1)n1 .
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Proof. We can verify this claim inductively. To begin, we determine

In1,n2(α1) ≡
∫ ( n1∏

`=1
dλ1,`e

2πiα1λ1,`

)
n1∏
k<`

sh2(λ1,k − λ1,`)
n1∏
k=1

n2∏
`=1

1
ch(λ1,k − λ2,`)

. (G.22)

First, we integrate out the variable λ1,1. Specifically, we would like to evaluate∫
dλ1,1e

2πiα1λ1,1
n1∏
i=2

sh2(λ1,1 − λ1,i)
n2∏
j=1

1
ch(λ1,1 − λ2,j)

. (G.23)

Noting that the integrand is suppressed in the upper half plane for large |λ1| (when α1 > 0),
we may close the integration contour in the upper half plane and apply the residue theorem.
The poles occur at λ1,1 = λ2,j + (n+ 1/2)i for j ∈ {1, . . . , n2}, n ∈ N, and the contribution
to the integral from such a pole is given by

i−(n2−1)(−1)(n1−1)−nn2 × e2πiα1(λ2,j+(n+1/2)i)∏n1
i=2 ch2(λ2,j − λ1,i)∏n2

6̀=j sh(λ2,j − λ2,`)
. (G.24)

Consequently, summing over all of the poles, we find the full integral

i−(n2−1)+2(n1−1)hn2(α1)
n2∑
j1=1

e2πiα1λ2,j1
∏n1
i=2 ch2(λ1,i − λ2,j1)∏n2

` 6=j1 sh(λ2,j1 − λ2,`)
, (G.25)

and substituting this into I1 gives

i−(n2−1)+2(n1−1)

n1! hn2(α1)
n2∑
j1=1

e2πiα1λ2,j1∏
`6=j1 sh(λ2,j1 − λ2,`)

∫ ( n1∏
`=2

dλ1,`e
2πiα1λ1,`

)
n1∏

1<k<`
sh2(λ1,k − λ1,`)

n1∏
k=2

ch(λ1,k − λ2,j1)
n2∏
` 6=j1

1
ch(λ1,k − λ2,`)

 .

(G.26)

Applying this approach to each successive integration, we find after integrating out all of
the λ1,i variables that In1,n2(α1) is given by

i−n1(n2−n1)(−1)n1(n1−1)/2

n1! [hn2(α1)]n1
n2∑

j1 6=... 6=jn1

e
2πiα1

∑n1
`=1

λ2,j`
∏n1
a<b

sh(λ2,jb−λ2,ja)∏n2
` 6=j1

sh(λ2,j1−λ2,`) . . .
∏n2
` 6=j1,...,jn1

sh(λ2,jn1−λ2,`)

= i−n1(n2−n1)

n1!(n2−n1)! [hn2(α1)]n1
∑
σ∈Sn2

e
2πiα1

∑n1
`=1

λ2,σ(`)∏n1
k=1

∏n2
`=n1+1 sh(λ2,σ(k)−λ2,σ(`))

, (G.27)

which indeed is of the desired form.
Now suppose that the claim holds for In1,...,ns(α1, . . . , αs−1). To determine In1,...,ns+1

(α1, . . . , αs), we may again apply the residue theorem to perform the first n1 integrals∫ ( n1∏
`=1

dλs,`

)
e2πi(α1+...+αs)

∑n1
`=1 λs,`

n1∏
k<`

sh2 (λs,k − λs,`)

s∏
j=1

∏
a∈S0

∏
b∈Sj

sh (λs,a − λs,b)
∏
k∈S0

ns+1∏
`=1

1
ch(λs,k − λs+1,`)

,

(G.28)
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which gives

i−n1(ns+1−ns)+n1(n1−1)[hn1+ns+ns+1(α1+. . .+αs)]n1

ns+1∑
j1 6=... 6=jn1

e
2πi(α1+...+αs)

∑n1
k=1

λs+1,jk
∏n1
k<`

sh(λs+1,j`−λs+1,jk )
∏n1
k=1

∏ns
b=n1+1 ch(λs,b−λs+1,jk )∏ns+1

` 6=j1
sh(λs+1,j1−λs+1,`) . . .

∏ns+1
` 6=j1,...,jn1

sh(λs+1,jn1−λs+1,`)
.

(G.29)

Substituting this into In1,...,ns+1(α1, . . . , αs) gives

i−n1(ns+1−ns)[hn1+ns+ns+1(α1 + . . .+ αs)]n1

ns+1∑
j1 6=... 6=jn1

e2πi(α1+...+αs)
∑n1

k=1 λs+1,jk
∏n1
k<` sh(λs+1,jk − λs+1,j`)∏ns+1

` 6=j1 sh(λs+1,j1 − λs+1,`) . . .
∏ns+1
` 6=j1,...,jn1

sh(λs+1,jn1
− λs+1,`)∫  ns∏

`=n1+1
dλs,`

 e2πiα2
∑n2

`=n1+1 λs,` . . . e
2πiαs

∑ns
`=n1+1 λs,`

s−1∏
a=1

na+1∏
na<k<`

sh2 (λs,k − λs,`)

s∏
1<a<b

∏
i∈Sa

∏
j∈Sb

sh (λs,i − λs,j)
ns∏

k=n1+1

ns+1∏
`6=j1,...,jn1

1
ch(λs,k − λs+1,`)

. (G.30)

Evidently, the integral appearing in this expression is simply

In2−n1,n3−n1,...,ns+1−n1(α2, . . . , αs) , (G.31)

which by inductive hypothesis is

i−(ns−n1)(ns+1−ns)H̃s−1
n2−n1,...,ns+1−n1(α2, . . . , αs)∑

jn1+1 6=... 6=jns

∏s
a=2 e

2πiαa
∑na

`=n1+1 λs+1,j`∏s+1
1<a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,jk − λs+1,j`)

.
(G.32)

Thus, we have

In1,...,ns+1(α1, . . . , αs)
= i−ns(ns+1−ns)[hn1+ns+ns+1(α1 + . . .+ αs)]n1H̃s−1

n2−n1,...,ns+1−n1(α2, . . . , αs)
ns+1∑

j1 6=... 6=jns

∏s
a=1 e

2πiαa
∑na

k=1 λs+1,jk
∏n1
k<` sh(λs+1,jk − λs+1,j`)∏ns+1

6̀=j1 sh(λs+1,j1 − λs+1,`) . . .
∏ns+1
6̀=j1,...,jn1

sh(λs+1,jn1
− λs+1,`)

× 1∏s+1
1<a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,jk − λs+1,j`)

= i−ns(ns+1−ns)

(ns+1 − ns)!
H̃s
n1,...,ns(α1, . . . , αs)

∑
σ∈Sns+1

∏s
a=1 e

2πiαa
∑na

k=1 λs+1,σ(k)∏s+1
a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,σ(k) − λs+1,σ(`))

,

(G.33)

which verifies the claim.
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We now claim that performing the integral

Is ≡
1

n1! . . . ns!

∫ ( s∏
a=1

na∏
`=1

dλa,`e
2πiαaλa,`

)
s∏

a=1

na∏
k<`

sh2 (λa,k − λa,`)
s∏

a=1

na∏
k=1

na+1∏
`=1

1
ch(λa,k − λa+1,`)

(G.34)
yields

Is = i−
∑s−1

`=0 (n`+1−n`)(ns+1−n`+1)∏s
`=0(n`+1 − n`)!

H(n1,...,ns+1)(α1, . . . , αs)

∑
σ∈Sns+1

∏s
a=1 e

2πiαa
∑na

`=1 λs+1,σ(`)∏s+1
a<b

∏
i∈Sa

∏
j∈Sb sh(λs+1,σ(i) − λs+1,σ(j))

,

(G.35)

where H(n1,...,ns+1)(α1, . . . , αs) is an expression involving the hn(α), given recursively by

H(n1,...,ns+1)(α1, . . . , αs) = H(n1,...,ns)(α1, . . . , αs−1)H̃s
n1,...,ns+1(α1, . . . , αs) , (G.36)

and H(n1,n2)(α1) = hn2(α1)n1 .

Proof. We can inductively verify our expression for Is, using our previous inductive result.
We have already checked the base case above. Now suppose that the claim holds for Is−1.
We have by induction hypothesis

Is = 1
ns!

∫ ( ns∏
`=1

dλs,`e
2πiαsλs,`

)
ns∏
k<`

sh2 (λs,k − λs,`)
ns∏
k=1

ns+1∏
`=1

1
ch(λs,k − λs+1,`)

× i−
∑s−2

`=0 (n`+1−n`)(ns−n`+1)∏s−1
`=0(n`+1 − n`)!

H(n1,...,ns)(α1, . . . , αs−1)

×
∑
σ∈Sns

e2πiα1
∑n1

`=1 λs,σ(`) . . . e2πiαs−1
∑ns−1

`=1 λs,σ(`)∏s
a<b

∏
i∈Sa

∏
j∈Sb sh(λs,σ(i) − λs,σ(j))

=
i−
∑s−2

`=0 (n`+1−n`)(ns−n`+1)H(n1,...,ns)(α1, . . . , αs−1)∏s−1
`=0(n`+1 − n`)!

∫ ( ns∏
`=1

dλs,`

)

× e2πiα1
∑n1

`=1 λs,` . . . e2πiαs
∑ns

`=1 λs,`
s−1∏
i=0

ni+1∏
ni<k<`

sh2 (λs,k − λs,`)

×
s∏
a<b

∏
i∈Sa

∏
j∈Sb

sh (λs,i − λs,j)
ns∏
k=1

ns+1∏
`=1

1
ch(λs,k − λs+1,`)

.

(G.37)

But the integral appearing in this expression is of the form encountered in our previous
claim, and is thus given by

In1,...,ns+1(α1, . . . , αs) = i−ns(ns+1−ns)

(ns+1 − ns)!
H̃s
n1,...,ns+1(α1, . . . , αs)

∑
σ∈Sns+1

∏s
a=1 e

2πiαa
∑na

`=1 λs+1,σ(`)∏s+1
a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,σ(k) − λs+1,σ(`))

,

(G.38)
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so

Is =
i−ns(ns+1−ns)−

∑s−2
`=0 (n`+1−n`)(ns−n`+1)H(n1,...,ns)(α1, . . . , αs−1)∏s

`=0(n`+1 − n`)!
H̃s
n1,...,ns+1(α1, . . . , αs)

∑
σ∈Sns+1

∏s
a=1 e

2πiαa
∑na

`=1 λs+1,σ(`)∏s+1
a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,σ(k) − λs+1,σ(`))

. (G.39)

We note that

ns(ns+1 − ns) +
s−2∑
`=0

(n`+1 − n`)(ns − n`+1)

= (ns − ns−1)(ns+1 − ns) +
s−2∑
`=0

(n`+1 − n`)(ns+1 − n`+1) ,
(G.40)

so

Is =
i−
∑s−1

`=0 (n`+1−n`)(ns−n`+1)H(n1,...,ns+1)(α1, . . . , αs)∏s
`=0(n`+1 − n`)!∑

σ∈Sns+1

∏s
a=1 e

2πiαa
∑na

`=1 λs+1,σ(`)∏s+1
a<b

∏
k∈Sa

∏
`∈Sb sh(λs+1,σ(k) − λs+1,σ(`))

,

(G.41)

as desired.

Using the above claim to perform all of the integrals except those with respect to the
bulk zero modes, the partition function from the beginning of this subsection is

Z[HS4] = i−
∑N5−2

`=0 (n`+1−n`)(nN5−n`+1)∏N5−1
`=0 (n`+1 − n`)!

lim
α1,...,αN5−1→0

H(n1,...,nN5 )(α1, . . . , αN5−1)

∫ ( N∏
i=1

dλi

)
e
− 4π2
g2

YM

∑N

i=1 λ
2
i
N5−1∏
a=1

e2πiαa
∑na

`=1 λ`
N∏
i<j

(λi − λj)

N5∏
a=1

∏
i,j∈Sa
i<j

sh(λi − λj) .

(G.42)

We may as well take α1 = . . . = αN5−1 before taking the limit. We may therefore write

Z[HS4] = i−
∑N5−2

`=0 (n`+1−n`)(nN5−n`+1)∏N5−1
`=0 (n`+1 − n`)!

lim
α,a→0

lim
b→2π

a−N(N−1)/2H(n1,...,nN5 )(α)

∫ ( N∏
i=1

dλi

)
e−

1
2s
∑N

i=1 λ
2
i

N5−1∏
c=1

e2πiαc
∑nc

`=1 λ`

N∏
i<j

sh
(
a(λi − λj)

2π

) N5∏
c=1

∏
i,j∈Sc
i<j

sh
(
b(λi − λj)

2π

)
,

(G.43)
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where we let s ≡ g2
YM

8π2 and H(n1,...,nN5 )(α) ≡ H(n1,...,nN5 )(α, . . . , α). Again using the iden-
tity (G.3), we may express

I ≡
∫ ( N∏

i=1
dλi

)
e−

1
2s
∑N

i=1 λ
2
i

N5−1∏
c=1

e2πiαc
∑nc

`=1 λ`

N∏
i<j

sh
(
a(λi − λj)

2π

) N5∏
c=1

∏
i,j∈Sc
i<j

sh
(
b(λi − λj)

2π

) (G.44)

as

I =
∫ ( N∏

i=1
dλi

)
e−

1
2s
∑N

i=1λ
2
i

N5−1∏
c=1

e2πiαc
∑nc

`=1λ`

 ∑
σ∈SN

(−1)σ
N∏
j=1

ea(
N+1

2 −σj)λj
 N5∏
c=1

 ∑
σc∈Snc−nc−1

(−1)σc
∏
j∈Sc

e
b

(
nc−nc−1+1

2 −σc,j−nc−1

)
λj

 .

(G.45)

Performing the Gaussian integrals, one finds

I = (2πs)N/2
∑
σ∈SN

(−1)σ
∑

σ1,...,σm+1

(−1)σ1+...+σm

N5∏
c=1

∏
j∈Sc

e
s
2

[
a(N+1

2 −σj)+b
(
nc−nc−1+1

2 −σc,j−nc−1

)
+2πi(N5−c)α

]2 ,

(G.46)

and thus, defining `c ≡ nc − nc−1 (the linking numbers in the case with only NS5-branes),

I = (2πs)N/2e
sa2N(N−1)(N+1)

24 + sb2
24
∑N5

c=1 `c(`c−1)(`c+1)−2π2sα2
∑N5

c=1(N5−c)2`c

eπi(N+1)sαa
∑N5

c=1(N5−c)`c
∑

σ1,...,σN5

(−1)σ1+...+σN5
∑
σ∈SN

(−1)σ
N∏
j=1

e−µjσj ,
(G.47)

where

µj ≡ sab
(
`c + 1

2 − σc,j−nc−1

)
+ 2πisaα(N5 − c) for j ∈ Sc . (G.48)

That is, using the identity (G.3) above, the Gaussian integral gives

I = (2πs)N/2e
sa2N(N−1)(N+1)

24 + sb2
24
∑N5

c=1 `c(`c−1)(`c+1)−2π2sα2
∑N5

c=1(N5−c)2`c

∑
σ1,...,σN5

(−1)σ1+...+σN5

N∏
i<j

sh
(
µi − µj

2π

)
.

(G.49)
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We therefore have

Z[HS4] = i−
∑N5−2

`=0 (n`+1−n`)(nN5−n`+1)∏N5−1
`=0 (n`+1 − n`)!

lim
α,a→0

lim
b→2π

a−N(N−1)/2H(n1,...,nN5 )(α)

(2πs)N/2e
sa2N(N−1)(N+1)

24 + sb2
24
∑N5

c=1 `c(`c−1)(`c+1)−2π2sα2
∑N5

c=1(N5−c)2`c

∑
σ1,...,σN5

(−1)σ1+...+σN5

N5∏
c=1

∏
i,j∈Sc
i<j

sh
(
sab(σc,j−nc−1 − σc,i−nc−1)

2π

)
N5∏
c<d

∏
i∈Sc

∏
j∈Sd

sh
(
sab(σd,j−nd−1 − σc,i−nc−1)

2π + sab(`c − `d)
4π + isaα(d− c)

) .

(G.50)

Taking the a→ 0 and b→ 2π limits gives

Z[HS4] = i−
∑N5−2

`=0 (n`+1−n`)(nN5−n`+1)
(
g2

YM
4π

)N2
2

e
g2

YM
48
∑N5

c=1 `c(`c−1)(`c+1)

×
N5∏
c=1

G2(`c + 1) lim
α→0

H(n1,...,nN5 )(α)e−2π2sα2
∑N5

c=1(N5−c)2`c

×

N5∏
c<d

`c∏
i=1

`d∏
j=1

(
(j − i) + (`c − `d)

2 + iα(d− c)
) .

(G.51)

Now, we claim that

lim
α→0

H̃s
n1,...,ns+1(α)

s∏
d=1

(nc−nc−1)∏
i=1

(ns+1−ns)∏
j=1

(
(j−i)− (ns+1−ns)−(nc−nc−1)

2 +iα(s+1−c)
)

= 2−ns
s∏
c=1

((`s+1−`c)!!)`c
`c−1∏
k=1

(
`s+1−`c

2 +k
)`c−k2

×
∏

c∈{1,...,s}
(`c−`s+1)≡0(mod 2)

(
i

π

)`c
(−1)

`c
2 (`s+1−1)2−(`s+1−`c)`c

×
∏

c∈{1,...,s}
(`c−`s+1)≡1(mod 2)

(−1)
`c`s+1

2 2−(`s+1−`c+1)`c . (G.52)

Proof. We may verify this by induction. The base case s = 1 is straightforward to verify
individually for the cases `1 − `2 even and odd.

– 58 –



J
H
E
P
0
2
(
2
0
2
1
)
2
2
2

Now suppose that the claim holds for some s = p − 1; then by induction hypothesis,
we have

lim
α→0

H̃p
n1,...,np+1(α)

p∏
c=1

(nc−nc−1)∏
i=1

(np+1−np)∏
j=1

(
(j−i)+ (nc−nc−1)−(np+1−np)

2 +iα(p+1−c)
)

= lim
α→0

hn1+np+np+1(pα)n1
`1∏
i=1

`p+1∏
j=1

(
(j−i)+ `1−`p+1

2 +iαp
)

×2−(np−n1)
p∏
c=2

((`p+1−`c)!!)`c
`c−1∏
k=1

(
`p+1−`c

2 +k
)`c−k2

×
∏

c∈{2,...,p}
(`c−`p+1)≡0(mod 2)

(
i

π

)`c
(−1)

`c
2 (`p+1−1)2−(`p+1−`c)`c

×
∏

c∈{2,...,p}
(`c−`p+1)≡1(mod 2)

(−1)
`c`p+1

2 2−(`p+1−`c+1)`c . (G.53)

If n1 + np + np+1 is odd, then `1 − `p+1 = n1 + np − np+1 is odd, so

lim
α→0

hn1+np+np+1(pα)n1
`1∏
i=1

`p+1∏
j=1

(
(j − i) + `1 − `p+1

2 + iαp

)

= 2−n1(−1)
`1
2 (`p+1−`1+1)

((1
2

)
×
(3

2

)
× . . .×

(
`p+1 − `1

2 − 1
)
×
(
`p+1 − `1

2

))2`1

× (−1)
`1
2 (`1−1)

`1−1∏
k=1

(
`p+1 − `1

2 + k

)2(`1−k)
, (G.54)

and thus

lim
α→0

H̃p
n1,...,np+1(α)

p∏
c=1

(nc−nc−1)∏
i=1

(np+1−np)∏
j=1

(
(j−i)+ (nc−nc−1)−(np+1−np)

2 +iα(p+1−c)
)

= 2−np
p∏
c=1

((`p+1−`c)!!)`c
`c−1∏
k=1

(
`p+1−`c

2 +k
)`c−k2

×
∏

c∈{1,...,p}
(`c−`p+1)≡0(mod 2)

(
i

π

)`c
(−1)

`c
2 (`p+1−1)2−(`p+1−`c)`c

×
∏

c∈{1,...,p}
(`c−`p+1)≡1(mod 2)

(−1)
`c`p+1

2 2−(`p+1−`c+1)`c , (G.55)
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which is of the desired form. On the other hand, if n1 + np + np+1 is even, then

lim
α→0

hn1+np+np+1(pα)n1
`1∏
i=1

`p+1∏
j=1

(
(j−i)+ `1−`p+1

2 +iαp
)

=
(
i

2π

)−n1

(−1)
`1
2 (`p+1−`1)

(
1×2×. . .×

(
`p+1−`1

2 −1
)
×
(
`p+1−`1

2

))2`1

×(−1)
`1
2 (`1−1)

`1−1∏
k=1

(
`p+1−`1

2 +k
)2(`1−k)

,

(G.56)

and thus

lim
α→0

H̃p
n1,...,np+1(α)

p∏
c=1

(nc−nc−1)∏
i=1

(np+1−np)∏
j=1

(
(j−i)+ (nc−nc−1)−(np+1−np)

2 +iα(p+1−c)
)

= 2−np
p∏
c=1

((`p+1−`c)!!)`c
`c−1∏
k=1

(
`p+1−`c

2 +k
)`c−k2

×
∏

c∈{1,...,p}
(`c−`p+1)≡0(mod 2)

(
i

π

)`c
(−1)

`c
2 (`p+1−1)2−(`p+1−`c)`c

×
∏

c∈{1,...,p}
(`c−`p+1)≡1(mod 2)

(−1)
`c`p+1

2 2−(`p+1−`c+1)`c , (G.57)

again of the desired form. This establishes the claim.

We can use the above claim in an inductive argument to establish

lim
α→0

H(n1,...,nN5 )(α)

N5∏
c<d

`c∏
i=1

`d∏
j=1

(
(j − i) + (`c − `d)

2 + iα(d− c)
)

= 2−
∑N5−1

i=1 ni
∏
c<d

((`d − `c)!!)`c
`c−1∏
k=1

(
`d − `c

2 + k

)`c−k2

×
∏

{c<d:`cd≡0 (mod 2)}

(
i

π

)`c
(−1)

`c
2 (`d−1)2−(`d−`c)`c

×
∏

{c<d:`cd≡1 (mod 2)}
(−1)

`c`d
2 2−(`d−`c+1)`c

(G.58)

Indeed, the base case N5 = 2 coincides with the base case of the previous claim. Now,
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suppose that the claim holds for some N5. Then we have by induction hypothesis

lim
α→0

H(n1,...,nN5+1)(α)

N5+1∏
c<d

`c∏
i=1

`d∏
j=1

(
(j − i) + (`c − `d)

2 + iα(d− c)
)

= 2−
∑N5−1

i=1 ni
∏
c<d

((`d − `c)!!)`c
`c−1∏
k=1

(
`d − `c

2 + k

)`c−k2

×
∏

{c<d:`cd≡0 (mod 2)}

(
i

π

)`c
(−1)

`c
2 (`d−1)2−(`d−`c)`c

×
∏

{c<d:`cd≡1 (mod 2)}
(−1)

`c`d
2 2−(`d−`c+1)`c

× lim
α→0

H̃N5
n1,...,nN5+1(α)

N5∏
c=1

`c∏
i=1

`N5+1∏
j=1

(
(j − i) + `d − `c

2 + iα(N5 + 1− c)
)
,

(G.59)

so the previous claim provides the desired result. We may therefore deduce

Z[HS4] = i−
∑N5−2

`=0 (n`+1−n`)(nN5−n`+1)
(
g2

YM
4π

)N2
2

e
g2

YM
48
∑N5

c=1 `c(`c−1)(`c+1)

×

N5∏
c=1

G2(`c + 1)

 2−
∑N5−1

i=1 ni
N5∏
c<d

((`d − `c)!!)`c
`c−1∏
k=1

(
`d − `c

2 + k

)`c−k2

×
∏

{c<d:`cd≡0 (mod 2)}

(
i

π

)`c
(−1)

`c
2 (`d−1)2−(`d−`c)`c

×
∏

{c<d:`cd≡1 (mod 2)}
(−1)

`c`d
2 2−(`d−`c+1)`c . (G.60)

If we denote

εcd ≡

0 `cd ≡ 0 (mod 2)
1 `cd ≡ 1 (mod 2)

, (G.61)

then we can write

Z[HS4] = i−
∑N5−2

`=0 (n`+1−n`)(nN5−n`+1)
(
g2

YM
4π

)N2
2

e
g2

YM
48
∑N5

c=1 `c(`c−1)(`c+1)

×

N5∏
c=1

G2(`c + 1)

 2−
∑N5−1

i=1 ni
N5∏
c<d


((`d − `c)!!)`c

`c−1∏
k=1

(
`d − `c

2 + k

)`c−k2

× (−1)
`c`d

2 π−(1−εcd)`c2−(`d−`c+εcd)`c

 ,
(G.62)
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that is,

Z[HS4] = (2π)−
∑N5−1

i=1 ni

(
g2

YM
4π

)N2
2

e
g2

YM
48
∑N5

c=1 `c(`c−1)(`c+1)

N5∏
c=1

G2(`c + 1)


×

N5∏
c<d

2−(`d−`c)`c
(
π

2

)εcd`c ((`d − `c)!!)`c
`c−1∏
k=1

(
`d − `c

2 + k

)`c−k2
 .

(G.63)

H Statistics of boundary F : details

To understand the behaviour of F SUGRA
∂ , which is easier to analyze analytically than F∂

and provides a good approximation for large N and suitable linking numbers, we will mo-
mentarily consider the contribution to the λ-independent term in F SUGRA

∂ , proportional to

F0(pA) ≡
∑
A,B

[
(pA + pB)2 ln

(
(pA + pB)2)− (pA − pB)2 ln

(
(pA − pB)2)] , (H.1)

where pA = LA/N for D5-branes or pA = KA/N for NS5-branes. Using concavity of the
logarithm, we find inequality

F0(pA) ≥
∑
A,B

[
(pA + pB)2 ln

(
(pA + pB)2)− (pA − pB)2 ln

(
(pA + pB)2)]

= 8
∑
A,B

pApB ln(pA + pB) ≥ 8
∑
A,B

pApB

(
ln 2 + 1

2 ln pA + 1
2 ln pB

)
= 8 ln 2 + 8

∑
A

pA ln pA = 8 ln 2− 8S(pA) ,

(H.2)

where S(pA) is the classical entropy of the probability distribution. The smallest possi-
ble value for the right hand side of our inequality is 8 ln(2/N), realized on the maximum
entropy distribution

p1 = . . . = pN = 1
N
. (H.3)

And in fact, for this particular distribution, the inequality is saturated and one finds

F0

(
p1 = . . . = pN = 1

N

)
= 8 ln(2/N) . (H.4)

We may therefore deduce that F0(pA) is minimized for the maximum entropy probability
distribution.

On the other hand, we note that if p1, p2 ≤ 1
2 , then

0 ≥
[
(p1 + p2)2 ln

(
(p1 + p2)2)− (p1 − p2)2 ln

(
(p1 − p2)2)] , (H.5)

while if 1
2 ≤ p1 ≤ 1 and 0 < p2 ≤ 1− p1 then

8p1p2 ln(4p2
1) ≥ 2

[
(p1 + p2)2 ln

(
(p1 + p2)2)− (p1 − p2)2 ln

(
(p1 − p2)2)]+ 4p2

2 ln(4p2
2) .
(H.6)
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Consequently, one finds that if the distribution {pA} has p1, . . . , pN ≤ 1
2 , then

F0(pA) ≤ 0 , (H.7)

whereas if p1 ≥ 1
2 and p2, . . . , pN ≤ 1

2 , then

F0(pA)≤ 4p2
1 ln(4p2

1)+2
∑
A>1

[
(p1+pA)2 ln

(
(p1+pA)2)−(p1−pA)2 ln

(
(p1−pA)2)]

+4
∑
A>1

p2
A ln(4p2

A)+2
∑

B>A>1

[
(pA+pB)2 ln

(
(pA+pB)2)−(pA−pB)2 ln

(
(pA−pB)2)]

≤ 4p2
1 ln(4p2

1)+4
∑
A>1

p2
A ln(4p2

A)

+2
∑
A>1

[
(p1+pA)2 ln

(
(p1+pA)2)−(p1−pA)2 ln

(
(p1−pA)2)]

≤ 4p2
1 ln(4p2

1)+8p1(1−p1) ln(4p2
1) = 4p1(2−p1) ln(4p2

1) . (H.8)

The right hand side of this inequality is a monotonically increasing function, so it is max-
imized at p1 = 1, where it is equal to 4 ln 4. In fact, the minimum entropy distribution

p1 = 1 , p2 = . . . = pN = 0 (H.9)

saturates this inequality, and one can see that

F0 (p1 = 1, p2 = . . . = pN = 0) = 4 ln 4 . (H.10)

Thus, F0(pA) is maximized for the minimum entropy probability distribution.
We can apply these considerations to determine for which boundary conditions con-

sisting of D5-branes only or NS5-branes only F SUGRA
∂ will be maximized or minimized.

For D5-brane boundary conditions, we found

F SUGRA
∂ = N2

4

(3
2 + ln

(
λ

4π2N2

))
− π2N4

3λ
∑
A

p3
A −

N2

16 F0(pA) . (H.11)

The term in parentheses is independent of the choice of boundary condition, while the
remaining terms are both minimized (maximized) on the minimum (maximum) entropy
probability distributions. Thus, we can conclude that F SUGRA

∂ is minimized (maximized)
on the minimum (maximum) entropy probability distributions. Similarly, for NS5-brane
boundary conditions, we found

F SUGRA
∂ = N2

4

(3
2 + ln

( 4
λ

))
− λN2

48
∑
A

p3
A −

N2

16 F0(pA) , (H.12)

so F SUGRA
∂ is again minimized (maximized) on the minimum (maximum) entropy proba-

bility distributions.
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I Calculation of boundary F in a bottom-up model

In this appendix, we will compute the boundary F in a bottom-up holographic model of
a BCFT where the boundary in the CFT gives rise to an end-of-the-world (ETW) brane
with tension T . Here, the vacuum solution may be described as a portion of pure AdS
spacetime described by x/z < T√

1−T 2 in Fefferman-Graham coordinates, with an ETW
brane at x/z = T√

1−T 2 [40]. Defining z = w cos(θ) and x = w sin(θ), we can write the
metric as

ds2 = L2dθ2

cos2(θ) + L2

w2 cos2 θ
(dw2 − dt2 + dx2

⊥) , (I.1)

and the ETW now appears at θ = arcsin(T ). The extremal surface corresponds to the
hemisphere w = R; using the result (C.7), we have that the regulated area of the extremal
surface is

L3
∫ arcsin(T )

−π/2+arcsin(ε/R)

dθ

cos3 θ
2π
(
R cos(θ)

ε
− 1

)
(I.2)

From this, we need to subtract off half the regulated area of the hemispherical surface in
pure AdS corresponding to a boundary ball of radius R. This area is

AreaAdS = L3
∫ cos−1 ε

R

0
dθ

4π sin2 θ

cos3 θ

= L3
(

2πR2

ε2
− 2π ln 2R

ε
− π +O(ε2)

)
. (I.3)

Using these results and applying the definitions (2.4), (2.7), (2.8), we find that

F∂ = L3π

4G

(
T

1− T 2 + 1
2 ln 1 + T

1− T

)
. (I.4)

This gives a monotonic relation between boundary F and the tension parameter T , where
F∂ is an odd function of T and where F∂ → ±∞ for T → ±1.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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