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1 Introduction

Integrability possesses an essential role in modern field theory. Not only it reveals a rich

structure of conserved quantities that shape the physics of the system, but it also states

that the theory is solvable for any choice of the coupling constant. Since holography relates
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the worldsheet theory of the superstring to a quantum field theory, integrable structures

in string theory have won a prominent role in leading the way to new integrable gauge

theories, [1–3]. Even the most successful calculations on the standard AdS/CFT corre-

spondence, between AdS5× S5 supergravity and N = 4 super Yang-Mills theory, rely on

the complete integrability of the system.

However, spotting integrable structures can prove to be quite a challenging task. In-

tegrability depends on the existence of a Lax connection on the cotangent bundle of the

theory, while no standard recipe is provided to acquire such a construction. In fact, there

is not even an a priori reason to decide whether such a connection does exist. That is,

unless we acknowledge the theory to be non-integrable. Therefore, integrable systems are

mainly obtained as structure-preserving deformations of known integrable theories, [4–7].

Through the limitations of the classic methods of integrability, analytic non-

integrability manifests itself in a dialectic way. Considering Hamiltonian systems of equa-

tions, analytic non-integrability makes use of Galois theory on differential equations to

produce a statement on the structure of these systems. The arguments of differential

Galois theory on second order, ordinary, linear differential equations were brought to an

algebraic form by Kovacic [8], who also provided an explicit algorithm that produces the

Liouvillian solutions of such equations, if any.

In terms of supergravity, we choose a string embedding that produces the kind of differ-

ential equations of motion that can be examined under Kovacic’s theorem, [9–26]. Since an

integrable theory has all of its dynamical sectors integrable, then every possible string con-

figuration must echo integrable dynamics. Even a single sector exhibiting non-integrable

behavior is enough to declare a supergravity vacuum as non-integrable. Therefore, we

choose an embedding complicated enough to provoke the possibly non-integrable structure

of the background but, at the same time, simple enough to produce the kind of differential

equations we can examine under differential Galois theory.

On another approach, S-matrix factorization on the worldsheet theory of the string

was used to provide certain conditions of non-integrability, [27–30], while very recently a

reconciliation began to arise between both non-integrability tools, [31].

The present work, which employs differential Galois theory, comes as advertised and

proves a recently discovered AdS3 supergravity family, [32–35], to be classically non-

integrable. That is, up to the trivial cases where the background reduces to the Abelian

and non-Abelian T-dual of AdS3× S3×T4. These massive IIA vacua are classified in [32]

in two distinct classes of backgrounds, from which we consider certain solutions of the

form AdS3× S2×R×CY2 as in [34]. The solutions preserve small N = (0, 4) supersymme-

try and are associated with D8−D6−D4−D2 Hanany-Witten brane set-ups. Holography

suggests these backgrounds to be dual to two-dimensional quiver quantum field theories.

Special holographic features of the AdS3/CFT2 duality over the solutions we consider were

studied in [36]. Other warped massive IIA AdS3 supergravities, associated with similar

brane set-ups, were introduced in [37, 38], while an extensive study of two-dimensional

N = (0, 4) quiver gauge theories was performed in [39].

At the same time, this article also aims to clarify the proper use of Kovacic’s theorem

on parametrized differential equations. In particular, we emphasize that failure of Kovacic’s
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algorithm — which is implemented in every algebra software — on a parametrized equation

does not imply absence of Liouvillian solutions. It just states that not all choices of the

parameters lead to an integrable equation. It does certainly not say that there are no

particular selections among them that lead to integrability. Hence, if full generality on

the parameters is demanded, then failure of Kovacic’s algorithm indeed declares the non-

integrability of the system. On the other hand, if the problem allows its parameters to be

adjustable, no such statement can be made.

In the latter case, we must enforce the full power of Kovacic’s theorem and go over

its analytic algorithm by hand. If special parameter selections (that lead to an integrable

structure) exist, then Kovacic’s analytic algorithm will find them all, along with their

associated solutions. If there are no such selections, then we can safely declare our system

as non-integrable.

This is exactly what happens in our case. The AdS3 supergravity family we consider

is defined on general parameters whose adjustment equals picking different supergravity

backgrounds. Therefore, the failure of Kovacic’s algorithm here just states that not all

possible backgrounds are integrable. It does not say that there are no integrable ones,

among the whole family. But this is to be expected. It is the possible special combinations

of these parameters, i.e. the particular supergravity backgrounds, that we are interested in.

By demanding consistency on the supergravity brane set-ups, we show that the parameters

are constrained in such a way that no integrable backgrounds of this supergravity family

can exist. That is, as restated, up to the trivial cases where the background reduces to the

Abelian and non-Abelian T-dual of AdS3× S3×T4.

The plan of this paper is as follows. In section 2, we present the backgrounds of

the form AdS3× S2 × R×CY2 in a general manner and give a qualitative picture of their

features. In section 3, we construct our string embedding and produce its equations of

motion. By choosing a simple solution of these equations, we find the dynamical fluctu-

ations around it. In sections 4, 5 we independently study the two classes of the AdS3

backgrounds, by applying differential Galois theory on their associated fluctuations. Each

class corresponds to a different kind of brane set-ups and, thus, exhibits different restric-

tions on its background parameters. By employing Kovacic’s analytic algorithm, we show

that in both supergravity classes these restrictions forbid integrability for all the possible

backgrounds. Finally, in section 6, we summarize our results and give a review of our

method as a concrete non-integrability tool.

2 AdS3 × S2 × R×CY2 vacua

Let us outline the supergravity vacua that we are about to consider. It is essential to

understand the basic aspects of these backgrounds, since it is the physical restrictions on

their parameters that will ultimately decide the fate of their (non-) integrability.

The massive IIA supergravity vacua first constructed in [32] split in two distinct classes,

Class I and II. From each class, we pick the solutions of the form AdS3× S2 × R×CY2 as

in [34]. From now on, Class I and II will indicate this particular choice. Both classes have
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NS-NS sector, in string frame,

ds2 = f1 ds2
AdS3

+ f2 ds2
S2 +

dρ2

f1
+ f3 ds2

CY2

B2 = f4 volS2 e−Φ = f5 fi = fi (u, h4, h8)

(2.1)

where u, h4, h8 are functions of the coordinates {ρ,CY2}, left to be defined. The RR sector,

consisting of F0, F2 and F4, won’t be needed here. These backgrounds enjoy a bosonic

SL(2) × SU(2) isometry, they have eight supercharges and were proposed to be dual to

N = (0, 4) CFTs in two dimensions. Here we will consider the solutions on which the

symmetries of CY2 are globally respected. This restricts the internal Calabi-Yau manifold

to be either

CY2 = T4 or CY2 = K3 (2.2)

and the warp factors to be fi = fi(ρ), i.e. u = u(ρ), h4 = h4(ρ) and h8 = h8(ρ). The

warp factor dependence on these functions will be specified for each supergravity class

accordingly in the sections to follow. Preservation of the N = (0, 4) supersymmetry and

the Bianchi identities imply

u′′(ρ) = 0 h′′4(ρ) = h′′8(ρ) = 0 (2.3)

respectively. Therefore, all the defining functions are linear in ρ. In accordance with [32],

we parametrize them as

u(ρ) = c2 + c3ρ h4(ρ) = c4 + c5ρ h8(ρ) = c1 + F0ρ (2.4)

where all ci are real. For the new solutions to be associated with Hanany-Witten brane

set-ups, these funtions are defined piecewise on the intervals ρ ∈ [2πk, 2π(k + 1)], k ∈ Z.

Imposing that the functions vanish at ρ = 0 where the space begins, we get

h4(ρ) = Υ


c05
2πρ 0 ≤ ρ ≤ 2π

ck4 +
ck5
2π (ρ− 2πk) 2πk ≤ ρ ≤ 2π(k + 1)

cP4 +
cP5
2π (ρ− 2πP ) 2πP ≤ ρ ≤ 2π(P + 1)

(2.5)

h8(ρ) =


F 0
0

2π ρ 0 ≤ ρ ≤ 2π

ck1 +
Fk0
2π (ρ− 2πk) 2πk ≤ ρ ≤ 2π(k + 1)

cP1 +
FP0
2π (ρ− 2πP ) 2πP ≤ ρ ≤ 2π(P + 1)

(2.6)

and u(ρ) = c3
2πρ. Υ is just a constant that may be normalized conveniently. The first

derivatives of h4, h8 present discontinuities at ρ = 2kπ where D4 and D8 branes are

located,1 while u′′ = 0 across all intervals as dictated by global supersymmetry. The

discontinuities in the RR sector, that are interpreted as localized branes along ρ, modify the

1We omit to present the explicit dependence of the RR sector to h4,h8 (which, like the NS sector, differs

for each class of vacua) to avoid unnecessary formulas. However, the restless reader is prompted to [32] for

details or to [34] for a clearer review.
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Bianchi identities appropriately with delta functions. Note that in order for supergravity

to be trustable, {c1, . . . , c5, F0, P} have to be large.

Continuity of the NS-NS sector implies continuity of the h4, h8 functions across the ρ

intervals. This leads to

ck+1
4 = ck4 + ck5 ck+1

1 = ck1 + F k0 (2.7)

which in turn gives

ck+1
4 =

k∑
j=0

ck5 ck+1
1 =

k∑
j=0

F k0 (2.8)

In order to gain a better feel on the parameters {c1, . . . , c5, F0} we consider, as an example,

the RR charges of Class I supergravity, in the intervals [2πk, 2π(k + 1)]. For α′ = gs = 1,

a Dp-brane is charged under QDp = (2π)p−7
∫

Σ8−p
F8−p, thus in our set-up they read2

QD8 = F k0 QD6 =
1

2π

∫
S2
F2 ∼ ck1

QD4 =
1

8π3

∫
CY2

F4 ∼ ck5 QD2 =
1

32π5

∫
CY2×S2

F6 ∼ ck4

(2.9)

and QNS = 1
4π2

∫
ρ×S2 H3 = P +1. A study of the Bianchi identities reveals that no explicit

D2 and D6 branes are present in the geometry, just their fluxes.3 This associates their

amount, ck4 and ck1 respectively, with the ranks of the (color) gauge groups in the dual field

theory. On the other hand, as restated, D8 and D4 branes do exist in the geometry and

modify the Bianchi identities by a delta function. Thus, F k0 and ck5 are associated with the

ranks4 of the (flavor) global symmetries of the dual field theory.

Realizing the h4 and h8 pieces across the ρ dimension as blocks of gauge and flavor

groups in the dual two-dimensional quantum field theory, we assembly them to quiver

gauge theories. Then, cancellation of their gauge anomalies implies

N
[k−1,k]
D8 = F k−1

0 − F k0 N
[k−1,k]
D4 = ck−1

5 − ck5 (2.10)

For the h4, h8 functions this translates to decreasing slopes,5 ck5 and F k0 respectively, as ρ

increases. Thus, any of these functions draws a piecewise linear curve of decreasing slope,

as in figure 1.

While the present section provides a consistent summary of this particular AdS3 su-

pergravity and its dual quiver field theory, the reader is prompted to [32] for details on the

construction of the solutions, to [33] for an overview and to [34] for a deeper dive into the

quiver realization.

2F k0 is F0 in the k-th interval. Whenever we loose the k subscript we will mean F k0 .
3This is true when the worldvolume gauge field on the D8, D4 branes is absent. When it is on, there is

D6 and D2 flavor charge induced on the D8’s and D4’s. See the appendix B of [34] for details.
4The rank is a positive number. If the slope is negative, that is related to the orientation of the branes.
5Or slopes that remain the same across intervals, giving no flavor branes between them.
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Figure 1. An example of a linear function h4,8(ρ). This kind of function is defined piecewise on

every interval ρ ∈ [2πk, 2(k + 1)π], while it decreases in slope along the ρ dimension.

3 String dynamics on AdS3 × S2 × R

The bosonic string dynamics is reflected on the non-linear σ-model, in conformal gauge,

SP =
1

4πα′

∫
Σ

d2σ ∂aX
µ∂bX

ν
(
gµνη

ab +Bµνε
ab
)

(3.1)

where the string coordinates Xµ(τ, σ) equation of motion is supplemented by the Virasoro

constraint Tab = 0, where the worldsheet energy-momentum tensor is given by

Tab =
1

α′

(
∂aX

µ∂bX
νgµν −

1

2
ηabη

cd∂cX
µ∂dX

νgµν

)
(3.2)

We desire a string embedding that produces ordinary differential equations as its equations

of motion, so that we can apply differential Galois theory. This means that the string

coordinates must be Xµ = Xµ(τ) or Xµ = Xµ(σ), where τ, σ are the worldsheet coor-

dinates. Since the search of (non-) integrability requires bringing dynamics to the test,

we like our soliton to have as much stringy character as possible, according always to the

above restriction Xµ = Xµ(σ). Thus, we wrap it around all cyclic coordinates available.

Both Class I and II of the AdS3 supergravity we consider consist of the NS-NS sector,

in the string frame,

ds2 = f1 ds2
AdS3

+ f2 ds2
S2 +

dρ2

f1
+ f3 ds2

CY2

B2 = f4 volS2 e−Φ = f5

(3.3)

where fi = fi(ρ) are the various warp factors, left undefined for each supergravity class to

be separately examined, and volS2 = sinχ dχ ∧ dξ. If global AdS3 and S2 with unit radii

are expressed as

ds2
AdS3

= − cosh2 r dt2 + dr2 + sinh2 r dφ2

ds2
S2 = dχ2 + sin2 χ dξ2

(3.4)

– 6 –
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then we set up our string embedding to be

t = t(τ) r = r(τ) φ = νσ

ρ = ρ(τ) χ = χ(τ) ξ = κσ (3.5)

where we wrapped the string ν and κ times around the φ coordinate and the ξ dimension,

respectively. CY2 dynamics was left out of the game, since it won’t be eventually needed

in the hunt of non-integrability. Note that it is the wrapping that provides the stringy,

non-trivial behavior to the configuration. Without it we would just have point particle

dynamics. Indeed, one of these winding modes will play a crucial role later on when we

enforce differential Galois theory.

3.1 Equations of motion

Instead of the action (3.1), it is more convenient working with its associated Langrangian

density

L = f1

(
cosh2 r ṫ2 − ṙ2 + ν2 sinh2 r

)
− ρ̇2

f1
− f2

(
χ̇2 − κ2 sin2 χ

)
+ 2κf4 sinχχ̇ (3.6)

where the dot implies derivation w.r.t. the worldsheet time τ . For our particular string

embedding, the equations of motion for this Lagrangian are equivalent to those of the

σ-model and read

ṫ =
E

f1 cosh2 r

r̈ = −ν
2f2

1 sinh 2r + 2E2 tanh r sech2 r + 2f1 f
′
1 ṙρ̇

2f2
1

χ̈ = −κ2 cosχ sinχ+
ρ̇ (−f ′2 χ̇+ κf ′4 sinχ)

f2

ρ̈ =
f ′1
(
−E2 sech2 r + f2

1 (−ν2 sinh2 r+ρ̇2)
)

+ f2
1

(
(−κ2 sin2 χ+χ̇2)f ′2 − 2κf ′4 sinχχ̇

)
2f1

(3.7)

where the dash on fi’s implies derivation w.r.t. their argument ρ. Notice that we have

replaced the equation of motion for t into the rest of the equations. These equations of

motion are constrained by the worldsheet equation of motion, i.e. the Virasoro constraint

2Tττ = 2Tσσ = f1

(
− cosh2 r ṫ2 + ṙ2 + ν2 sinh2 r

)
+
ρ̇2

f1
+ f2

(
χ̇2 + κ2 sin2 χ

)
= 0

Tστ = 0

(3.8)

This constraint holds regardless of the equations of motion and, thus, it is a primary

constraint. The energy-momentum tensor is preserved on shell, ∇aT ab = 0, since ∂τTττ =

∂σTσσ = 0 on the equations of motion (3.7). Note, also, that the compliance of the

worldsheet constraints with the equations of motion yield the consistency of our embedding.
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In order to deeply appreciate our method and get a better grip on its physics, we break

on through to the Hamiltonian formulation, by defining the conjugate momenta

pt = 2f1 cosh2 r ṫ pr = −2f1ṙ pχ = −2f2χ̇+ 2κf4 sinχ pρ = −2ρ̇

f1
(3.9)

and the Hamiltonian density

H =
p2
t

4f1 cosh2 r
− p2

r

4f1
−

p2
ρ

4(f1)−1
− (pχ − 2κf4 sinχ)2

4f2
− κ2f2 sin2 χ− ν2f1 sinh2 r (3.10)

In this language, the Virasoro constraint is H = 0. Hamilton’s equations on H and pi co-

incide, of course, with the Euler-Lagrange equations of motion (3.7). Therefore, our string

dynamics problem reduces to that of a particle in a non-trivial potential. In particular, the

effective mass is defined by geometry through the kinetic terms, while the winding modes

in the string perspective are realized as a potential on the particle.

3.2 Normal Variational Equation

While a system of involved differential equations of motion is unattractive to solve, there

are always a few delicate ways to handle it. One of them is to look for a simple solution

and expand around it, evaluating this way the dynamical behavior of the system. Stated

otherwise, we look in the equations of motion for the simplest solution available by one of

the variables and, given this solution, we study the fluctuations of the rest of the variables

around it. We call such a fluctuation a Normal Variational Equation (NVE).

Taking up the equations of motion (3.7), we easily see that their jet bundle prefers

the point

r = ṙ = r̈ = χ = χ̇ = χ̈ = 0 (3.11)

which satisfies the r and χ equations, while the one for ρ becomes

ρ̈ =
f ′1
2f1

(
ρ̇2 − E2

)
(3.12)

yielding the simple solution

ρsol = Eτ (3.13)

where we omit an integration constant without loss of generality. Notice that vanishing

all variables but ρ is the simplest way to go, the rest of the choices leading to complicated

solutions for r or χ.

Since the Virasoro constraint (3.8) is essentially the equation of motion for the world-

sheet metric and as such holds independently from the string coordinates’ equations of

motion, (3.7), it should reflect the same physics, at least classically, if not a more con-

strained one. Indeed, enforcing the choice (3.11) onto the Virasoro constraint we acquire

ρ̇2 = E2 (3.14)

i.e. the same solution as (3.13). Depending on the particular quality of a system, one can

choose to seek for a simple solution on either the standard string equations of motion or on

– 8 –
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the Virasoro constraint. Regardless, any invariant plane we choose to fluctuate on must be

a solution of both the string coordinates’ equation of motion and the Virasoro constraint,

in order for it to be consistent with our string embedding.

Now, since the simple solution ρsol is localized on the point (3.11), then it is that point

around which we study the fluctuations of r, χ. Letting r(τ) = 0+ε%(τ) into the r equation

of motion in (3.7), we expand for ε→ 0 and obtain its NVE at leading order as

%̈(τ) + B%(τ)%̇(τ) +A%(τ)%(τ) = 0

B%(τ) =
Ef ′1
f1

∣∣∣∣
ρsol

A%(τ) =
E2 + ν2f2

1

f2
1

∣∣∣∣
ρsol

(3.15)

In the same manner, letting χ(τ) = 0 + εx(τ) we obtain the NVE for χ as

ẍ(τ) + Bx(τ)ẋ(τ) +Ax(τ)x(τ) = 0

Bx(τ) =
Ef ′2
f2

∣∣∣∣
ρsol

Ax(τ) =
κ2f2 − κEf ′4

f2

∣∣∣∣
ρsol

(3.16)

Using the change of variable y = e
1
2

∫
Bz in the above differential equations, we deduce two

new ones of the kind

z′′ = V z V =
1

4

(
2B′ + B2 − 4A

)
(3.17)

where y is Liouvillian if and only if z is Liouvillian and, thus, no generality is lost. In this

new variable, the NVEs for r and χ read

%̈ = V% % V% = −ν2 −
E2
(
4 + (f ′1)2 − 2f1f

′′
1

)
4f2

1

(3.18)

ẍ = Vx x Vx = −κ2 −
E
(
E(f ′2)2 − 2f2(2κ(f ′4)2 + Ef ′′2 )

)
4f2

2

(3.19)

Therefore, we end up with two linear, second order, ordinary differential equations.

After defining fi(ρsol) in every supergravity class, each V — which we call the potential

— will turn out to be a rational function of τ . Hence, eventually, equations (3.18)–(3.19)

for r and χ are of the appropriate form to be examined by differential Galois theory for

Liouvillian integrability.

Differential Galois theory on differential equations boils down to Kovacic’s algo-

rithm, [8]. Kovacic provided three criteria on the pole structure of differential equations of

the form (3.15) and (3.16) that decide if a Liouvillian solution can exist. These conditions

are necessary but not sufficient for integrability. In other words, if none of these criteria

is satisfied then we deduce with certainty that no Liouvillian solution exists. In that case,

the dynamical sector under examination and, thus, the whole theory are non-integrable.

On the other hand, even if one of the criteria is satisfied, then such a solution may exist

and if it does then Kovacic’s algorithm will find it. If the algorithm fails, no Liouvillian

solution exists. A detailed analysis is found in appendix A.
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In what follows, we employ the analysis of the present section to examine separately

each AdS3× S2×R×CY2 supergravity class of the form (3.3), first presented in [32]. After

defining each class through the functions fi(ρ) and, thus, specify the corresponding NVEs,

we intend to put Kovacic’s theorem to the test.

4 Class I backgrounds

Given the general form of the NS-NS sector of the AdS3× S2 × R×CY2 massive IIA

supergravity, at string frame, as

ds2 = f1 ds2
AdS3

+ f2 ds2
S2 +

dρ2

f1
+ f3 ds2

CY2

B2 = f4 volS2 e−Φ = f5 fi = fi (u, h4, h8)

(4.1)

then the first supergravity class is defined by the warp factors

f1 =
u√
h4h8

f2 = f1
h4h8

4h4h8 + (u′)2
f3 =

√
h4

h8

f4 =
1

2

(
−ρ+

uu′

4h4h8 + (u′)2

)
f5 =

h
3
4
8

2h
1
4
4

√
u

√
4h4h8 + (u′)2

(4.2)

For simplicity, we treat the functions h, u in a general manner, as in (2.4), i.e.

u(ρ) = c3ρ h4(ρ) = c4 + c5ρ h8(ρ) = c1 + F0ρ (4.3)

since their piecewise character, (2.5)–(2.6), can be always assumed. Meaning, whatever

result we reach can be assumed to hold for any interval of these functions along the ρ

dimension.

Notice that h4 and h8 can only vanish at the beginning and at the end of the ρ

coordinate. Otherwise, the background would degenerate and blow up at points along ρ.

In fact, both of these functions vanish at ρ = 0 and at least one of them has to vanish on

the end of the ρ dimension, ρf , for the space to end in a smooth fashion. Hence, h4 and

h8 preserve their sign: they begin as positive piecewise linear curves and they remain this

way, while their slope decreases along ρ. An example is drawn in figure 2.

4.1 Abelian T-dual of AdS3×S3×T4

Although we chose the functions u, h4, h8 such that Class I backgrounds begin and end

in a smooth fashion, i.e. (4.3) and figure 2, it is worth breaking that rule for a brief

moment. That is, we can trivially choose their most general form (2.4) to reduce to

constant functions, i.e. u = c2, h4 = c4 and h8 = c1. Then the background reduces to

ds2 = R2

(
ds2

AdS3
+

1

4
ds2

S2

)
+

dρ2

R2
+

√
c4

c1
ds2

CY2

B2 = −ρ
2

volS2 Φ ∼ const.

(4.4)
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Figure 2. An example of the linear functions h4,8(ρ) in Class I backgrounds. These piecewise

functions decrease in slope along ρ and at least one of them (or both) has to vanish at the end of

the dimension, ρf .

which is the Abelian T-dual (ATD) of AdS3× S3×T4. The latter symmetric background is

classically integrable, [42]. Hence, its Abelian T-dual, this duality being a canonical trans-

formation, will preserve bosonic integrability. This last statement was formally elaborated

in [7]. Thus, the trivial choice of constant functions u, h4, h8, which is slightly outside the

smooth choices we consider, leads to an integrable background.

Notice that we only picked CY2 = T4, since global metrics on K3 are not explicitly

known. They should exist from Yau’s theorem, but this fact is obviously useless w.r.t.

examining string dynamics on these surfaces. The same holds, of course, on the next

subsection.

4.2 Non Abelian T-dual of AdS3×S3×T4

Before the general treatment, a provoking choice of parameters in (4.3) is c1 = c4 = 0,

since then AdS3 unwarps from the rest of the space and the background reduces to

ds2 = R2 ds2
AdS3

+

(
R2ρ2

R4 + 4ρ2

)
ds2

S2 +
dρ2

R2
+

√
c5

F0
ds2

CY2

B2 =

(
− 2ρ3

R4 + 4ρ2

)
volS2 Φ ∼ − ln

(
1 + ρ2

) (4.5)

where R2 = c3√
c5F0

. This particular background is the non Abelian T-dual (NATD) of

AdS3× S3×T4, having dualised one of the SU(2) subgroups of S3, [40]. The latter sym-

metric background is classically integrable, [42]. Hence, its non Abelian T-dual, this duality

being a canonical transformation, will preserve bosonic integrability. Therefore, c1 = c4 = 0

leads to an integrable background, (4.5), or, more generally, to an integrable interval of

this class of backgrounds.6

6Letting c1 = c4 = 0 be true for all intervals, we inherit an overall NATD integrable theory. Letting

it be true for a specific ρ-interval means that the background on this particular interval is an integrable
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Since this particular choice of parameters gives an integrable structure, this should be

reflected on the corresponding r and χ NVEs. Indeed, this is the case and the details are

given in appendix B.

Recalling that h4 and h8 are defined piecewise in ρ, (2.5)–(2.6), we realize that the

choice c1 = c4 = 0 reflects only the first interval, [0, 2π], of both the functions. That

would be the first interval for both curves in figure 2. Thus, we conclude that all possible

geometries in this supergravity class begin as NATDs of AdS3× S3×T4 with radius R2 =
c3√
c5F0

and are integrable in that part of their space.

Then h4 and h8 drive along ρ as positive functions of decreasing slope and, depending

on the particular selection of their parameters {ci, F0}, they may give various backgrounds

associated with appropriate brane set-ups. The positiveness of h4(ρ) = c4 + c5ρ and

h8(ρ) = c1 + F0ρ combined with the decreasing slopes along ρ mean that c1 and c4 are

always non-negative,

c1, c4 ≥ 0 c1c4 ≥ 0 (4.6)

while increasing (or staying the same) across the intervals.7 This is equivalent to saying that

each linear curve on every interval of figure 2 has a non-negative projection on the ρ = 0

axis. Apart from providing a clearer picture on the overall brane set-up, this statement

will define the outcome of the next section where we investigate integrability.

Expanding near ρ → 0+ the space becomes AdS3 × R3×T4, which is symmetric and

integrable, as expected for any vicinity of an integrable background like (4.5). Hence, our

study of (non-) integrability narrows down to all other intervals except that first NATD

one and, from now on, it is those intervals that our study implies.

4.3 NVE for r

Let us begin our integrability analysis on the intervals next to the first NATD one, by first

studying the string dynamics along r. Letting the warp factors (4.2) roll on the NVE for

r, (3.18), we obtain

%̈ =
QI

τ2
(
τ + c4

c5E

)2 (
τ + c1

F0E

)2 % (4.7)

where QI = QI(τ
6, ci, F0, E) is a long polynomial in the numerator whose explicit form will

not concern us. Now, the object that essentially needs to fall under our microscope is the

potential V%. Here, it comes with three poles of order two,
{
τ1 = 0, τ2 = − c4

c5E
, τ3 = − c1

F0E

}
and it expands around τ →∞ as

V∞% = −
(
c5F0E

2

c2
3

+ ν2

)
− (c1c5 + c4F0)E

c3τ
+O

(
1

τ2

)
(4.8)

exhibiting zero order behavior there. Thus, V% satisfies the first and second Kovacic’s

criteria, implying that the NVE (4.7) may have Liovillian solutions. However, Kovacic’s

algorithm fails to solve it as it is.

NATD of AdS3× S3×T4. Henceforth, we study all other cases except the trivial one where c1 = c4 = 0

everywhere.
7In case of confusion, c4 and F0 here represent the constants of h4 and h8 in a random interval. According

to the piecewise definition (2.5)–(2.6), these would reflect to the constants ck4−ck5k and ck1−F k0 k, respectively.
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Nevertheless, the above potential is defined on general parameters whose adjustment

equals picking different supergravity backgrounds. Therefore, the failure of Kovacic’s al-

gorithm here just states that not all possible backgrounds are integrable. It does not say

that there are no integrable ones, among the whole class. This can be also realized by the

fact that we have already found, in the previous subsection 4.5, an integrable selection of

parameters, i.e. c1 = c4 = 0. It’s this kind of possible combinations of these parameters

(like c1 = c4 = 0), i.e. particular supergravity backgrounds, that we are interested in, if

any (others) exist.

Therefore, we shall utilize the full power of Kovacic’s method. This way, if there are

any selections of {ci, F0} that allow for Liouvillian solutions of (4.7), we shall find them

along with their associated solutions. If such selections are impossible, then we shall safely

declare the whole supergravity class as non-integrable.

Kovacic’s analytic algorithm is a step-by-step procedure, detailed in appendix A. Over-

all, it states that each one of its criteria is associated with a sub-algorithm, called a Case,

that may (or may not) solve the equation at hand. As proved above, our NVE (4.7) satisfies

the first and second criteria and, thus, must be undertaken by Cases 1 and 2, respectively,

of the algorithm.

Since there is nothing intuitive about Kovacic’s method, the explicit calculations of

the analytic algorithm on all Cases are held in appendix C. On the main article, we just

present the results of the algorithm and act with our string theory considerations on them.

4.3.1 Case 1

Case 2 takes into account that Case 1 does not hold, hence we shall always begin by

considering Case 1 of Kovacic’s theorem. The algorithm for this particular Case is explained

in appendix A.1 and the explicit calculation on our r NVE (4.7) is given in appendix C.1.

Up to some real constants and signs that we do not care about here, the algorithm

produces the quantity

d ∼ i
√
c1c4

c2
3

± i (c1c5 + c4F0)E

2
√
c2

3c5F0E2 + c4
3 ν

2
(4.9)

and states that d has to be a non-negative integer. If d is such a number, then the algorithm

moves on to its next stage. If d is never such a number, then Case 1 cannot give a Liouvillian

solution. In other words, integrability demands the above object to be real.

Therefore, we have reduced our integrability problem to whether there are any inter-

relations between the supergravity parameters {ci, F0} that let (4.9) to be real. Such

a relation would correspond to a specific background. In what follows, we prove that

these parameters are constrained by the behavior of the rank functions h4(ρ ; c4, c5) and

h8(ρ ; c1, F0), in such a way that no such relations can exist.

So, there are three possibilities for (4.9) to be real: either both imaginary terms vanish

simultaneously, either they cancel each other out or they both end up real.

The first possibility is excluded since c1, c4 6= 0, the opposite being true only on the

first ρ interval of the space (the NATD part). Alternatively, if c1 = 0 while c4 6= 0 then the

first term may vanish but the second one (which also has to vanish) implies F0 = 0, which

together lead to h8 = 0. But, as argued repeatedly, h4, h8 = 0 can only happen at the
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beginning and at the end of the space, otherwise the background degenerates and blows

up. The same holds for c1 6= 0 while c4 = 0.

The second possibility is also excluded, since the first term in ν-independent and the

second ν-dependent. ν is the string winding number and can be anything, while we want

a relation between parameters for all possible string configurations. Notice that this is

another good example of why all the available stringy character, in a supergravity (non-)

integrability test, is always welcome.

Last but not least, the third possibility is excluded too, since in (4.6) we proved that

c1c4 ≥ 0 always and, hence, the first term in (4.9) can never be a positive real number.

Since the first term cannot be real nor vanish we don’t have to check whether the second

term does.

Nevertheless, let us look up the second term of (4.9), for completeness. The second

term has a ν-dependent square root, meaning that the root argument cannot be fixed

as negative and, thus, cannot produce an i factor in order to end up with a non-zero

real number. Therefore, the only possibility left is for this term to vanish. This only

happens when

c1c5 = −c4F0 ⇒ c1 = −c4F0

c5
(4.10)

which, if we substitute in the first term of (4.9) and demand reality, gives c5F0 > 0. But

then, given that c5F0 > 0 together with c1c4 > 0, the initial assumption c1c5 = −c4F0 can

never hold.8 As expected, we end up with the same result.

One could also argue whether the instantonic mode E = 0 is an option to vanish

the second term in (4.9). The fact is that by choosing E = 0, we select a particular

configuration for our embedding. Even if the E = 0 mode was integrable it would make no

difference, since for E 6= 0 the configurations are non-integrable as shown above. While an

integrable sector of the theory should exhibit its homonymous property on its wholeness,

i.e. for all configurations of the string embedding. That is the reason we only look for

special selections of {ci, F0}, but not of E, ν, κ. For the curious mind, the instanton E = 0

leads here to a non-Liouvillian solution.

Subsequently, d can never be a non-negative integer and, thus, Case 1 cannot provide

us a Liouvillian solution. Of course, our NVE (4.7) also satisfies the second Kovacic’s

criterion and, to that end, we still have a chance to spot integrability through Case 2.

4.3.2 Case 2

This Case is explained in appendix A.2 and the explicit calculation on our r NVE (4.7) is

given in appendix C.2. Here, the algorithm produces the integer quantities Ei ∩ Z,

E1 =

{
2− 4

√
−c1c4

c2
3

, 2 , 2 + 4

√
−c1c4

c2
3

}
E2 = E3 = {−1, 2, 5} (4.11)

However, as already shown in (4.6) and used on the previous Case, c1c4 ≥ 0. Which means

that the quantities under the square roots in E1 are non-positive and thus give overall

8We can include the possibility that c1c5 + c4F0 = 0 when c5 = F0 = 0, but then this doesn’t stop the

first term from being imaginary.
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imaginary numbers or 2. In any case, since Ei’s have to be integers, we conclude that

E1 = {2}.
Given these Ei’s, the algorithm builds a rational function based on the pole structure

of V% as

θ =
1

τ
− 1

2
(
τ + c4

c5E

) − 1

2
(
τ + c1

F0E

) (4.12)

and dictates that the equation

θ′′ + 3θθ′ + θ3 − 4V%θ − 2V ′% = 0 (4.13)

must be satisfied, in order for a Liouvillian solution to exist. Replacing θ, (4.12), into the

latter necessary condition we find out that it is not satisfied. Therefore, Case 2 also fails

to provide a Liouvillian solution.

Since both Cases failed to expose integrability, we may now declare this class of super-

gravity backgrounds as non-integrable. Of course, since dynamics along the r dimension

is non-integrable we don’t have to study the NVE for χ and our analysis can cease at

this point.

This whole section, dedicated on the r NVE (4.7), was a prototype example of the ana-

lytic enforcement of Kovacic’s algorithm. Since this differential equation was parametrized

by {c1, . . . , c5, F0} we employed the algorithm analytically in order to find any special rela-

tions between the parameters that would allow for a Liouvillian solution. In our particular

case, however, by demanding consistency on those brane set-up parameters, we proved that

no such relations can exist.

The bottom line is that the above procedure is necessary if one wants to study non-

integrability, through differential Galois theory, on a parametrized differential equation.

Failure of Kovacic’s algorithm without exploring the possible selections between the pa-

rameters does not imply the non-integrability of the system. It just states that not all

choices of the parameters lead to an integrable system. By which we mean that particular

combinations of the parameters may produce Liouvillian solutions. That is, if we are al-

lowed to play with the parameters. If full generality on them is necessary, for any reason,

then the analytic application of the algorithm is not needed.

5 Class II backgrounds

Reminding ourselves for one last time the general form of the NS-NS sector of the

AdS3× S2 × R×CY2 massive IIA supergravity, at string frame, as

ds2 = f1 ds2
AdS3

+ f2 ds2
S2 +

dρ2

f1
+ f3 ds2

CY2

B2 = f4 volS2 e−Φ = f5 fi = fi (u, h4, h8)

(5.1)
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Figure 3. An example of the linear functions h4,8(ρ) in Class II supergravity. These piecewise

functions start from h4|ρ=0 = h8|ρ=0 = 0, with h4 > h8 always, and decrease in slope until they

reunite at the end, ρf = 10π.

then the second supergravity class is defined by the warp factors

f1 =
u√

h2
4 − h2

8

f2 = f1
h2

4 − h2
8

4(h2
4 − h2

8) + (u′)2
f3 =

√
h2

4 − h2
8

h4

f4 =
1

2

(
−ρ+

uu′

4(h2
4 − h2

8) + (u′)2

)
+
h8

h4
Ĵ f5 =

h4

√
4(h2

4 − h2
8) + (u′)2

2
√
u(h2

4 − h2
8)

1
4

(5.2)

where Ĵ is a 2-form on CY2. For simplicity, again, we treat the functions h, u in a general

manner, as in (2.4), i.e.

u(ρ) = c3ρ h4(ρ) = c4 + c5ρ h8(ρ) = c1 + F0ρ (5.3)

since their piecewise character, (2.5)–(2.6), can be always assumed. Observe that it must

be always true that h4 ≥ h8 ≥ 0.

Notice that, in this supergravity class, the condition for the background to be smooth

at the beginning and at the end of the ρ dimension is h4|ρ=0 = h8|ρ=0 = 0 and h4|ρf =

h8|ρf , respectively. Hence, h4 and h8 are positive piecewise linear curves that start from

h4|ρ=0 = h8|ρ=0 = 0, with h4 > h8 always, and decrease in slope until they reunite at the

end, ρf , as in figure 3.

5.1 NVE for r

Faithful to the way we treated Class I, let us begin our integrability analysis by first

studying the string dynamics along r. We again replace the warp factors (5.2) into the

NVE for r, (3.18), and obtain

%̈ =
QII

τ2
(
τ − c1−c4

(c5−F0)E

)2 (
τ + c1+c4

(c5+F0)E

)2 % (5.4)

where QII = QII(τ
6, ci, F0, E) is a long polynomial in the numerator whose explicit form

will not concern us. In this class, V% also comes with three poles of order two, {τ1 = 0, τ2 =
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c1−c4
(c5−F0)E , τ3 = − c1+c4

(c5+F0)E } and it expands around τ →∞ as

V∞% = −
(

(c2
5 − F 2

0 )E2

c2
3

+ ν2

)
− 2(c4c5 − c1F0)E

c2
3τ

+O
(

1

τ2

)
(5.5)

exhibiting zero order behavior there. Thus, V% satisfies the first and second Kovacic’s

criteria, implying that the NVE (5.4) may have Liovillian solutions. However, Kovacic’s

algorithm fails in this class too to solve it as it is.

Of course, the NVE (5.4) is again parametrized by {ci, F0}, whose various inter-

relations give different backgrounds in this supergravity class. Therefore, we shall employ

for one last time the full power of Kovacic’s method to seek out for any such relations that

allow for Liouvillian solutions, if any.

Since in this class, the r NVE (5.4) satisfies the first and second Kovacic’s criteria too,

we will again consider Cases 1 and 2 of Kovacic’s theorem.

5.1.1 Case 1

As said before, Case 2 takes into account that Case 1 does not hold, thus we again begin

by considering Case 1 of Kovacic’s theorem. The explicit calculation on our r NVE (5.4) is

given in appendix C.3. Here, up to some real constants and signs, the algorithm produces

the quantity

d ∼ i

√
c2

4 − c2
1

c2
3

± i (c4c5 − c1F0)E√
c2

3(c2
5 − F 2

0 )E2 + c4
3 ν

2
(5.6)

Again, d has to be a non-negative integer for Case 1 to produce a Liouvillian solution,

which in turn means that the above object must be real.

The history repeats itself. There are three possibilities for (5.6) to be real: either both

imaginary terms vanish simultaneously, either they cancel each other out or they both

end up real. Considering the ν-dependence of the second term, that term can never be a

non-zero real number since ν can be anything for a general string configuration. On the

exact same grounds, it can never be canceled against the first term, which is ν-independent.

Those arguments exclude the second and third possibility.

The only possibility left is for the second term of (5.6) to vanish, i.e. c4c5 = c1F0. In

turn, the latter condition obligates the first term to give |c5| ≥ |F0|, in the name of reality.

Now, as we argued in the beginning of the section and showed in figure 3, h4 and h8 are

positive piecewise curves that both start from h4|ρ=0 = h8|ρ=0 with h4 > h8 everywhere,

and decrease in slope until they reunite at the end, h4|ρf = h8|ρf . From simple trigonom-

etry, the fact that h4 is always above h8 while they both end at the same point ρf states

that: at least on the last interval before their reunion, it is true that c4 > c1. Whatever

their slope inter-relation is. Observing figure 3, this statement is equivalent to saying that,

on the last interval, h4 always has a greater projection on the ρ = 0 axis than h8.

But now, since there has to be at least one region where c4 > c1, then, combined with

the hypothesis |c5| ≥ |F0|, the initial assumption c4c5 = c1F0 can never hold everywhere.

Therefore, d can never be a non-negative integer and we conclude that Case 1 fails to

provide a Liouvillian solution for the second supergravity class. Since V% satisfies also the

second Kovacic’s criterion, we move on to examine whether Case 2 can do any better.
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5.1.2 Case 2

For this last application of Case 2 in Kovacic’s theorem, the explicit calculation on our r

NVE (5.4) is given in appendix C.4. Here, the algorithm produces the integer quantities

Ei ∩ Z,

E1 =

{
2− 4

√
c2

1 − c2
4

c2
3

, 2 , 2 + 4

√
c2

1 − c2
4

c2
3

}
E2 = E3 = {−1, 2, 5} (5.7)

However, as we just showed on the previous subsection, c4 > c1 at least at the last interval

before h4 and h8 meet at ρf . Thus c1 ≥ c4 can never be always true for any interval, which

means that the square root in E1 becomes imaginary. Hence, since Ei’s have to be integers,

we conclude that E1 = {2}.
Since the Ei’s are exactly the same with the ones of Class I, the algorithm again builds

a rational function, based on the poles of V% in Class II, as

θ =
1

τ
− 1

2
(
τ − c1−c4

(c5−F0)E

) − 1

2
(
τ + c1+c4

(c5+F0)E

) (5.8)

and, the same as the last time, dictates that the equation θ′′ + 3θθ′ + θ3 − 4V%θ− 2V ′% = 0

should be satisfied. In this class too it does not, therefore Case 2 cannot provide us a

Liouvillian solution either, for our r NVE (5.4).

Since both Cases also failed for this class of backgrounds, for any possible selection of

the parameters {ci, F0}, we declare this supergravity family too as non-integrable. Hence,

both supergravity classes are non-integrable and that concludes our integrability adventure

on this AdS3 supergravity.

6 Epilogue

The apparent conclusion of the present work is the complete, classical, Liouvillian non-

integrability on certain warped backgrounds of the form AdS3× S2 × R×CY2, first con-

structed in [32] and then considered in [34]. Enforcing the full power of Kovacic’s theorem,

along with simple consistency considerations on the supergravity brane set-ups, we deduced

that all possible backgrounds in this warped AdS3 supergravity family are non-integrable.

Note that those considerations were not based on the supergravity approximation of the

parameters of the background, which would be an easier but less general way to go. Instead

we considered the consistency rules of string theory on Hanany-Witten brane set-ups.

An exception of two integrable choices of backgrounds is when the Class I supergravity

solution reduces to the ATD and NATD of AdS3× S3×T4, for all intervals along the ρ

dimension. These unique integrable cases occur when AdS3 unwarps from the rest of the

space. Any other warped background for both AdS3 supergravity classes, was proven to

be non-integrable.

As a side comment, we note that integrability on AdS supergravity vacua seems to

occur only when the AdS part of the space gets unwarped. In the present case, we illustrated

that this only happens on Class I, when the background reduces to the integrable ATD and
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NATD of AdS3× S3×T4. Then, there is the Sfetsos-Thompson background [25, 40], which

is the unwarped integrable case of the Gaiotto-Maldacena AdS5 vacua, [43]. The same

also holds for a more recent background [26], among the AdS7 massive IIA supergravity

family [44, 45]. This argument still holds as just a dominant indication and certainly not

as definite statement. However, in [27] and later in [31], it was illustrated that on AdS

supergravity vacua that allow for the GKP embedding the AdS space should be unwarped

for integrability to occur. This constitutes a strong constraint for many AdS backgrounds,

yet it does not apply in our AdS3 family which does not support a GKP vacuum.

Nevertheless, the main aspect of this work is the way we utilize Kovacic’s theorem on a

differential equation. We illustrated that failure of Kovacic’s algorithm on a parametrized

equation does not necessarily imply absence of Liouvillian solutions. It just says that there

are no such solutions for the full generality of the parameters. If the problem allows to

impose any restrictions on its parameters, then a brand new horizon of possibilities appears.

On the other hand, if full generality on them is necessary, for any reason, then the analytic

application of the algorithm is not needed. In the case when the parameters are adjustable,

like with our present supergravity family, then the analytic algorithm must be employed.

This way, if there are any selections between the parameters that lead to an integrable

result, the algorithm will find them along with the corresponding solutions. Only when

this procedure is followed and no such selections are discovered, then we can safely deduce

that our system is non-integrable in the Liouvillian sense.

In our case, the AdS3 supergravity family is defined on general parameters whose

adjustment equals picking different supergravity backgrounds. Therefore, the failure of

Kovacic’s algorithm here just states that not all possible backgrounds are integrable. It

does not say that there are no integrable ones, among the whole family. Therefore, we uti-

lized the full power of Kovacic’s theorem, by considering its analytic algorithm, and found

some necessary conditions — on the background parameters — in order for Liouvillian

solutions to exist. By constraining these parameters according to the consistency of the

associate brane set-ups, we proved that those necessary conditions can never hold, yielding

the complete non-integrability of these vacua. That is, up to the trivial case where the

background reduces to the ATD and NATD of AdS3× S3×T4.
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A Differential Galois theory and Kovacic’s theorem

In this appendix we give the basic elements of differential Galois theory that were used

by Kovacic [8] to produce his infamous algorithm, regarding the existence of Liouvillian

solutions on second order linear ordinary differential equations. By a Liouvillian, closed
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form solution we mean one that is given in terms of algebraic, exponential, trigonometric

functions and integrals of those.

The theorem concerns second order linear ordinary differential equations of the form

y′′(x) + B(x)y′(x) +A(x)y(x) = 0 (A.1)

where x ∈ C and AB are rational complex functions. We can use the variable transforma-

tion y = e
1
2

∫
Bz to eliminate the y′ term and acquire the new equation

z′′(x) = V(x) z(x) V =
1

4

(
2B′ + B2 − 4A

)
(A.2)

where we shall call V the potential of the differential equation. Evidently, y exhibits

Liouvillian solutions if and only if z does, thus no generality is lost through this change of

variable.

The starting point of differential Galois theory on this kind of equations, which is

actually Piccard-Vessiot theory, is the group of automorphisms of its solutions, that is

SL(2,C) and its possible subgroups. Letting G be an algebraic subgroup of SL(2,C), then

one of the four cases can occur:

Case 1. G is triangulisable.

Case 2. G is conjugate to a subgroup of{(
c 0

0 c−1

)∣∣∣∣∣ c ∈ C, c 6= 0

}
∪

{(
0 c

−c−1 0

)∣∣∣∣∣ c ∈ C, c 6= 0

}
(A.3)

and Case 1 does not hold.

Case 3. G is finite and Cases 1 and 2 do not hold.

Case 4. G = SL(2,C).

If the differential equation falls into one of the three first cases, it has Liouvillian

solutions. On the other hand, if G = SL(2,C), no such solutions can exist.

The first contribution by Kovacic was to translate Cases 1, 2 and 3 into algebraic

arguments on the behavior of V in (A.2). These algebraic conditions build up the following

theorem.

Theorem. The following conditions are necessary for the respective Cases to hold.

Case 1. Every pole of V must have even order or else have order 1. The order of V at

∞ must be even or else greater than 2.

Case 2. V must have at least one pole that either has odd order greater than 2 or else

has order 2.

Case 3. The order of a pole of V cannot exceed 2 and the order of V at ∞ must be at

least 2.
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If V = s/t, then the poles of V are the zeros of t and the order of the pole is the

multiplicity of the zero of t. By the order of V at∞ we shall mean the number deg t−deg s.

Since these conditions are necessary for the respective cases to hold, then also their fail-

ure is sufficient for Case 4 to hold. Therefore we deduce that failure of all three conditions is

enough to declare the differential equation (A.2) as non-integrable in the Liouvillian sense.

Nevertheless, if any of the conditions is satisfied, then the respective Case may hold

and if it does then a Liovillian solution exists. Hence, when a condition is satisfied we are

prompted to the sub-algorithm of the respective Case to examine whether such a solution

exists and, when it does, use the algorithm to find it. The second contribution by Kovacic

was to produce these algorithms for Cases 1, 2 and 3.

A.1 The algorithm for Case 1

We assume that the necessary condition of Case 1 holds, and we denote by Γ the set of

poles of V.

Step 1. For each c ∈ Γ ∪ {∞} we define a rational function [
√
V]c and two complex

numbers α±c as described below.

(c1) If c ∈ Γ and c is a pole of order 1, then

[
√
V]c = 0 α±c = 1

(c2) If c ∈ Γ and c is a pole of order 2, then

[
√
V]c = 0

Let βc be the coefficient of 1/(x − c)2 in the partial fraction expansion for V.

Then

α±c =
1

2
± 1

2

√
1 + 4βc

(c3) If c ∈ Γ and c is a pole of order 2ν ≥ 4 (necessarily even by the condition for

Case 1), then [
√
V]c is the sum of terms involving 1/(x− c)i for 2 ≤ i ≤ ν in the

Laurent series expansion of
√
V at c. There are two possibilities for [

√
V]c, one

being the negative of the other, either one may be chosen. Thus

[
√
V]c =

a

(x− c)ν
+ · · ·+ d

(x− c)2

Let βc be the coefficient of 1/(x−c)ν+1 in V minus the coefficient of 1/(x−c)ν+1

in [
√
V]2c . Then

α±c =
1

2

(
±βc
a

+ ν

)
(∞1) If the order of V at ∞ is > 2, then

[
√
V]∞ = 0 α+

∞ = 0 α−∞ = 1
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(∞2) If the order of V at ∞ is 2, then

[
√
V]∞ = 0

Let b∞ be the coefficient of 1/x2 in the Laurent series expansion of V at ∞. (If

V = s/t, where s, t are relatively prime, then b∞ is the leading coefficient of s

divided by the leading coefficient of t.) Then

α±∞ =
1

2
± 1

2

√
1 + 4β∞

(∞3) If the order of V at ∞ is −2ν ≤ 0 (necessarily even by the condition of Case 1),

then [
√
V]∞ is the sum of terms involving xi for 0 ≤ i ≤ ν in the Laurent series

for
√
V at ∞. (Either one of the two possibilities may be chosen.) Thus

[
√
V]∞ = axν + · · ·+ d

Let β∞ be the coefficient of xν−1 in V minus the coefficient of xν−1 in ([
√
V]∞)2.

Then

α±∞ =
1

2

(
±β∞

a
− ν
)

Step 2. For each family s = (s(c))c∈Γ∪{∞}, where s(c) is + or −, let

d = αs(∞)
∞ −

∑
c∈Γ

αs(c)c

If d is a non-negative integer, then

ω =
∑
c∈Γ

(
s(c)[
√
V]c +

α
s(c)
c

x− c

)
+ s(∞)[

√
V]∞

is a candidate for ω. If d is not a non-negative integer, then the family s may be

removed from consideration.

Step 3. This step should be applied to each of the families retained from Step 2, until

success is achieved or the supply of families has been exhausted. In the latter event,

Case 1 cannot hold.

For each family, search for a monic polynomial P of degree d (as defined in Step 2)

that satisfies the differential equation

P ′′ + 2ωP ′ + (ω′ + ω2 − V)P = 0

This is conveniently done by using undetermined coefficients and is a simple problem

in linear algebra, which may or may not have a solution. If such a polynomial exists,

then η = Pe
∫
ω is a solution of the differential equation (A.2). If no such polynomial

is found for any family retained from Step 2, then Case 1 cannot hold.
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A.2 The algorithm for Case 2

This algorithm assumes that Case 1 is known to fail. Just as for Case 1, we first collect data

for each pole c of V and also for ∞. The form of the data is a set Ec (or E∞) consisting

of from one to three integers. Next we consider families of elements of these sets, perhaps

discarding some and retaining others. If no families are retained, Case 2 cannot hold.

For each family retained we search for a monic polynomial that satisfies a certain linear

differential equation. If no such polynomial exists for any family, then Case 2 cannot

hold. If such a polynomial does exist, then a solution to the differential equation (A.2) has

been found.

Let Γ be the set of poles of V.

Step 1. For each c ∈ Γ we define Ec as follows.

(c1) If c is a pole of order 1, then Ec = {4}.

(c2) If c is a pole of order 2 and if βc is the coefficient of 1/(x − c)2 in the partial

fraction expansion of V, then

Ec =
{

2 + k
√

1 + 4βc|k = 0,±2
}
∩ Z

(c3) If c is a pole of order ν > 2, then Ec = {ν}.

(∞1) If V has order > 2 at ∞ , then E∞ = {0, 2, 4}.

(∞2) If V has order 2 at ∞ and β∞ is the coefficient of V in the Laurent series

expansion of V at ∞, then

E∞ =
{

2 + k
√

1 + 4β∞|k = 0,±2
}
∩ Z

(∞3) If the order of V at ∞ is ν < 2, then E∞ = {ν}.

Step 2. We consider all families (ec)c∈Γ∪{∞} with ec ∈ Ec. Those families all of whose

coordinates are even may be discarded. Let

d =
1

2

(
e∞ −

∑
c∈Γ

ec

)

If d is a non-negative integer, the family should be retained, otherwise the family is

discarded. If no families remain under consideration, Case 2 cannot hold.

Step 3. For each family retained from Step 2, we form the rational function

θ =
1

2

∑
c∈Γ

ec
x− c

Next we search for a monic polynomial P of degree d (as defined in Step 2) such that

P ′′′ + 3θP ′′ + (3θ2 + 3θ′ − 4V)P ′ + (θ′′ + 3θθ′ + θ3 − 4Vθ − 2V ′)P = 0
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If no such polynomial is found for any family retained from Step 2, then case 2 cannot

hold.

Suppose that such a polynomial is found. Let ϕ = θ + P ′/P and let ω be a solution

of the equation

ω2 + ϕω +

(
1

2
ϕ′ +

1

2
ϕ2 − V

)
= 0

Then η = e
∫
ω is a solution of the differential equation (A.2).

We will not go on to describe the algorithm for Case 3, since we will not be needing

it on the present analysis, while it is a bit more of a job than the above Cases 1 and 2.

We should note, however, that the necessary algebraic condition that allows for Case 3 to

hold is quite restricting and certainly more rare than the others to its satisfaction. If the

reader still desires the explicit sub-algorithm for Case 3, Kovacic’s original work [8] is the

place to visit.

B NVEs for the non-Abelian T-dual of AdS3 × S3×T4

Since the particular choice of parameters c1 = c4 = 0 gives an integrable structure, this

should be reflected on the corresponding r and χ NVEs. Indeed, replacing this particular

choice into the NVE for r, (3.18), the latter becomes

%̈ = −(1 + ν2) % (B.1)

which is the harmonic oscillator, integrable as it should. Replacing also into the NVE for

χ, (3.19), we acquire

ẍ =

[
−4κ

(
κ+

2E

R2

)
− 48R4E2

(R4 + 4E2τ2)2
− 16R2Eκ

R4 + 4E2τ2

]
x (B.2)

This equation satisfies the first and second Kovacic’s criteria, but yet the algorithm fails

to solve it. However, this not yet the correctly informed NVE. That is, since c1 = c4 = 0

reduce the AdS warp factor to a constant, f1 = c3√
c5F0

= R2, then the t equation of motion

in 3.7 is solved9 for the static gauge10 t = τ and gives E = R2 near r = 0 (around which

we fluctuate). Replacing this into (B.2), we get

ẍ =

(
−48− 4κ(1 + 4τ2)(6 + κ+ 4(2 + κ)τ2)

(1 + 4τ2)2

)
x (B.4)

9Equivalently, we can find the energy from the worldsheet conjugate momentum as

E = p0 =

∫ 2π

0

dσPτ0 = − 2π

4πα′
2 g00 ṫ

α′=1
== cosh2 rf1 ṫ

r=0−−→
t=τ

R2 . (B.3)

10This is a privilege of the current situation, where g00|r=0 = −R2 = const. . When g00(τ)|r=0 6= const. ,

then t behaves as t =
∫

E dτ
g00(τ)|r=0

and thus E cannot be specified as a constant and must remain as it is in

the equation.
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which is now solved by the algorithm,11 as it should. Note that the above equation is

solved for any choice of gauge t = λτ , λ ∈ C (and thus every energy E = λR2), as it is

appropriate for equivalent physics. Also, notice that we did not really pick a value for the

energy E — the energy depends on the observer, i.e. the choice of gauge — the background

picked it by itself and we just informed the system about it.

This was a typical example of the fact that a failure of Kovacic’s algorithm on a

parametrized equation does not imply absence of Liouvillian solutions. The algorithm failed

to solve (B.2), before we correlate its parameters E,R through the physical restrictions of

the system. In other words, seeing (B.2) purely as a parametrized differential equation,

knowing nothing about its physics, we would have to enforce Kovacic’s analytic algorithm

to find that the choice E = λR2 actually leads to a Liouvillian solution.

A special case for the above gauge choice is to set λ = 0, i.e. choose a configuration t =

const. . Since the worldsheet theory localizes on target space time t, this is an instantonic

mode of energy E = 0. Being one of the legitimate configurations of our string embedding

in an integrable space, this instanton has to be integrable as well. Indeed, setting E = 0

in the NATD NVE (B.2) we obtain an harmonic oscillator, integrable as it should.

C The algorithm for the NVE of r

In this appendix we apply the algorithm presented in appendix A, to study the r NVE

for both supergravity classes. The main body of the article was reserved for the essential

string theory considerations that exclude integrability. Here we just present the explicit

calculations that lead to the necessary conditions on which those considerations act.

C.1 Case 1 for Class I

First in line is the supergravity Class I, with the r NVE (4.7). We begin by writing the

partial fraction expansion of V% as

V% = −
(
c5F0E

2

c2
3

+ ν2

)
+

(
−c2

3 − 4c1c4

4c2
3

)
1

τ2
+

5/16(
τ + c4

c5E

)2 +
5/16(

τ + c1
F0E

)2 + . . . (C.1)

where the coefficients βi of the pole terms 1/(τ − τi)2 are used to construct the complex

numbers α±i = 1
2 ±

1
2

√
1 + 4βi. In our case these become

α±1 =
1

2
±
√
−c1c4

c2
3

α±2 = α±3 =

{
5
4

−1
4

(C.2)

Next, we move to the τ →∞ regime and define a rational function [
√
V%]∞ which here, since

V∞% is of zeroth order, it has to be just a complex number, i.e. [
√
V%]∞ = a. Then a is found

by matching terms between [
√
V%]2∞ and V∞% in (4.8), taking the value a = i

√
c5F0E2

c23
+ ν2.

11We omit the solution since it is of substantial size. The curious reader can put the equation in any

algebra software to acquire the solution.
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As before, letting β∞ be the coefficient of 1/τ in V∞% , we construct the complex numbers

α±∞ = ±β∞
2a which are now valued

α±∞ = ± i (c1c5 + c4F0)E

2
√
c2

3c5F0E2 + c4
3 ν

2
(C.3)

Stepping forward, we gather all our findings α±i , α
±
∞ and, letting s(·) be the sign function,

we define the numbers d = α
s(∞)
∞ −

∑
i α

s(i)
i . Considering all the possible sign combinations,

these are 24 = 16 complex numbers. Up to some real constants and signs between their

terms, these sixteen numbers are all of the form12

d ∼ i
√
c1c4

c2
3

± i (c1c5 + c4F0)E

2
√
c2

3c5F0E2 + c4
3 ν

2
(C.4)

Kovacic states that d has to be a non-negative integer in order for the algorithm to move

on to its next stage. If d is never such a number, then Case 1 cannot give a Liouvillian

solution. In other words, the above two terms must be real.

Under the string theory considerations on subsection 4.3.1, we conclude that this can

never be the case and, thus, Case 1 cannot hold.

C.2 Case 2 for Class I

In this Case, we begin by considering the same pole coefficients βi that made up the α±i
numbers, (C.2). But now βi’s construct the coordinates Ei=

{
2+k
√

1 + 4βi|k = 0,±2
}
∩Z,

which in this case read

E1 =

{
2− 4

√
−c1c4

c2
3

, 2 , 2 + 4

√
−c1c4

c2
3

}
E2 = E3 = {−1, 2, 5} (C.5)

Under the string theory considerations on subsection 4.3.2, we conclude that E1 = {2}.
Next, since our potential at infinity, V∞% , is of zeroth order, we also define the coordinate

E∞ = {0}. Then, in analogy with Case 1, we gather the coordinates E∞, Ei and define the

numbers d = 1
2(e∞−

∑
i ei), where ei ∈ Ei are the particular coordinates. Again, d’s have to

be non-integers to be acceptable. Considering all the possible coordinate combinations we

calculate 32 = 9 numbers, of which only one is non-negative, i.e. the one for e2 = e3 = −1

(e∞ = 0 and e1 = 2 always) that gives d = 0.

Now, since in this Case we actually obtained a single non-integer d, d = 0, we may

move to the next step. That consists of forming the rational function θ = 1
2

∑
i

ei
τ−τi , in

which we use the particular ei’s that made up d = 0, i.e. e1 = 2, e2 = e3 = −1. In our

case, θ is

θ =
1

τ
− 1

2
(
τ + c4

c5E

) − 1

2
(
τ + c1

F0E

) (C.6)

Next we search for a monic polynomial P of degree d such that

P ′′′ + 3θP ′′ + (3θ2 + 3θ′ − 4V%)P ′ + (θ′′ + 3θθ′ + θ3 − 4V%θ − 2V ′%)P = 0 (C.7)

12We write
√
−c1c4 → i

√
c1c4 for convenience in our following considerations.
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Since d = 0 is our only heritage from the previous step, that means P = 1 and the question

reduces to whether θ′′ + 3θθ′ + θ3 − 4V%θ − 2V ′% = 0. Replacing θ, (C.6), into the latter

necessary condition we find out that it is not satisfied. Therefore, Case 2 also fails to

provide a Liouvillian solution.

C.3 Case 1 for Class II

We begin by writing the partial fraction expansion of V% as

V% =−
(

(c2
5−F 2

0 )E2

c2
3

+ ν2

)
+

(
4(c2

1−c2
4)− c2

3

4c2
3

)
1

τ2
+

5/16(
τ− c1−c4

(c5−F0)E

)2 +
5/16(

τ+ c1+c4
(c5+F0)E

)2 +. . .

(C.8)

where the coefficients βi of the pole terms 1/(τ − τi)2 are used to construct the complex

numbers α±i = 1
2 ±

1
2

√
1 + 4βi. Here, these become

α±1 =
1

2
±

√
c2

1 − c2
4

c2
3

α±2 = α±3 =

{
5
4

−1
4

(C.9)

Next, we move to the τ → ∞ regime and define the rational function [
√
V%]∞ which

here, since V∞% is of zeroth order, it has to be just a complex number, i.e. [
√
V%]∞ = a.

Then a is found by matching terms between [
√
V%]2∞ and V∞% in (5.5), taking the value

a = i

√
(c25−F 2

0 )E2

c23
+ ν2. As before, letting β∞ be the coefficient of 1/τ in V∞% , we construct

the complex numbers α±∞ = ±β∞
2a which are now valued

α±∞ = ± i (c4c5 − c1F0)E√
c2

3(c2
5 − F 2

0 )E2 + c4
3 ν

2
(C.10)

We gather all our findings α±i , α
±
∞ and, letting s(·) be the sign function, we define the

numbers d = α
s(∞)
∞ −

∑
i α

s(i)
i . Considering all the possible sign combinations, these are

24 = 16 complex numbers. Up to some real constants and signs between their terms, these

sixteen numbers are all of the form13

d ∼ i

√
c2

4 − c2
1

c2
3

± i (c4c5 − c1F0)E√
c2

3(c2
5 − F 2

0 )E2 + c4
3 ν

2
(C.11)

Again, d has to be a non-negative integer for Case 1 to produce a Liouvillian solution,

which in turn means that the above two terms must be real.

Under the string theory considerations on subsection 5.1.1, we conclude that this can

never be the case and, thus, Case 1 cannot hold.

C.4 Case 2 for Class II

In Case 2, we begin by considering the same pole coefficients βi that made up the α±i
numbers, (C.9). But now βi’s construct the coordinates Ei = {2+k

√
1 + 4βi|k = 0,±2}∩Z,

13We write
√
c21 − c24 → i

√
c24 − c21 for convenience in our following considerations.
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which in this case read

E1 =

{
2− 4

√
c2

1 − c2
4

c2
3

, 2 , 2 + 4

√
c2

1 − c2
4

c2
3

}
E2 = E3 = {−1, 2, 5} (C.12)

Under the string theory considerations on subsection 5.1.2, we conclude that E1 = {2}.
Since the Ei’s are exactly the same with the ones of Class I, we again have a single

non-negative integer d = 0 made out of them, while the rational function θ = 1
2

∑
i

ei
τ−τi

now reads

θ =
1

τ
− 1

2
(
τ − c1−c4

(c5−F0)E

) − 1

2
(
τ + c1+c4

(c5+F0)E

) (C.13)

The same as the last time, θ should satisfy θ′′ + 3θθ′ + θ3 − 4V%θ − 2V ′% = 0. In this class

too it does not, therefore Case 2 cannot provide us a Liouvillian solution either, for our r

NVE (5.4).
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