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1 Introduction

Multiloop string amplitudes provide useful insight into the structure of terms in the effective

action of string theory. The effective action encodes the dynamics of the massless modes

of the theory, and yields S-matrix elements which contain terms both analytic as well as

non-analytic in the external momenta of the particles. The structure of these terms in the

effective action can be directly read off from the low momentum expansion of the string

amplitudes. While the terms analytic in the external momenta arise from the integration

over the interior of the supermoduli space of the super Riemann surface, the terms non-

analytic in the external momenta arise from the boundary of moduli space.

Calculating these terms becomes progressively difficult as one considers higher genus

string amplitudes.1 Beyond tree level, one has to integrate over the geometric moduli of the

Riemann surface which is non-trivial. At genus one, in order to calculate the analytic terms

in the low momentum expansion, it is very useful to obtain eigenvalue equations which the

modular invariant integrand satisfies. This helps us not only to have an understanding of

the detailed structure of the integrand, but also to calculate the integral over moduli space.

1String amplitudes at every order in the genus expansion include an infinite number of α′ corrections.
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In general, at every genus if one considers the analytic terms, the integrand at a fixed

order in the derivative expansion can be described diagrammatically by graphs, referred

to as modular graph functions. Roughly, the vertices of the graphs are the positions

of insertions of the vertex operators on the worldsheet, while the links are given by the

scalar Green function connecting the vertices. These graphs depend on the moduli of the

worldsheet and transform with fixed weights under Sp(2g,Z) transformations for the genus

g Riemann surface, such that the integrand is Sp(2g,Z) invariant, hence these graphs are

referred to as modular. Analysis of these graphs at one loop in open and closed superstring

theory has led to various insights into perturbative string theory, as well as the underlying

mathematical structure [1–23].

These issues have not been as well studied beyond genus one, and our aim is to under-

stand certain properties of some graphs at genus two. To be specific, we shall consider the

low momentum expansion of the genus two four graviton amplitude in type II superstring

theory [25–27]. The integrand is simpler than other string theories, thanks to the maximal

supersymmetry the type II theory enjoys. Various properties of the amplitude have been

analyzed in detail upto the D6R4 term, and some properties of the integrand have also

been studied at higher orders in the derivative expansion [28–37]. For the 1/4 BPS D4R4

term, the integral boils down to simply the integral over the volume element of moduli

space [29]. For the 1/8 BPS D6R4 term, the integrand involves the Kawazumi-Zhang in-

variant [38, 39] which satisfies an eigenvalue equation on moduli space, which allows the

integral to be evaluated [32].

Our aim is to look at some genus two modular graphs beyond the D6R4 term in the

low momentum expansion of the type II amplitude, which lead to non-BPS terms in the

effective action. In particular, we shall consider the graphs that arise in the integrand of

the D8R4 term in the derivative expansion. Like other modular graphs studied at genus

one and two, do these graphs satisfy some eigenvalue equation(s) on moduli space? The

answer to this question generalizes in several ways the structure of the eigenvalue equations

obtained in other cases, as we now summarize.

For the D8R4 term, there are three topologically distinct skeleton graphs which con-

tribute to the amplitude. While these skeleton graphs only involve scalar Green functions

connecting vertices, to specify a modular graph completely one also has to specify what

we call the “dressing factors” of the skeleton graphs. To define them, let zi and zj be two

vertices in the graph (not necessarily distinct), and let Ω be the period matrix of the genus

two Riemann surface defined in the standard way by the integral of the abelian differentials

over the homology cycles. Then the dressing factor is defined by

(ImΩ)−1
IJ ωI(zi)ωJ(zj), (1.1)

where ωI(z) = ωI(z)dz is the Abelian differential. The structure of these dressing factors

is uniquely determined for the three skeleton graphs for the D8R4 term given the string

amplitude. Thus we see that genus two (and higher) modular graphs are specified by the

choice of both the skeleton graphs as well as the dressing factors.2

2Note that independent dressing factors given the various integrated vertices start only from genus two,

because (ImΩ)−1
IJ ωI(zi)ωJ(zj) = (Imτ)−1 at genus one for all zi, zj , where τ is the complex structure of the

torus.
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For the three modular graphs that arise for the D8R4 term, we show that a spe-

cific linear combination of them comes close to satisfying a simple second order eigenvalue

differential equation on moduli space, apart from certain problematic terms. Hence we

consider three other modular graphs having the same skeleton graphs that arise for the

D8R4 term, but having different dressing factors. We show that a specific linear combi-

nation of these three graphs also comes close to satisfying an eigenvalue equation, apart

from certain problematic terms which are exactly the same as those obtained earlier for the

other three graphs. Thus the difference of these two equations yields the desired eigenvalue

equation. Apart from involving these six modular graphs, this eigenvalue equation also

involves a seventh modular graph as a source term. The seventh modular graph also has

the same skeleton graph as one of the three skeleton graphs, but with a different dressing

factor compared to the other skeleton graphs.

Note that the structure of the differential equation involves seven modular graphs of

which four are not in the list of graphs for the D8R4 term in the type II theory. Hence it

is interesting to ask if they arise in the low momentum expansion of other amplitudes, for

example, higher point amplitudes in the same theory. Also the fact that several of these

graphs are involved in the same eigenvalue equation leads us to the question of asking if

there are several equations these set of graphs satisfy, leading to relations among them.

These issues naturally generalize analysis at genus one, and are worthwhile to study.

We would like to mention that the structure of the eigenvalue equation we obtain seems

natural, as they all involve modular graphs having the same set of skeleton graphs with

different dressing factors. This is perhaps expected as no set of graphs is preferred over

the others. Our analysis suggests that there should be such eigenvalue equations involving

graphs at higher orders in the derivative expansion as well.

We begin with a review of the genus two four graviton amplitude in the type II theory,

followed by a discussion of the modular graphs upto the D8R4 term. To obtain the eigen-

value equation satisfied by the various modular graphs, we first analyze their holomorpic

variations, followed by the anti-holomorphic variations of the holomorphic variations when

the Beltrami differential is varied. We then proceed with the similar calculation for the

three more modular graphs that are relevant in order to obtain a simple eigenvalue equa-

tion. Finally we obtain the eigenvalue equation involving the seven modular graphs. In our

analysis, a crucial role is played by auxiliary graphs which we introduce at various stages.

These auxiliary graphs reduce to combinations of graphs we want to evaluate. However,

they can be evaluated differently to give useful relations, which leads to simplifications, fi-

nally leading to the desired equation. Several technical details are given in the appendices.

2 The genus two four graviton amplitude in type II string theory

The genus two four graviton amplitude is the same in type IIA and IIB string theory [24].

It is given by [25–27]

A =
π

64
κ2

10e
2φR4

∫
M2

|d3Ω|2

(detY )3
B(s, t, u; Ω, Ω̄), (2.1)
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where 2κ2
10 = (2π)7α′4, the period matrix is given by Ω = X+ iY , where X,Y are matrices

with real entries, and the measure is

|d3Ω|2 =
∏
I≤J

idΩIJ ∧ dΩ̄IJ . (2.2)

The integral is over M2, the fundamental domain of Sp(4,Z). Also the dynamics is con-

tained in

B(s, t, u; Ω, Ω̄) =

∫
Σ4

|Y|2

(detY )2
e−α

′∑
i<j ki·kjG(zi,zj)/2, (2.3)

where each factor of Σ represents an integral over the genus two worldsheet. In (2.3), the

string Green function is given by

G(z, w) = −ln|E(z, w)|2 + 2πY −1
IJ

(
Im

∫ w

z
ωI

)(
Im

∫ w

z
ωJ

)
, (2.4)

where Y −1
IJ = (Y −1)IJ , E(z, w) is the prime form and ωI (I = 1, 2) are the abelian differ-

ential one forms. Also in (2.3) we have that

3Y = (t− u)∆(1, 2) ∧∆(3, 4) + (s− t)∆(1, 3) ∧∆(4, 2) + (u− s)∆(1, 4) ∧∆(2, 3). (2.5)

where

∆(i, j) = εIJωI(zi) ∧ ωJ(zj). (2.6)

The Mandelstam variables are given by s = −α′(k1 + k2)2/4, t = −α′(k1 + k4)2/4, u =

−α′(k1 + k3)2/4. We have that
∑

i ki = 0 and k2
i = 0.

Now (2.3) is conformally invariant as it is invariant under

G(z, w)→ G(z, w) + c(z) + c(w) (2.7)

using s+ t+ u = 0, even though the string Green function G(z, w) is not.

While considering analytic terms in the low momentum expansion, we define

B(s, t, u; Ω, Ω̄) =

∞∑
p,q=0

B(p,q)(Ω, Ω̄)
σp2σ

q
3

p!q!
(2.8)

where

σn = sn + tn + un. (2.9)

Thus we need to analyze B(2,0) in order to study the D8R4 term. The aim it to obtain

Sp(4,Z) invariant eigenvalue equation(s) satisfied by the various modular graph functions

in B(2,0)(Ω, Ω̄), along with their generalizations if needed.

In the low momentum expansion (2.8), B(p,q)(Ω, Ω̄) is a sum of various graphs with

distinct topologies as we shall discuss below. From (2.3) we see that each of them involves

factors of G(z, w) in the integrand and hence is not generically conformally invariant, even

though it is modular invariant. Of course, the total contribution from all the graphs is con-

formally invariant. While one can consider eigenvalue equations satisfied by these graphs,3

3The field theory limit of these graphs directly in the worldline formalism has been considered in [40].
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we shall instead consider contributions coming from graphs each of which is conformally

as well as modular invariant. This is obtained by replacing (2.3) with

B(s, t, u; Ω, Ω̄) =

∫
Σ4

|Y|2

(detY )2
e−α

′∑
i<j ki·kjG(zi,zj)/2 (2.10)

and performing the low energy expansion, where G(z, w) is the conformally invariant

Arakelov Green function given by4

G(z, w) = G(z, w)− γ(z)− γ(w) + γ1 (2.11)

which is invariant under (2.7). To define the various expressions in (2.11), consider the

Kahler form

κ =
1

4
Y −1
IJ ωI ∧ ωJ , (2.12)

which satisfies ∫
Σ
κ = 1, (2.13)

on using the Riemann bilinear relation5∫
Σ
ωI ∧ ωJ = 2YIJ . (2.17)

Now in (2.11), we have that6

γ(z) =

∫
Σw

κ(w)G(z, w) =
1

4
Y −1
IJ

∫
Σ
d2wωI(w)ωJ(w)G(z, w), (2.18)

and

γ1 =

∫
Σ
κ(z)γ(z) =

1

16
Y −1
IJ Y

−1
KL

∫
Σ2

d2zd2wωI(z)ωJ(z)ωK(w)ωL(w)G(z, w). (2.19)

Thus we obtain the useful relation ∫
Σz

κ(z)G(z, w) = 0. (2.20)

Note that (2.3) and (2.10) are exactly the same using momentum conservation, though

the low momentum expansion of the later always yields conformally invariant modular

graphs, hence (2.10) is natural in string theory. Also we shall see that the low momentum

expansion of (2.10) is algebraically simpler to manipulate than that obtained from (2.3),

given the extra terms in (2.11).

4See [31, 36] for a detailed discussion on these issues.
5We use the convention that the volume element is given by

dz ∧ dz̄ = 2d(Rez) ∧ d(Imz) ≡ d2z. (2.14)

Thus (2.17) yields ∫
Σ

d2zωI(z)ωJ(z) = 2YIJ . (2.15)

Also 2δ2(z) ≡ δ(Rez)δ(Imz), leading to∫
Σ

dz ∧ dz̄δ2(z) =

∫
Σ

d2zδ2(z) = 1. (2.16)

6An integral over Σw means integrating over the w coordinate on the worldsheet. We shall write it as Σ

when there is no scope for confusion.
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3 The various modular graph functions

We now consider the various modular graph functions that arise in the low momentum

expansion of the four graviton amplitude, keeping terms upto the D8R4 term. These are

obtained from the low momentum expansion of (2.10).

3.1 The D4R4 term

The D4R4 term is simply given by [29]

B(1,0)(Ω, Ω̄) =
1

2

∫
Σ4

|∆(1, 2) ∧∆(3, 4)|2

(detY )2
= 32. (3.1)

In obtaining this and the various relations below, we use the relations [31]∫
Σi

∆(i, j) ∧∆(i, k) = −2detY Y −1
IJ ωI(j) ∧ ωJ(k),∫

Σj ,Σk

∆(i, j) ∧∆(j, k) ∧∆(k, l) = 4detY∆(i, l), (3.2)

which follow from (2.17).

3.2 The D6R4 term

At the next order in the low momentum expansion, the D6R4 term is given by [31, 32]

B(0,1)(Ω, Ω̄) = −1

3

∫
Σ4

|∆(1, 2) ∧∆(3, 4)−∆(1, 4) ∧∆(2, 3)|2

(detY )2

×
(
G(z1, z2) + G(z3, z4)− G(z1, z3)− G(z2, z4)

)
= −8

∫
Σ2

∏
i=1,2

d2ziG(z1, z2)P̂ (z1, z2), (3.3)

where

P̂ (z1, z2) =
(
Y −1
IJ Y

−1
KL − 2Y −1

IL Y
−1
JK

)
ωI(z1)ωJ(z1)ωK(z2)ωL(z2). (3.4)

Now using the identity ∫
Σz

d2zP̂ (z, w) = 0, (3.5)

from (3.3) we also have that

B(0,1)(Ω, Ω̄) = −8

∫
Σ2

2∏
i=1

d2ziG(z1, z2)P̂ (z1, z2). (3.6)

Alternatively on using (2.20), we have that

B(0,1)(Ω, Ω̄) = 16

∫
Σ2

2∏
i=1

d2ziG(z1, z2)P (z1, z2), (3.7)
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Figure 1. Skeleton graph for the D6R4 term.

(i) (ii) (iii)

Figure 2. Skeleton graphs for the D8R4 term.

where

P (z1, z2) = Y −1
IL Y

−1
JKωI(z1)ωJ(z1)ωK(z2)ωL(z2). (3.8)

The eigenvalue equation satisfied by (3.7) is analyzed in appendix A.

The skeleton graph for the D6R4 term, which involves a single power of the Arakelov

Green function, is depicted by figure 1.

3.3 The D8R4 term

Our primary interest lies in the graphs that arise in the integrand of the D8R4 term. For

this term, we have that [31, 36]

B(2,0)(Ω, Ω̄) =
1

4

∫
Σ4

|∆(1, 2) ∧∆(3, 4)|2

(detY )2

(
G(z1, z4) + G(z2, z3)− G(z1, z3)− G(z2, z4)

)2
.

(3.9)

Thus there are modular graph functions of three distinct topologies involving two

factors of the Arakelov Green function, with skeleton graphs depicted by figure 2.

For the D8R4 term, we denote

B(2,0)(Ω, Ω̄) =

3∑
i=1

B(2,0)
i (Ω, Ω̄) (3.10)

where each contribution arises from a separate skeleton graph, as defined below.

– 7 –
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3.3.1 Defining B(2,0)
1

For the skeleton graph depicted by figure 2 (i), we have that

B(2,0)
1 (Ω, Ω̄) =

∫
Σ4

|∆(1, 2) ∧∆(3, 4)|2

(detY )2
G(z1, z4)2

= 4

∫
Σ2

2∏
i=1

d2ziG(z1, z2)2Q1(z1, z2), (3.11)

where

Q1(z1, z2) = Y −1
IJ Y

−1
KLωI(z1)ωJ(z1)ωK(z2)ωL(z2) = µ(z1)µ(z2), (3.12)

where we have defined7

µ(z) = Y −1
IJ ωI(z)ωJ(z). (3.15)

Thus P (z1, z2) (defined by (3.8)) and Q1(z1, z2) are two independent modular invariants

involving the two points zi which are constructed using the abelian differentials and the

imaginary part of the period matrix.8 While Q1(z1, z2) involves separate modular invariants

at each zi, P (z1, z2) is twisted as z1 and z2 are intertwined.

Thus we have the useful relation∫
Σz

d2zP (z, w) = 2µ(w) (3.16)

which we use at various places in our analysis.

3.3.2 Defining B(2,0)
2

For the skeleton graph depicted by figure 2 (ii), we have that

B(2,0)
2 (Ω, Ω̄) = −2

∫
Σ4

|∆(1, 2) ∧∆(3, 4)|2

(detY )2
G(z1, z4)G(z1, z3)

= −4

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)Q2(z1; z2, z3), (3.17)

where

Q2(z1; z2, z3) = Y −1
IJ

(
Y −1
KLY

−1
MN − Y

−1
KNY

−1
LM

)
ωI(z1)ωJ(z1)ωK(z2)ωL(z2)ωM (z3)ωN (z3)

= µ(z1)
(
µ(z2)µ(z3)− P (z2, z3)

)
. (3.18)

7Thus

κ =
1

4
µ(z)dz ∧ dz, (3.13)

and (2.20) gives ∫
Σz

d2zµ(z)G(z, w) = 0. (3.14)

8As mentioned in the introduction, we refer to any such invariant as a dressing factor. To specify a

modular graph, this data is needed along with the skeleton graph.
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For later purposes, it is useful to note that∫
Σ
d2z2Q2(z1; z2, z3) = 2Q1(z1, z3),

∫
Σ
d2z3Q2(z1; z2, z3) = 2Q1(z1, z2). (3.19)

Using (2.20), we have that

B(2,0)
2 (Ω, Ω̄) = 4

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)µ(z1)P (z2, z3), (3.20)

which is the expression we shall use in our analysis.

3.3.3 Defining B(2,0)
3

Finally for the skeleton graph depicted by figure 2 (iii), we have that

B(2,0)
3 (Ω, Ω̄) =

∫
Σ4

|∆(1, 2) ∧∆(3, 4)|2

(detY )2
G(z1, z4)G(z2, z3)

=

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)Q3(z1, z2, z3, z4), (3.21)

where we have that

Q3(z1, z2, z3, z4) =
(
Y −1
IJ Y

−1
KL − Y

−1
IL Y

−1
JK

)(
Y −1
MNY

−1
PQ − Y

−1
MQY

−1
NP

)
×ωI(z1)ωJ(z1)ωK(z2)ωL(z2)ωM (z3)ωN (z3)ωP (z4)ωQ(z4)

=
(
µ(z1)µ(z2)− P (z1, z2)

)(
µ(z3)µ(z4)− P (z3, z4)

)
. (3.22)

Again for later purpose, it is useful to note that∫
Σ
d2z1Q3(z1, z2, z3, z4) = 2Q2(z2; z3, z4). (3.23)

Thus using (2.20), we have that

B(2,0)
3 (Ω, Ω̄) =

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)P (z1, z2)P (z3, z4), (3.24)

which is the expression we shall use in our analysis.

Once again it is useful to note that∫
Σ
d2zG(z, w)Q1(z, w) =

∫
Σ
d2wG(z, w)Q1(z, w) = 0,∫

Σ
d2zG(z, w)Q2(z;u, v) = 0. (3.25)

Thus we see that the dressing factors for the various skeleton graphs are fixed given

the structure of the string amplitude leading to the expressions for the various modular

graphs.
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4 Varying the Beltrami differentials

We shall obtain the eigenvalue equation by first performing holomorphic and then anti-

holomorphic variations with respect to the Beltrami differentials of each modular graph.

Here we briefly summarize results that are relevant for our purposes for calculating these

variations.

From now onwards, we shall use the notation

Y −1
IJ ωI(z1)ωJ(z2) = (z1, z2) (4.1)

for the dressing factors for brevity.9

The single-valued string Green function satisfies

∂w∂zG(z, w) = 2πδ2(z − w)− π(z, w),

∂z∂zG(z, w) = −2πδ2(z − w) + πµ(z), (4.2)

which leads to the equations satisfied by the Arakelov Green function

∂w∂zG(z, w) = 2πδ2(z − w)− π(z, w),

∂z∂zG(z, w) = −2πδ2(z − w) +
π

2
µ(z) (4.3)

on using (2.11).

The holomorphic deformation with respect to the Beltrami differential µ is given by

δµφ =
1

2π

∫
Σ
d2wµ w

w̄ δwwφ, (4.4)

where the basic variations of the Abelian differentials, period matrix and prime form are

given by [41, 42]

δwwωI(z) = ωI(w)∂z∂wlnE(z, w),

δwwΩIJ = 2πiωI(w)ωJ(w),

δwwlnE(u, v) = −1

2

(
∂wlnE(w, u)− ∂wlnE(w, v)

)2
. (4.5)

This leads to the useful formula [32]

δww

(
Y −1
IJ ωJ(z)

)
= −Y −1

IJ ωJ(w)∂z∂wG(w, z), (4.6)

as well as

δwwG(u, v) =
1

2

(
∂wG(w, u)− ∂wG(w, v)

)2
. (4.7)

5 Calculating the holomorphic variations

Using the above results, we now calculate the holomorphic variations for the three modular

graphs in B(2,0).

9Thus µ(z) = (z, z) and P (z1, z2) = (z1, z2)(z2, z1).
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5.1 Equation involving B(2,0)
1

First let us consider the variation resulting from varying B(2,0)
1 in (3.11). We have that

δwwQ1(z1, z2) = −
(
∂w∂z1G(w, z1)(w, z1)µ(z2) + ∂w∂z2G(w, z2)(w, z2)µ(z1)

)
. (5.1)

Both the terms in (5.1) contribute equally to the integral in (3.11). We next consider

δwwG(z1, z2). In the intermediate steps here as well as later, it is useful to note that the

string Green function is single valued and hence we can freely integrate by parts such terms

in the Arakelov Green function and discard total derivatives appropriately. This gives us

that

δwwG(z1, z2) = −∂wG(w, z1)∂wG(w, z2)

−1

4

∫
Σ
d2u(w, u)∂wG(w, u)∂u

(
G(u, z1) + G(u, z2)

)
(5.2)

leading to manifestly conformally covariant variations involving the Arakelov Green func-

tion.

We see that the second term in (5.2) (given in brackets, involving a sum of two terms

neither of which depends on both z1 and z2) does not contribute to the variation given by∫
Σ2

∏
i=1,2 d

2ziG(z1, z2)Q1(z1, z2)δwwG(z1, z2). Thus we get that

δwwB(2,0)
1

8
= −

∫
Σ2

2∏
i=1

d2ziG(z1, z2)Q1(z1, z2)∂wG(w, z1)∂wG(w, z2)

+2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂z1G(z1, z2)∂wG(w, z1)(w, z1)µ(z2). (5.3)

5.2 Equation involving B(2,0)
2

Next we consider the variation resulting from varying B(2,0)
2 in (3.20). Proceeding as before,

we have that

δww

(
µ(z1)P (z2,z3)

)
= −∂w∂z1G(w,z1)(w,z1)P (z2,z3) (5.4)

−µ(z1)
(
∂w∂z2G(w,z2)(w,z3)(z3, z2)+∂w∂z3G(w,z3)(z2, z3)(w,z2)

)
.

The last two terms in (5.4) contribute equally to the integral in (3.20). As before, the second

term in (5.2) does not contribute to
∫

Σ3

∏3
i=1 d

2ziG(z1, z3)µ(z1)P (z2, z3)δwwG(z1, z2). This

leads to

−δwwB
(2,0)
2

8
=

∫
Σ3

3∏
i=1

d2ziG(z1, z3)µ(z1)P (z2, z3)∂wG(w, z1)∂wG(w, z2)

−
∫

Σ3

3∏
i=1

d2ziG(z1, z3)
[
∂z1G(z1, z2)∂wG(w, z1)(w, z1)P (z2, z3)

+µ(z1)∂z2G(z1, z2)∂wG(w, z2)(z3, z2)(w, z3)
]
. (5.5)
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5.3 Equation involving B(2,0)
3

Finally let us consider the variation resulting from varying B(2,0)
3 in (3.24). Proceeding as

before, we have that

δww

(
P (z1, z2)P (z3, z4)

)
= −

[(
∂w∂z1G(w, z1)(w, z2)(z2, z1)

+∂w∂z2G(w, z2)(z1, z2)(w, z1)
)
P (z3, z4)

+
(
∂w∂z3G(w, z3)(w, z4)(z4, z3)

+∂w∂z4G(w, z4)(z3, z4)(w, z3)
)
P (z1, z2)

]
. (5.6)

All the terms in (5.6) contribute equally to the integral in (3.24).

Once again, the second term in (5.2) does not contribute to∫
Σ4

∏4
i=1 d

2ziG(z2, z3)P (z1, z2)P (z3, z4)δwwG(z1, z4). Thus we obtain

δwwB(2,0)
3

2
= −

∫
Σ4

4∏
i=1

d2ziG(z2, z3)P (z1, z2)P (z3, z4)∂wG(w, z1)∂wG(w, z4) (5.7)

+2

∫
Σ4

4∏
i=1

d2ziG(z2, z3)∂z1G(z1, z4)∂wG(w, z1)(w, z2)(z2, z1)P (z3, z4).

For each of the above contributions, we have that

∂w(δwwB(2,0)
i ) = 0. (5.8)

Hence the variations are holomorphic. Regarding this issue of holomorphicity, it is interest-

ing at this stage to contrast with the equations obtained if one starts with non-conformal

graphs instead. This is discussed in appendix B.

6 Calculating the anti-holomorphic variations of the holomorphic varia-

tions

Given the expressions above, to calculate the mixed variation δuuδwwB(2,0)
i , we also use [41]

δuu∂z = 2πδ2(z − u)∂̄z, (6.1)

which leads to [32]

δuu∂wG(w, z) = −π∂wδ2(w − u) + π(w, u)
(
∂uG(u, z)− ∂uG(u,w)

)
. (6.2)

This gives us the useful relation10

δuu∂wG(w, z) = π(w, u)

(
∂uG(u, z)− 1

2
∂uG(u,w)

)
+
π

4

∫
Σ
d2x(x, u)(w, x)∂uG(u, x) (6.3)

thus yielding a manifestly conformally covariant expression.

We now evaluate the antiholomorphic variations of (5.3), (5.5) and (5.7).

10This can also be obtained from the complex conjugate of (5.2), and (6.1).
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6.1 Equation involving B(2,0)
1

From varying (5.3), we get that

1

8
δuuδwwB(2,0)

1 =

F∑
α=A

Φ1,α (6.4)

where we now mention the various contributions. In variations of the type δuu∂xG(x, y)

in (5.3), only the very first of the three terms in (6.3) contributes (this is the only term

which depends on y in δuu∂xG(x, y)).

In (6.4), Φ1,A contains a term having four derivatives, two of which involve ∂w while

the remaining two involve ∂u derivatives, and is given by

Φ1,A =

∫
Σ2

∏
i=1,2

d2ziQ1(z1, z2)∂wG(w, z1)∂wG(w, z2)∂uG(u, z1)∂uG(u, z2). (6.5)

Next Φ1,B is a sum of two terms, each of which has four derivatives. One of the terms

has two ∂w derivatives and one ∂u derivative, while the other term has two ∂u derivatives

and one ∂w derivative. We have that

Φ1,B = −2

∫
Σ2

∏
i=1,2

d2ziµ(z2)∂wG(w, z1)∂uG(u, z1)
[
(w, z1)∂uG(u, z2)∂z1G(z1, z2)

+(z1, u)∂wG(w, z2)∂z1G(z1, z2)
]
. (6.6)

We next consider several terms each having four derivatives, of which there is only one

∂w derivative and one ∂u derivative. They are given by

Φ1,C = 2

∫
Σ2

∏
i=1,2

d2zi(w, z1)(z2, u)∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z2)∂z2G(z1, z2),

Φ1,D = 2(w, u)

∫
Σ2

∏
i=1,2

d2ziµ(z2)∂wG(w, z1)∂uG(u, z1)∂z1G(z1, z2)∂z1G(z1, z2), (6.7)

Φ1,E = −1

2

∫
Σ2

∏
i=1,2,3

d2ziµ(z3)(w, z1)(z2, u)∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z3)∂z2G(z2, z3).

In this analysis, as well as the ones for the graphs below, it shall be clear later why we

treat these contributions having the same derivative structure as a sum of distinct terms.

Finally, Φ1,F contains ∂wG(w, z1)∂uG(u, z2) as its only contribution involving deriva-

tives, and is given by

Φ1,F = 2πY −1
IJ Y

−1
KLY

−1
MN

∫
Σ2

∏
i=1,2

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)ωI(z2)ωL(z1)

×
(
ωK(w)ωM (z1)− ωK(z1)ωM (w)

)(
ωJ(z2)ωN (u)− ωJ(u)ωN (z2)

)
. (6.8)

In our analysis of B(2,0)
1 , we always ignore contact term contributions of the form

G(z1, z2)δ2(z1−z2). These are contributions from the boundary of moduli space arising from

colliding vertex operators, and do not contribute to local higher derivative interactions.11

11We shall have more to say about such ignored contributions later.
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Each Φ1,α (α = A, . . . , F ) is invariant under w ↔ ū, and hence the total variation is

hermitian.

Also neglecting contact term contributions, we have that

∂w(δuuδwwB(2,0)
1 ) = 0, (6.9)

and ∂u(δuuδwwB(2,0)
1 ) = 0, the later following from hermiticity. Hence holomorphy in w

and anti-holomorphy in u is maintained for the variation.

We now perform the same analysis for the holomorphic variations of the other two

modular graphs.

6.2 Equation involving B(2,0)
2

From varying (5.5), we get that

− 1

8
δuuδwwB(2,0)

2 =
G∑

α=A

Φ2,α (6.10)

as given below. In variations of the type δuu∂xG(x, y) in (5.5), as above only the very first

of the three terms in (6.3) contributes. We classify the various contributions based on the

derivative structure as we have done above.

Thus Φ2,A is the term containing four derivatives, involving ∂2
w and ∂

2
u given by

Φ2,A = −
∫

Σ3

∏
i=1,2,3

d2ziµ(z1)P (z2, z3)∂wG(w, z1)∂wG(w, z2)∂uG(u, z1)∂uG(u, z3). (6.11)

Next Φ2,B involves terms each having four derivatives. Each term has either two ∂w
and one ∂u, or two ∂u and one ∂w. This gives us that

Φ2,B =

∫
Σ3

∏
i=1,2,3

d2zi∂uG(u, z1)∂uG(u, z2)
[
P (z2, z3)(w, z1)∂z1G(z1, z3)∂wG(w, z1)

+µ(z1)(w, z2)(z2, z3)∂z3G(z1, z3)∂wG(w, z3)
]

+

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w, z1)∂wG(w, z2)
[
P (z2, z3)(z1, u)∂z1G(z1, z3)∂uG(u, z1)

+µ(z1)(z2, u)(z3, z2)∂z3G(z1, z3)∂uG(u, z3)
]
. (6.12)

Next consider terms that contain four derivatives, of which there is one ∂w and one ∂u
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derivative. They are given by

Φ2,C = −
∫

Σ3

∏
i=1,2,3

d2zi

[
(w,z1)(z2,u)(z3, z2)∂wG(w,z1)∂uG(u,z3)∂z1G(z1,z2)∂z3G(z1,z3)

+(z1,u)(w,z2)(z2, z3)∂uG(u,z1)∂wG(w,z3)∂z3G(z1,z3)∂z1G(z1,z2)
]
,

Φ2,D = −(w,u)

∫
Σ3

∏
i=1,2,3

d2ziP (z2,z3)∂wG(w,z1)∂uG(u,z1)∂z1G(z1,z2)∂z1G(z1,z3) (6.13)

−(w,u)

∫
Σ3

∏
i=1,2,3

d2ziµ(z1)(z3, z2)∂wG(w,z2)∂uG(u,z3)∂z2G(z1,z2)∂z3G(z1,z3),

Φ2,E =
1

2

∫
Σ3

∏
i=1,2,3

d2ziµ(z1)(w,z2)(z3,u)∂wG(w,z2)∂uG(u,z3)∂z2G(z1,z2)∂z3G(z1,z3)

+
1

4

∫
Σ4

∏
i=1,2,3,4

d2ziP (z2,z3)(w,z1)(z4,u)∂wG(w,z1)∂uG(u,z4)∂z1G(z1,z2)∂z4G(z3,z4).

Also Φ2,F contains two derivatives only involving ∂w and ∂u, and is given by

Φ2,F = 2πY −1
IJ Y

−1
KLY

−1
MN

∫
Σ2

∏
i=1,2

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z1)wK(z2)ωN (z2)

×
(
ωI(z1)ωM (w)− ωI(w)ωM (z1)

)(
ωJ(z1)ωL(u)− ωJ(u)ωL(z1)

)
+πY −1

IJ Y
−1
KLY

−1
MN

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w, z1)∂uG(u, z2)

×
(
ωM (z1)ωK(w)− ωM (w)ωK(z1)

)(
ωJ(z2)ωL(u)− ωJ(u)ωL(z2)

)
×
[
(z3, z1)ωI(z2)ωN (z3)G(z2, z3) + (z2, z3)ωI(z3)ωN (z1)G(z1, z3)

]
. (6.14)

Finally Φ2,G contains terms with no derivatives, giving us

Φ2,G =
π2

2
Y −1
IJ Y

−1
KL

∫
Σ3

∏
i=1,2,3

d2ziG(z1, z2)G(z1, z3)µ(z1)(w, z3)(z2, u)

×
(
ωI(w)ωK(z3)− ωI(z3)ωK(w)

)(
ωJ(z2)ωL(u)− ωJ(u)ωL(z2)

)
. (6.15)

Now each Φ2,α (α = A, . . . , G) is invariant under w ↔ ū, leading to a hermitian

variation.12 Also we have that

∂w

(
δuuδwwB(2,0)

2

)
= 0, (6.16)

and hence ∂u(δuuδwwB(2,0)
2 ) = 0.

12In fact, the two terms in Φ2,D, Φ2,E and Φ2,F are all individually hermitian.
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6.3 Equation involving B(2,0)
3

Finally from varying (5.7), we get that

1

2
δuuδwwB(2,0)

3 =

G∑
α=A

Φ3,α (6.17)

as given below. In variations of the type δuu∂xG(x, y) in (5.5), once again only the very first

term in (6.3) contributes, and we classify the various contributions based on the derivatives

they contain as before.

To start with, Φ3,A contains ∂2
w and ∂

2
u and is given by

Φ3,A =

∫
Σ4

∏
i=1,2,3,4

d2ziP (z1, z2)P (z3, z4)∂wG(w, z1)∂wG(w, z4)∂uG(u, z2)∂uG(u, z3).

(6.18)

Next Φ3,B contains terms having either ∂w and ∂
2
u, or ∂u and ∂2

w. This gives us

Φ3,B =−2

∫
Σ4

∏
i=1,2,3,4

d2ziP (z3,z4)(w,z2)(z2, z1)∂uG(u,z2)∂uG(u,z3)∂wG(w,z1)∂z1G(z1,z4)

−2

∫
Σ4

∏
i=1,2,3,4

d2ziP (z3,z4)(z2,u)(z1, z2)∂wG(w,z2)∂wG(w,z3)∂uG(u,z1)∂z1G(z1,z4). (6.19)

We next consider terms containing four derivatives, only one being ∂w and one being

∂u. They are

Φ3,C = 2

∫
Σ4

∏
i=1,2,3,4

d2ziΨ(w, u, z1, z2, z3, z4)(w, z3)(z3, z1)(z2, z4)(z4, u),

Φ3,D = 2(w, u)

∫
Σ4

∏
i=1,2,3,4

d2ziΨ(w, u, z1, z2, z3, z4)(z2, z1)P (z3, z4),

Φ3,E = −
∫

Σ4

∏
i=1,2,3,4

d2ziΨ(w, u, z1, z2, z3, z4)(w, z1)(z2, u)P (z3, z4), (6.20)

where

Ψ(w, u, z1, z2, z3, z4) ≡ ∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3). (6.21)

Also Φ3,F contains only two derivatives ∂w and ∂u and is given by

Φ3,F =
π

2
Y −1
IJ Y

−1
KLY

−1
MNY

−1
PQ

∫
Σ3

∏
i=1,2,3

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z1) (6.22)

×
(
ωI(z2)ωK(z3)− ωI(z3)ωK(z2)

)(
ωM (w)ωP (z1)− ωM (z1)ωP (w)

)
×
(
ωJ(z1)ωL(u)− ωJ(u)ωL(z1)

)(
ωN (z2)ωQ(z3)− ωN (z3)ωQ(z2)

)
+2πY −1

IJ Y
−1
KLY

−1
MN

∫
Σ4

∏
i=1,2,3,4

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z4)ωK(z2)ωN (z3)

×(z4, z2)(z3, z1)
(
ωM (z1)ωI(w)− ωM (w)ωI(z1)

)(
ωJ(z4)ωL(u)− ωJ(u)ωL(z4)

)
.

– 16 –



J
H
E
P
0
2
(
2
0
1
9
)
0
4
6

Finally, Φ3,G contains terms without derivatives, and is given by

Φ3,G = π2Y −1
IJ Y

−1
KL

∫
Σ4

∏
i=1,2,3,4

d2ziP (z3, z4)(w, z2)(z1, u)G(z1, z4)G(z2, z3)

×
(
ωI(z2)ωK(w)− ωI(w)ωK(z2)

)(
ωJ(z1)ωL(u)− ωJ(u)ωL(z1)

)
. (6.23)

Each Φ3,α (α = A, . . . , G) is invariant under w ↔ ū, leading to a hermitian variation.13

Also

∂w

(
δuuδwwB(2,0)

3

)
= 0, (6.24)

and hence ∂u(δuuδwwB(2,0)
3 ) = 0.

7 Simplifying the structure of variations of the modular graph functions

From the above analysis, we see that the variations δuuδww of the modular graph functions

B(2,0)
i yield complicated expressions. We now show that though each of them is complicated

by itself, we can manipulate these expressions such that certain specific combinations of

these graphs yield variations which can be drastically simplified.

For this purpose, it is very useful to depict various contributions to the variations of the

modular graphs schematically by skeleton graphs, where only the structure of the Green

functions are depicted. In these graphs, we follow the convention that for the link from zi
to zj that involves a derivative of the Arakelov Green function ∂ziG(zi, zj) or ∂̄ziG(zi, zj),

the tip of the arrow points towards the vertex zi. The vertices depicted by w and u are

not integrated over, while all the other vertices are integrated over. In the graphs, ∂ is

depicted by δ, while ∂̄ is depicted by δ̄.

First let us consider the variations that yield terms of the form O(∂2
w∂̄

2
u) for the various

modular graphs, given by Φ1,A in (6.5), Φ2,A in (6.11) and Φ3,A in (6.18). These are

schematically depicted by figure 3.

Next let us consider the variations that yield terms of the form O(∂w∂̄
2
u) and its her-

mitian conjugate for the various modular graphs, given by (6.6), (6.12) and (6.19). In

the graphs, we only denote that O(∂w∂̄
2
u) part, while the other can be obtained simply

by hermitian conjugation. Figure 4 depicts the graphs for Φ1,B and Φ3,B, while figure 5

depicts the graph for Φ2,B.

Next consider the variations having four derivatives, of which only one is ∂w and one

is ∂̄u. Figure 6 depicts the graphs for Φ1,C , Φ1,D and Φ1,E resulting from (6.7). Figures 7,

8 and 9 depict the graphs for Φ2,C , Φ2,D and Φ2,E respectively, which result from (6.13).14

Figure 10 depicts the graphs for Φ3,C , Φ3,D and Φ3,E which result from (6.20) as they have

the same factor of Ψ(w, u, z1, z2, z3, z4).

All other variations involve either two derivatives (one ∂w and one ∂̄u) or none. We

shall treat them separately in our analysis below.

13In fact, the two terms in Φ3,F are individually hermitian.
14The second graph in figure 8 for Φ2,D has the same structure as the one in figure 6 for Φ1,E , and the

first graph in figure 9 for Φ2,E . We club the various contributions as we have done since it is convenient for

our purposes.
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Figure 3. Skeleton graphs for (i) Φ1,A, (ii) Φ2,A and (iii) Φ3,A.
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Figure 4. Skeleton graphs for (i) Φ1,B and (ii) Φ3,B .
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Figure 5. Skeleton graphs for Φ2,B .
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Figure 6. Skeleton graphs for (i) Φ1,C , (ii) Φ1,D and (iii) Φ1,E .
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Figure 7. Skeleton graphs for Φ2,C .
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Figure 8. Skeleton graphs for Φ2,D.
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Figure 10. Skeleton graphs for Φ3,C , Φ3,D and Φ3,E .
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Figure 11. Skeleton graph for Φ12,A.

The variations depicted by figures 3 to 10 all involve four derivatives and are individ-

ually quite complicated, and we now proceed to analyze these variations in detail.

First let us focus only on those graphs that arise in the variations of B(2,0)
1 and B(2,0)

2 .

7.1 Relating variations of B(2,0)
1 and B(2,0)

2

For these variations, rather than considering Φ1,α and Φ2,α (α = A, . . . , E) individually, it

is very useful to consider the graphs Φ1,α and Φ2,α together for every α.
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Figure 12. Skeleton graphs for Φ12,B .

This is because we can start from an auxiliary graph15 for each α such that it reduces

to a linear combination of Φ1,α and Φ2,α. On the other hand, these auxiliary graphs are

constructed such that each of them can be manipulated to yield graphs involving only two

derivatives. Hence performing such a construction for each α, we shall see that a certain

linear combination of graphs involving Φ1,α and Φ2,α for every α contains graphs with only

two derivatives (one ∂ and one ∂). Moreover, we shall see that the linear combination

is precisely the same for all α. Hence it is only for a specific linear combination of the

variations resulting from B(2,0)
1 and B(2,0)

2 that we can get eliminate all graphs with four

derivatives in terms of graphs with only two derivatives, leading to a drastic simplification.

To start with, consider the skeleton graph depicted by figure 11. We define Φ12,A as

Φ12,A =

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w,z1)∂wG(w,z2)∂uG(u,z1)∂uG(u,z3)µ(z1)(z2, z3)∂z2∂z3G(z2,z3).

(7.1)

Using the first equation in (4.3) for the link that has both the ∂ and ∂ derivatives in this

graph, we trivially get that

Φ12,A = π(2Φ1,A + Φ2,A). (7.2)

We now proceed along similar lines for the other graphs. Using the skeleton graphs

depicted by figure 12 (the complete graph is given by adding the hermitian conjugate of

what is given in figure 12), we define Φ12,B by

Φ12,B =

∫
Σ3

∏
i=1,2,3

d2zi∂uG(u, z1)∂uG(u, z2)
[
∂wG(w, z1)∂z1G(z1, z3)(z3, z2)(w, z1)

+∂wG(w, z3)∂z3G(z1, z3)µ(z1)(w, z2)
]
∂z3∂z2G(z2, z3)

+

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w, z1)∂wG(w, z2)
[
∂uG(u, z1)∂z1G(z1, z3)(z2, z3)(z1, u)

+∂uG(u, z3)∂z3G(z1, z3)µ(z1)(z2, u)
]
∂z2∂z3G(z2, z3), (7.3)

15Auxiliary graphs introduced in [12] for genus one graphs proved very useful in obtaining eigenvalue

equations. Here we see the crucial role they play at genus two.
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Figure 13. Skeleton graphs for Φ12,C .
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Figure 14. Skeleton graphs for Φ12,D.

and using (4.3), we trivially get that

Φ12,B = −π(2Φ1,B + Φ2,B). (7.4)

Next using the skeleton graphs depicted by figure 13, we define

Φ12,C =

∫
Σ3

∏
i=1,2,3

d2zi

[
∂z2G(z1, z2)∂z1G(z1, z3)(w, z1)(z3, u)∂z3∂z2G(z2, z3) (7.5)

+∂z2G(z2, z3)∂z1G(z1, z2)(w, z3)(z2, u)∂z1∂z3G(z1, z3)
]
∂wG(w, z1)∂uG(u, z2),

and using (4.3), we trivially get that

Φ12,C = π(2Φ1,C + Φ2,C). (7.6)

Similarly using the skeleton graphs depicted by figure 14, we define

Φ12,D = (w, u)

∫
Σ3

∏
i=1,2,3

d2zi

[
∂uG(u, z1)∂z1G(z1, z3)(z2, z3)∂z2∂z3G(z2, z3) (7.7)

+∂uG(u, z3)∂z3G(z2, z3)µ(z2)∂z1∂z3G(z1, z3)
]
∂wG(w, z1)∂z1G(z1, z2),
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Figure 15. Skeleton graph for Φ12,E .

and using (4.3), we trivially get that

Φ12,D = π(2Φ1,D + Φ2,D). (7.8)

Finally using the skeleton graph depicted by figure 15, we define

Φ12,E =

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3)

×(z2, u)(w, z1)(z4, z3)∂z4∂z3G(z3, z4), (7.9)

and using (4.3), we trivially get that

Φ12,E = −4π(2Φ1,E + Φ2,E). (7.10)

Adding all these contributions, we get that

1

4
δuuδww

(
B(2,0)

1 − 1

2
B(2,0)

2

)
= 2Φ1,F + (Φ2,F + Φ2,G) (7.11)

+
1

π

(
Φ12,A − Φ12,B + Φ12,C + Φ12,D −

1

4
Φ12,E

)
.

Thus the terms in the last line of (7.11) involve the various auxiliary diagrams given above.

Note that we obtain the structure in (7.11) because only a specific linear combination of

Φ1,α and Φ2,α arises in our analysis on considering the auxiliary graphs. We expect such

techniques to generalize to modular graphs at higher orders in the low momentum expansion

involving more factors of the Arakelov Green function.

Now we used the first equation in (4.3) for the link containing both the ∂ and ∂

derivatives for each of the auxiliary modular graphs to obtain the linear combination 2Φ1,α+

Φ2,α for each α, leading to (7.11). Of course, the resulting graphs have four derivatives we

started with.

However, each of these auxiliary graphs can be evaluated in a separate manner by

integrating by parts the ∂ and ∂ derivatives that are on the same link and moving them

to the neighboring links. In doing so, for each graph each ∂ encounters a ∂ (and each ∂

encounters a ∂) which can be simplified again using (4.3). Now we are left with graphs
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involving only two derivatives (one ∂ and one ∂) resulting in simpler expressions. Though

we are very far from obtaining any eigenvalue equation, it is encouraging that the right

hand side of (7.11) only contains graphs with at most two derivatives.

As an example, proceeding this way we have that

Φ12,A = 4π2(w, u)G(w, u)

∫
Σ
d2zµ(z)∂wG(w, z)∂uG(u, z) (7.12)

−2π2

∫
Σ2

∏
i=1,2

d2ziµ(z1)(w, z2)(z2, u)∂wG(w, z1)∂uG(u, z1)
[
G(w, z2) + G(u, z2)

]
+π2

∫
Σ3

∏
i=1,2,3

d2ziµ(z1)(w, z2)(z2, z3)(z3, u)G(z2, z3)∂wG(w, z1)∂uG(u, z1).

While there are many terms in the resulting expressions that are obtained on sim-

plifying the various auxiliary graphs along the lines described above, there are also many

cancellations among various terms (in particular, those involving graphs having loops), and

we are left with only a few graphs having skeleton diagrams of specific topologies, which

we now describe.

7.2 Simplifying contributions to B(2,0)
1 − B(2,0)

2 /2

To begin with, given (7.11) let us consider the graphs that arise in

Φ12,A − Φ12,B + Φ12,C + Φ12,D. (7.13)

We write down the various contributions that contain upto two derivatives which are ob-

tained as explained above.

There is a potential contribution (with topology in figure 16 (i)) given by

4π2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z1)
[
(w, z1)(z1, z2)(z2, u)

+(w, z2)(z2, z1)(z1, u)− µ(z1)(w, z2)(z2, u)− (w, u)P (z1, z2)
]

= − 4π2

detY

∫
Σ2

2∏
i=1

d2ziG(z1, z2)µ(z2)∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1)

= 0 (7.14)

leading to a vanishing contribution.16

Including all the terms, the non-vanishing contributions to (7.13) lead to

Φ12,A − Φ12,B + Φ12,C + Φ12,D =
5∑
i=1

Ψi, (7.15)

where the various graphs on the right hand side are topologically distinct.

16∆(zi, zj) is defined in (A.7).

– 24 –



J
H
E
P
0
2
(
2
0
1
9
)
0
4
6

(i) (ii) (iii)

(iv) (v)

w u
w w u

w u w u

δ δ

δ

δ

δ δ

δ δ
δ δ

Figure 16. Skeleton graphs for various contributions.

First, we have that Ψ1 is given by

Ψ1 =
π2

detY

∫
Σ3

3∏
i=1

d2zi(w,z2)(w,z3)G(z2,z3)∂z3G(z1,z3)∂uG(u,z1)∆(z1,z2)∆(u,z1) (7.16)

+
π2

detY

∫
Σ3

3∏
i=1

d2zi(z2,u)(z3,u)G(z2,z3)∂z3G(z1,z3)∂wG(w,z1)∆(z1,z2)∆(w,z1),

as depicted by figure 16 (ii) and its hermitian conjugate. Note that it involves graphs with

two derivatives one of which does not involve ∂w or ∂u. These are the only graphs of this

kind.

Next, Ψ2 is given by

Ψ2 =
π2

detY

∫
Σ3

3∏
i=1

d2ziP (z2, z3)G(z2, z3)∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1), (7.17)

as depicted by figure 16 (iii), while Ψ3 is given by

Ψ3 = π2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)
[
µ(z2)(w, z1)(z1, u)

+µ(z1)(w, z2)(z2, u)− µ(z1)µ(z2)(w, u)
]
, (7.18)
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Figure 17. Skeleton graph for Φ23,A.

as depicted by figure 16 (iv). We also have Ψ4 given by

Ψ4 = −π
2

2

∫
Σ3

3∏
i=1

d2ziG(z1, z3)∂wG(w, z1)∂uG(u, z2)µ(z1)(w, z3)(z3, z2)(z2, u)

−π
2

2

∫
Σ3

3∏
i=1

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z2)µ(z2)(w, z1)(z1, z3)(z3, u), (7.19)

as depicted by figure 16 (v) and its hermitian conjugate. Finally we have Ψ5, the contri-

bution without derivatives given by

Ψ5 = 2π3(w, u)

∫
Σ2

2∏
i=1

d2ziG(z1, z2)2µ(z2)(w, z1)(z1, u)

−π3(w, u)

∫
Σ3

3∏
i=1

d2ziµ(z2)G(z1, z2)G(z2, z3)(w, z1)(z1, z3)(z3, u). (7.20)

We can also perform a similar analysis for Φ12,E , which we shall discuss later. The

expressions for Φ1,F , Φ2,F and Φ2,G are given in appendix C. Including them, we obtain all

the terms on the right hand side of (7.11). Note that while this structure has simplified, we

would like to obtain an expression without any derivatives, for reasons to be explained later.

We now perform a similar analysis for the graphs that arise in the variations of B(2,0)
2

and B(2,0)
3 .

7.3 Relating variations of B(2,0)
2 and B(2,0)

3

The strategy behind the analysis is the same as what we have done above, and so we only

mention the relevant auxiliary graphs.

Using the skeleton graph depicted by figure 17, we define

Φ23,A =

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂wG(w, z2)∂uG(u, z3)∂uG(u, z4)

×(z1, z4)P (z2, z3)∂z1∂z4G(z1, z4), (7.21)

which leads to

Φ23,A = −π(2Φ2,A + Φ3,A). (7.22)
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Figure 18. Skeleton graphs for Φ23,B .

Next using the skeleton graphs depicted by figure 18 (the complete graph is given by

adding the hermitian conjugate of what is given in figure 18), we define

Φ23,B =

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂̄uG(u, z3)(w, z2)

×
[
P (z3, z4)∂z1∂z2G(z1, z2) + (z4, z3)(z2, z1)∂z4∂z3G(z3, z4)

]
+

∫
Σ4

∏
i=1,2,3,4

d2zi∂uG(u, z1)∂z1G(z1, z4)∂wG(w, z2)∂wG(w, z3)(z2, u)

×
[
P (z3, z4)∂z2∂z1G(z1, z2) + (z3, z4)(z1, z2)∂z3∂z4G(z3, z4)

]
, (7.23)

which gives us

Φ23,B = π(2Φ2,B + Φ3,B). (7.24)

Using the skeleton graphs depicted by figure 19, we define

Φ23,C =

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂z2G(z2, z3)(w, z3)(z4, u)

×
[
(z2, z4)∂z1∂z3G(z1, z3) + (z3, z1)∂z4∂z2G(z2, z4)

]
, (7.25)

and get that

Φ23,C = −π(2Φ2,C + Φ3,C). (7.26)

Using the skeleton graphs depicted by figure 20, we define

Φ23,D = (w, u)

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂z2G(z2, z3)

×
[
P (z3, z4)∂z1∂z2G(z1, z2) + (z2, z1)(z4, z3)∂z4∂z3G(z3, z4)

]
, (7.27)

giving us

Φ23,D = −π(2Φ2,D + Φ3,D). (7.28)
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Figure 19. Skeleton graphs for Φ23,C .
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Figure 20. Skeleton graphs for Φ23,D.

Finally, simply using

Φ23,E = Φ12,E , (7.29)

we get that

Φ23,E = 2π(2Φ2,E + Φ3,E), (7.30)

where we have used (4.3) in each case as in the previous analysis.

Thus adding up the various contributions, we get that

1

2
δuuδww

(
B(2,0)

3 − 1

2
B(2,0)

2

)
= 2(Φ2,F + Φ2,G) + (Φ3,F + Φ3,G) (7.31)

− 1

π

(
Φ23,A − Φ23,B + Φ23,C + Φ23,D −

1

2
Φ23,E

)
,

where the terms in the last line involving auxiliary graphs can be expressed in terms of

graphs having only two derivatives.
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7.4 Simplifying contributions to B(2,0)
3 − B(2,0)

2 /2

Given the right hand side of (7.31) and proceeding as we have done earlier, we consider

the terms that arise in

Φ23,A − Φ23,B + Φ23,C + Φ23,D, (7.32)

postponing the analysis for Φ23,E later. The expressions for Φ2,F , Φ2,G, Φ3,F and Φ3,G are

given in appendix C.

There is a contribution to (7.32) given by

π2

detY

∫
Σ4

4∏
i=1

d2zi(w,z1)(w,z2)(z3, z4)G(z1,z2)∂z1G(z1,z4)∂uG(u,z3)∆(z4,z2)∆(u,z3) (7.33)

+
π2

detY

∫
Σ4

4∏
i=1

d2zi(z1,u)(z2,u)(z4, z3)G(z1,z2)∂z1G(z1,z4)∂wG(w,z3)∆(z4,z2)∆(w,z3)

as depicted by figure 21 and its hermitian conjugate, which is distinct from the graphs Ψi

(i = 1, . . . , 5) that are depicted by the skeleton graphs in figure 16. However, using

(zi, zj) = 2δ2(zi − zj)−
1

π
∂zj∂ziG(zi, zj) (7.34)

which follows from (4.3) for (z3, z4) and (z4, z3) in the first and second lines of (7.33)

respectively and integrating by parts, we get that (7.33) equals

2π3

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
(w, z1)(w, z2)(z3, u)∆(z1, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)∆(z1, z2)∆(w, z3)
]

− π3

detY

∫
Σ4

4∏
i=1

d2ziG(z1, z2)G(z3, z4)
[
(w, z1)(w, z2)(z3, u)(z1, z4)∆(z4, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)(z4, z1)∆(z4, z2)∆(w, z3)
]

+ 2Ψ1, (7.35)

where Ψ1 is given in (7.16).

– 29 –



J
H
E
P
0
2
(
2
0
1
9
)
0
4
6

There is also a potential contribution with the topology of figure 16 (v) given by (along

with its hermitian conjugate)

2π2

∫
Σ3

3∏
i=1

d2ziG(z1, z3)∂wG(w, z1)∂uG(u, z2)
[
(w, z3)(z3, z2)(z2, z1)(z1, u)

−(w, u)(z1, z3)(z3, z2)(z2, z1) + (w, z2)(z2, z1)(z1, z3)(z3, u)− P (z1, z2)(w, z3)(z3, u)
]

= − 2π2

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z3)∂wG(w, z1)∂uG(u, z2)µ(z3)(z2, z1)∆(w, z1)∆(u, z2)

= 0, (7.36)

which vanishes.

Thus adding the various contributions, we finally get that

Φ23,A − Φ23,B + Φ23,C + Φ23,D = 2
4∑
i=1

Ψi +
8∑
i=6

Ψi, (7.37)

where Ψi (i = 1, . . . , 4) have already been defined before, and we need to define Ψ6, Ψ7

and Ψ8.

We have that Ψ6 is given by

Ψ6 = − 2π2

detY

∫
Σ3

3∏
i=1

d2zi(z1, z2)(w,z3)G(z2,z3)∂z3G(z1,z3)∂uG(u,z1)∆(w,z2)∆(u,z1) (7.38)

− 2π2

detY

∫
Σ3

3∏
i=1

d2zi(z2, z1)(z3,u)G(z2,z3)∂z3G(z1,z3)∂wG(w,z1)∆(u,z2)∆(w,z1),

which has two derivatives, and has a skeleton graph depicted by figure 16 (ii).

Also Ψ7 has two derivatives, and is given by

Ψ7 =
8π2

detY

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)(z2, z1)∆(w, z1)∆(u, z2), (7.39)

and has a skeleton graph depicted by figure 16 (iv).
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Finally, Ψ8 involves terms without any derivatives and is given by

Ψ8 = 2π3(w, u)

∫
Σ3

3∏
i=1

d2zi(w, z1)(z1, u)P (z2, z3)G(z1, z2)G(z1, z3)

−π3(w, u)

∫
Σ4

4∏
i=1

d2ziP (z3, z4)(w, z1)(z1, z2)(z2, u)G(z1, z4)G(z2, z3)

+
2π3

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
(w, z1)(w, z2)(z3, u)∆(z1, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)∆(z1, z2)∆(w, z3)
]

− π3

detY

∫
Σ4

4∏
i=1

d2ziG(z1, z2)G(z3, z4)
[
(w, z1)(w, z2)(z3, u)(z1, z4)∆(z4, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)(z4, z1)∆(z4, z2)∆(w, z3)
]

− π3

detY

∫
Σ4

4∏
i=1

d2ziP (z3, z4)(w, z1)(z2, u)G(z1, z2)G(z3, z4)∆(w, z1)∆(u, z2). (7.40)

7.5 Relating variations of B(2,0)
1 , B(2,0)

2 and B(2,0)
3

From (7.11) and (7.31), we see that the variations of the combinations of the graphs

B(2,0)
1 − B(2,0)

2 /2 and B(2,0)
3 − B(2,0)

2 /2 are special, in the sense that the right hand side

of these equations can be expressed in terms of graphs having at most two derivatives.

However, we would like the right hand side of the eigenvalue equation to only have graphs

with no derivatives, for reasons to be explained later. Hence it is not clear to us how to

proceed and get a simple eigenvalue equation using either (7.11) or (7.31).

Hence we look for an equation involving all the three modular graphs which might

lead to some futher simplification compared to either (7.11) or (7.31). In order to see such

simplifications, we now obtain relations between the auxiliary graphs Φ12,α and Φ23,α for

every α. Note that Φ12,E = Φ23,E and hence we are interested in α = A,B,C and D only.

First let us consider Φ23,A in (7.21). Writing P (z2, z3) = (z2, z3)(z3, z2), and us-

ing (7.34) for (z3, z2), we get that

Φ23,A − 2Φ12,A = − 1

π

(∫
Σ2

∏
i=1,2

d2zi(z1, z2)∂wG(w, z1)∂uG(u, z2)∂z1∂z2G(z1, z2)

)2

(7.41)

on using (7.1). Thus the left hand side of (7.41) can be obtained from a single auxiliary

graph whose skeleton graph is depicted by figure 22.
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δ

δ
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Figure 22. Skeleton graph for Φ23,A − 2Φ12,A.

δ

δ δ

δ

δ

δ δ

δw
u

Figure 23. Skeleton graph for Φ23,B − 2Φ12,B .

Next let us consider Φ23,B in (7.23). Using (7.34) for (z3, z4), (z2, z1), (z4, z3) and

(z1, z2) in the first, second, third and fourth terms in (7.23) respectively, we get that

Φ23,B − 2Φ12,B = − 2

π

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂uG(u, z2)∂uG(u, z3)∂z1G(z1, z4)

×∂z1∂z2G(z1, z2)∂z4∂z3G(z3, z4)(w, z2)(z4, z3)

− 2

π

∫
Σ4

∏
i=1,2,3,4

d2zi∂uG(u, z1)∂wG(w, z2)∂wG(w, z3)∂z1G(z1, z4)

×∂z2∂z1G(z1, z2)∂z3∂z4G(z3, z4)(z2, u)(z3, z4) (7.42)

on using (7.3). Again, the left hand side of (7.42) can be obtained from a single auxiliary

graph whose skeleton graph is depicted by figure 23 and its hermitian conjugate.
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Figure 24. Skeleton graph for Φ23,C − 2Φ12,C .

We next consider Φ23,C in (7.25). Using (7.34) for (z2, z4) and (z3, z1) in the first and

second terms in (7.25) respectively, we get that

Φ23,C − 2Φ12,C = − 2

π

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3)

×∂z1∂z3G(z1, z3)∂z4∂z2G(z2, z4)(w, z3)(z4, u) (7.43)

on using (7.5). As above, the left hand side of (7.43) can be obtained from a single auxiliary

graph whose skeleton graph is depicted by figure 24.

Finally let us consider Φ23,D in (7.27). Using (7.34) for (z3, z4) and (z2, z1) in the first

and second terms in (7.27) respectively, we get that

Φ23,D − 2Φ12,D = − 2

π
(w, u)

∫
Σ4

∏
i=1,2,3,4

d2zi∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3)

×∂z4∂z3G(z3, z4)∂z1∂z2G(z1, z2)(z4, z3) (7.44)

on using (7.7). Once again, the left hand side of (7.44) can be obtained from a single

auxiliary graph whose skeleton graph is depicted by figure 25.

Thus we see that the combination Φ23,α − 2Φ12,α (α = A, . . . ,D) is special, and can

be derived naturally from a single auxiliary graph for each α.

Motivated by this observation, from (7.11) and (7.31), we have that

1

4
δuuδww

(
B(2,0)

1 −B(2,0)
2 +B(2,0)

3

)
= 2(Φ1,F +Φ1,G+Φ2,F +Φ2,G)+

1

2

(
Φ3,F +Φ3,G

)
(7.45)

+
1

2π

[(
2Φ12,A−Φ23,A

)
−
(

2Φ12,B−Φ23,B

)
+
(

2Φ12,C−Φ23,C

)
+
(

2Φ12,D−Φ23,D

)]
.

Note that the contributions from Φ12,E and Φ23,E cancel in (7.45) using Φ12,E = Φ23,E ,

hence we need not analyze them. Obviously, we have chosen the specific combination

of (7.11) and (7.31) in obtaining (7.45) such that its second line involves Φ23,α − 2Φ12,α

(α = A, . . . ,D).
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Figure 25. Skeleton graph for Φ23,D − 2Φ12,D.

7.6 Simplifying contributions to B(2,0)
1 − B(2,0)

2 + B(2,0)
3

Adding the various contributions involving Φ12,α and Φ23,α (α = 1, . . . , D) from (7.15)

and (7.37) and using (C.9), we get that

1

4
δuuδww

(
B(2,0)

1 − B(2,0)
2 + B(2,0)

3

)
=

1

π

[
Ψ2 −

1

2

(
Ψ6 + Ψ7

)]
+

1

2π
(2Ψ5 −Ψ8) + Φ̃0, (7.46)

where Φ̃0 is defined in (C.10).

We see that (7.46) has drastically simplified compared to the earlier expressions. How-

ever, we are still left with terms involving derivatives on the right hand side of (7.46), and

hence it is not clear to us how to get a simple eigenvalue equation out of it. Hence we

proceed differently.

8 Adding more modular graph functions

One natural way of remedying the problem in (7.46) is to simply add more modular graph

functions to the list of B(2,0)
1 , B(2,0)

2 and B(2,0)
3 . This can be easily obtained by looking at

the skeleton graphs in figure 2. We can simply keep the structure of the Green functions

same as in these graphs but obtain different modular invariants by contracting the dressing

factors (zi, zj) differently using the locations of the integrated vertex operators. Then we

can go through the same analysis we did for the previous graphs to obtain the analogue

of (7.45) for these graphs as well, and see if further simplifications can be achieved by

combining these equations. Though these new graphs we now consider do not arise in the

integrand of the D8R4 term, we still label them by B(2,0)
i for the sake of uniformity as they

have two factors of the Arakelov Green function.

Thus we now consider the modular graph

B(2,0)
4 = 4

∫
Σ2

2∏
i=1

d2ziG(z1, z2)2P (z1, z2) (8.1)
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which has the same skeleton graph as figure 2 (i), but different dressing factors compared

to B(2,0)
1 ,

B(2,0)
5 = 4

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)(z1, z2)(z2, z3)(z3, z1) (8.2)

which has the same skeleton graph as figure 2 (ii), but different dressing factors compared

to B(2,0)
2 , and

B(2,0)
6 =

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)(z1, z4)(z4, z3)(z3, z2)(z2, z1) (8.3)

which has the same skeleton graph as figure 2 (iii), but different dressing factors compared

to B(2,0)
3 .

Another obvious graph is

B(2,0)
7 =

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)(z1, z2)(z2, z4)(z4, z3)(z3, z1), (8.4)

which has the same skeleton graph as figure 2 (iii), but different dressing factors compared

to B(2,0)
3 and B(2,0)

6 . This shall arise only at the end of our analysis.

Finally, one can also consider the graph (B(0,1))2 involving the square of the graph for

the D6R4 term. However, this will not be needed in our analysis.

We now proceed with our analysis of the modular graphs (8.1), (8.2) and (8.3). Our

strategy will be the same as what we did for the three graphs earlier, and so we shall skip

some details for the sake of brevity.

9 Calculating the holomorphic variations

We first calculate the holomorphic variations of the graphs given by (8.1), (8.2) and (8.3).

As we have done before, this is obtained by using the relevant formulae in section 5. We

simply give the final expressions.

9.1 Equation involving B(2,0)
4

From (8.1), we have that

δwwB(2,0)
4

8
= −

∫
Σ2

2∏
i=1

d2ziG(z1, z2)P (z1, z2)∂wG(w, z1)∂wG(w, z2)

+2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)(w, z2)(z2, z1)∂z1G(z1, z2)∂wG(w, z1)

−1

2

∫
Σ3

3∏
i=1

d2ziG(z1, z2)P (z1, z2)(w, z3)∂z3G(z1, z3)∂wG(w, z3). (9.1)
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9.2 Equation involving B(2,0)
5

From (8.2), we have that

−δwwB
(2,0)
5

4
=

∫
Σ3

3∏
i=1

d2ziG(z1, z3)∂wG(w, z1)∂wG(w, z2)S(z1, z2, z3)

−
∫

Σ3

3∏
i=1

d2ziG(z1, z3)
[
∂z1G(z1, z2)∂wG(w, z1)R(w; z2, z3; z1)

+∂z2G(z1, z2)∂wG(w, z2)
(
R(w; z1, z3; z2)− P (z1, z3)(w, z2)

)]
+

1

4

∫
Σ4

4∏
i=1

d2ziG(z1, z3)(w, z4)S(z1, z2, z3)∂z4G(z2, z4)∂wG(w, z4), (9.2)

where we have defined17

S(zi, zj , zk) = (zi, zj)(zj , zk)(zk, zi) + (zi, zk)(zk, zj)(zj , zi),

R(zk; zi, zj ; zl) = (zk, zi)(zi, zj)(zj , zl) + (zk, zj)(zj , zi)(zi, zl) (9.4)

which involve various dressing factors.

9.3 Equation involving B(2,0)
6

Finally from (8.3), we have that

1

2
δwwB(2,0)

6 = −
∫

Σ4

4∏
i=1

d2ziG(z2, z3)∂wG(w, z1)∂wG(w, z4)(z1, z4)(z4, z3)(z3, z2)(z2, z1)

+

∫
Σ4

4∏
i=1

d2ziG(z2, z3)∂wG(w, z1)∂z1G(z1, z4)
[
(w, z3)(z3, z2)(z2, z4)(z4, z1)

+(w, z4)(z4, z3)(z3, z2)(z2, z1)− (z4, z2)(z2, z3)(z3, z4)(w, z1)
]
. (9.5)

Using (4.3), we see that

∂w(δwwB(2,0)
i ) = 0 (9.6)

for i = 4, 5, 6. Thus the holomorphic variations are indeed holomorphic.

10 Calculating the anti-holomorphic variations of the holomorphic vari-

ations

We next calculate the various anti-holomorphic variations of the holomorphic variations

given by (9.1), (9.2) and (9.5).

17Note that S(zi, zj , zk) is symmetric in its three arguments. Also

R(zk; zi, zj ; zk) = S(zi, zj , zk). (9.3)
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10.1 Equation involving B(2,0)
4

From (9.1), we have that

1

8
δuuδwwB(2,0)

4 =

K∑
α=A

Φ4,α, (10.1)

where we now list the various contributions.

Φ4,A is the O(∂2
w∂

2
u) term given by

Φ4,A =

∫
Σ2

2∏
i=1

d2ziP (z1, z2)∂wG(w, z1)∂wG(w, z2)∂uG(u, z1)∂uG(u, z2), (10.2)

which has same the skeleton graph as Φ1,A. Φ4,B is the O(∂w∂
2
u∂zi) term and its complex

conjugate, and is given by

Φ4,B = −2

∫
Σ2

2∏
i=1

d2zi∂wG(w, z1)∂uG(u, z1)
[
(w, z2)(z2, z1)∂uG(u, z2)∂z1G(z1, z2)

+(z2, u)(z1, z2)∂wG(w, z2)∂z1G(z1, z2)
]
, (10.3)

which has the same skeleton graph as Φ1,B. Φ4,C is an O(∂w∂u∂zi∂zj ) term given by

Φ4,C = 2(w, u)

∫
Σ2

2∏
i=1

d2zi(z2, z1)∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z2)∂z2G(z1, z2), (10.4)

which has the same skeleton graph as Φ1,C . Φ4,D is another O(∂w∂u∂zi∂zj ) term given by

Φ4,D = 2

∫
Σ2

2∏
i=1

d2zi(w, z2)(z2, u)∂wG(w, z1)∂uG(u, z1)∂z1G(z1, z2)∂z1G(z1, z2), (10.5)

which has the same skeleton graph as Φ1,D, while Φ4,E is another O(∂w∂u∂zi∂zj ) term

given by

Φ4,E = −1

2

∫
Σ3

3∏
i=1

d2zi

[
(w, z1)(z2, z3)(z3, u) + (z2, u)(w, z3)(z3, z1)

]
×∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z3)∂z2G(z2, z3), (10.6)

which has the same skeleton graph as Φ1,E . Thus for all these contributions involving four

derivatives, the skeleton graph of Φ4,α is the same as that of Φ1,α.

Next Φ4,F involves two derivatives and is given by

Φ4,F = Λ0 +
Λ1

2
− 4π

detY

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)(z2, z1)∆(w, z1)∆(u, z2)

− π

4detY

∫
Σ3

3∏
i=1

d2ziP (z1, z2)G(z1, z2)∂wG(w, z3)∂uG(u, z3)∆(w, z3)∆(u, z3), (10.7)
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where we have that

Λ0 =
π

2

∫
Σ3

3∏
i=1

d2zi(z1, z2)(w,z3)G(z1,z2)∂wG(w,z3)∂uG(u,z1)
[
(z2,u)(z3, z1)−(z3,u)(z2, z1)

]
+
π

2

∫
Σ3

3∏
i=1

d2zi(z2, z3)(z1,u)G(z2,z3)∂wG(w,z3)∂uG(u,z1)

×
[
(w,z2)(z3, z1)−(w,z1)(z3, z2)

]
, (10.8)

and

Λ1 = −π
4

∫
Σ4

4∏
i=1

d2ziP (z1, z2)G(z1, z2)(w, z3)(z3, z4)(z4, u)∂wG(w, z3)∂uG(u, z4). (10.9)

Φ4,G involves no derivatives and is given by

Φ4,G =
π2

detY

∫
Σ2

2∏
i=1

d2zi(w, z1)(z2, u)G2(z1, z2)∆(w, z1)∆(u, z2). (10.10)

Thus for all these contributions, we see that the structure is similar to that arising

from the variation of B(2,0)
1 . However, there are some extra contributions which we now

mention.

Φ4,H is another O(∂w∂
2
u∂zi) term and its complex conjugate, and is given by

Φ4,H =
1

2

∫
Σ3

3∏
i=1

d2ziP (z1, z2)
[
(w, z3)∂uG(u, z1)∂uG(u, z2)∂wG(w, z3)∂z3G(z1, z3)

+(z3, u)∂wG(w, z1)∂wG(w, z2)∂uG(u, z3)∂z3G(z1, z3)
]
, (10.11)

which has the same skeleton graph as one of those in Φ2,B. Φ4,I is another O(∂w∂u∂zi∂zj )

term given by

Φ4,I = −1

2

∫
Σ3

3∏
i=1

d2zi

[
(w, z2)(z2, z1)(z3, u)∂wG(w, z1)∂uG(u, z3)∂z1G(z1, z2)∂z3G(z1, z3)

+(z1, z2)(z2, u)(w, z3)∂wG(w, z3)∂uG(u, z1)∂z3G(z1, z3)∂z1G(z1, z2)
]
, (10.12)

which has the same skeleton graph as Φ2,C . Φ4,J is yet another O(∂w∂u∂zi∂zj ) term given

by

Φ4,J =
1

4

∫
Σ3

3∏
i=1

d2ziµ(z1)(w, z2)(z3, u)∂wG(w, z2)∂uG(u, z3)∂z2G(z1, z2)∂z3G(z1, z3),

(10.13)

which has the same skeleton graph as one of the graphs in Φ2,D.18 Finally, Φ4,K is an

O(∂w∂u∂zi∂zj ) term given by

Φ4,K =
1

8

∫
Σ4

4∏
i=1

d2ziP (z2, z3)(w, z1)(z4, u)∂wG(w, z1)∂uG(u, z4)∂z1G(z1, z2)∂z4G(z3, z4),

(10.14)

18Some graphs can have the skeleton graph of other ΦI,α as well, we simply mention one of them.
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which has the same skeleton graph as one of the graphs in Φ2,E .

Thus for the contributions Φ4,H , Φ4,I , Φ4,J and Φ4,K we see that the structure is similar

to some of the terms arising from the variation of B(2,0)
2 . Thus the variation of B(2,0)

4 having

the skeleton graph in figure 2 (i), leads us automatically to consider variations that arise

from figure 2 (ii) as well.

We have that δuuδwwB(2,0)
4 is hermitian, as well as holomorphic in w, and anti-

holomorphic in u.19

In fact in checking holomorhphy in w of the variation, we are finally left with

π2

2
µ(w)

∫
Σ2

2∏
i=1

d2zi(z1, z2)G(z1, z2)∂uG(u, z1)
[
(w, z1)(z2, u)− (w, u)(z2, z1)

]
−π

2

2
µ(w)

∫
Σ2

2∏
i=1

d2zi(w, z2)G(z1, z2)∂uG(u, z1)
[
µ(z1)(z2, u)− (z1, u)(z2, z1)

]
(10.15)

resulting from the second term in the right hand side of the second equation in (4.3).

However (10.15) is proportional to

µ(w)

∫
Σ2

2∏
i=1

d2ziµ(z2)G(z1, z2)∂uG(u, z1)∆(w, z1)∆(u, z1) = 0. (10.16)

Similar manipulations are needed to check holomorphy in w of the variations of B(2,0)
5 and

B(2,0)
6 in the analysis below.

10.2 Equation involving B(2,0)
5

Next from (9.2), we have that

− 1

4
δuuδwwB(2,0)

5 =
H∑
α=A

Φ5,α, (10.17)

where we describe the various contributions below.

Φ5,A is the O(∂2
w∂

2
u) term given by

Φ5,A = −
∫

Σ3

3∏
i=1

d2ziS(z1, z2, z3)∂wG(w, z1)∂wG(w, z2)∂uG(u, z1)∂uG(u, z3), (10.18)

which has the same skeleton graph as Φ2,A. Φ5,B is an O(∂w∂
2
u∂zi) term and its complex

conjugate, and is given by

Φ5,B =

∫
Σ3

3∏
i=1

d2zi∂uG(u, z1)∂uG(u, z2)
[
R(w; z2, z3; z1)∂z1G(z1, z3)∂wG(w, z1)

+R(w; z1, z2; z3)∂z3G(z1, z3)∂wG(w, z3)
]

+

∫
Σ3

3∏
i=1

d2zi∂wG(w, z1)∂wG(w, z2)
[
R(z1; z2, z3;u)∂z1G(z1, z3)∂uG(u, z1)

+R(z3; z1, z2;u)∂z3G(z1, z3)∂uG(u, z3)
]
− 2Φ4,H , (10.19)

19We always ignore divergent contact terms of the form G(z1, z2)δ2(z1−z2) for reasons mentioned before.
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which has the same skeleton graph as Φ2,B. Φ5,C is an O(∂w∂u∂zi∂zj ) term and is given by

Φ5,C = −
∫

Σ3

3∏
i=1

d2zi

[
∂wG(w, z1)∂uG(u, z3)∂z1G(z1, z2)∂z3G(z1, z3)

(
(w, u)(z3, z2)(z2, z1)

+(w, z2)(z2, u)(z3, z1)
)

+ ∂wG(w, z3)∂uG(u, z1)∂z3G(z1, z3)∂z1G(z1, z2)

×
(

(w, u)(z1, z2)(z2, z3) + (w, z2)(z2, u)(z1, z3)
)]
− 2Φ4,I , (10.20)

which has the same skeleton graph as Φ2,C . Φ5,D is yet another O(∂w∂u∂zi∂zj ) term and

is given by

Φ5,D = −
∫

Σ3

3∏
i=1

d2ziR(w; z2, z3;u)∂wG(w, z1)∂uG(u, z1)∂z1G(z1, z2)∂z1G(z1, z3) (10.21)

−
∫

Σ3

3∏
i=1

d2zi∂wG(w, z2)∂uG(u, z3)∂z2G(z1, z2)∂z3G(z1, z3)
[
(w, u)(z3, z1)(z1, z2)

+(w, z1)(z1, u)(z3, z2)− (w, z1)(z1, z2)(z3, u)− (w, z2)(z3, z1)(z1, u)]− 2Φ4,J ,

which has the same skeleton graph as Φ2,D. Φ5,E is the final set of terms involving

O(∂w∂u∂zi∂zj ) and is given by

Φ5,E =
1

2

∫
Σ4

4∏
i=1

d2zi(z4, u)R(w; z2, z3; z1)∂z1G(z1, z2)∂wG(w, z1)∂uG(u, z4)∂z4G(z3, z4)

+
1

2

∫
Σ4

4∏
i=1

d2zi(w, z4)R(z1; z2, z3;u)∂z1G(z1, z2)∂uG(u, z1)∂wG(w, z4)∂z4G(z3, z4)

−6Φ4,K , (10.22)

which has the same skeleton graph as one of those in Φ2,E .

Φ5,F involves two derivatives and is given by

Φ5,F =
2π

detY

∫
Σ3

3∏
i=1

d2zi(z2, z3)(z3, z1)∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z2)

×
(
G(z1, z3) + G(z2, z3)

)
− 2Λ0 − 2Λ1 + Λ2, (10.23)

where Λ0 and Λ1 are given by (10.8) and (10.9) respectively, and

Λ2 = −π
4

∫
Σ4

4∏
i=1

d2zi∂wG(w,z2)∂uG(u,z4)G(z1,z3)
[
R(w;z1,z3;z2)(z2, z4)(z4,u) (10.24)

+R(z4;z1,z3;u)(w,z2)(z2, z4)−S(z1,z2,z3)(w,z4)(z4,u)−S(z1,z3,z4)(w,z2)(z2,u)
]
.

– 40 –



J
H
E
P
0
2
(
2
0
1
9
)
0
4
6

In obtaining Φ5,F in (10.23) we also encounter, along with its hermitian conjugate, the

expression

−π
∫

Σ3

3∏
i=1

d2zi(z1, z3)G(z1,z2)∂wG(w,z3)∂uG(u,z1)
[
(z2,u)

(
(w,z1)(z3, z2)−(w,z2)(z3, z1)

)
+(z2, z1)

(
(w,z2)(z3,u)−(w,u)(z3, z2)

)]
=

π

detY

∫
Σ3

3∏
i=1

d2ziµ(z2)(z1, z3)G(z1,z2)∂wG(w,z3)∂uG(u,z1)∆(w,z3)∆(u,z1)

= 0, (10.25)

leading to a vanishing contribution.

Φ5,G involves terms with no derivatives and is given by

Φ5,G = − π2

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
(z2, u)(w, z1)(z1, z3)∆(w, z3)∆(u, z2) (10.26)

+(z2, u)(w, z3)(z3, z1)∆(w, z1)∆(u, z2) + (w, z2)(z2, z3)(z1, u)∆(w, z3)∆(u, z1)
]
.

These terms are similar in structure of those obtained in the variation of B(2,0)
2 . How-

ever, there is an extra contribution given by

Φ5,H =−1

4

∫
Σ4

4∏
i=1

d2ziS(z1,z2,z3)(z4,u)∂wG(w,z1)∂wG(w,z2)∂z4G(z3,z4)∂uG(u,z4) (10.27)

−1

4

∫
Σ4

4∏
i=1

d2ziS(z1,z2,z3)(w,z4)∂uG(u,z1)∂uG(u,z2)∂z4G(z3,z4)∂wG(w,z4),

which has the same skeleton graph as Φ3,B. Thus this contribution leads us to consider

terms that arise in the variation of a graph with skeleton diagram given by figure 2 (iii).

Again, we have that δuuδwwB(2,0)
5 is hermitian, as well as holomorphic in w, and anti-

holomorphic in u.

10.3 Equation involving B(2,0)
6

Finally, from (9.5) we obtain

1

2
δuuδwwB(2,0)

6 =
G∑

α=A

Φ6,α, (10.28)

yielding the terms we now list. Φ6,A is the O(∂2
w∂

2
u) term given by

Φ6,A =

∫
Σ4

4∏
i=1

d2zi(z1, z4)(z4, z3)(z3, z2)(z2, z1)∂wG(w, z1)∂wG(w, z4)∂uG(u, z2)∂uG(u, z3),

(10.29)
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which has the same skeleton graph as Φ3,A. Φ6,B is the O(∂w∂
2
u∂zi) term and its complex

conjugate, and is given by

Φ6,B = −1

2

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂wG(w, z2)∂z4G(z3, z4)∂uG(u, z4)

×
[
(z4, z3)R(z3; z1, z2;u) + (z3, u)R(z4; z1, z2; z3)

]
−1

2

∫
Σ4

4∏
i=1

d2zi∂uG(u, z1)∂uG(u, z2)∂z4G(z3, z4)∂wG(w, z4)

×
[
(z3, z4)R(w; z1, z2; z3) + (w, z3)R(z3; z1, z2; z4)

]
− 2Φ5,H , (10.30)

which has the same skeleton graph as Φ3,B.

Φ6,C , Φ6,D and Φ6,E are O(∂w∂u∂zi∂zj ) terms and are given by

Φ6,C =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3)

×
[
(w, z3)(z3, u)(z2, z4)(z4, z1) + (w, z4)(z4, u)(z2, z3)(z3, z1)

]
,

Φ6,D =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3)

×
[
(w, z4)(z4, z3)(z3, u)(z2, z1) + (w, u)(z2, z3)(z3, z4)(z4, z1)

−(z2, z3)(z3, z4)(z4, u)(w, z1)− (z2, u)(w, z3)(z3, z4)(z4, z1)
]
,

Φ6,E = −
∫

Σ4

4∏
i=1

d2zi∂wG(w, z1)∂uG(u, z2)∂z1G(z1, z4)∂z2G(z2, z3) (10.31)

×
[
(z2, u)(w, z4)(z4, z3)(z3, z1) + (w, z1)(z4, z3)(z3, u)(z2, z4)

]
+ 8Φ4,K ,

and they have the same skeleton graph as Φ3,C ,Φ3,D and Φ3,E . We have split the three

contributions as in (10.31) as this is useful for our purposes.

Next Φ6,F contains terms with two derivatives and is given in appendix D. This can

be simplified giving contributions having two derivatives, as well as without derivatives.

Following the analysis in appendix D, we get that

Φ6,F =
π

detY

∫
Σ3

3∏
i=1

d2ziG(z2, z3)P (z2, z3)∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1)

+
8π

detY

∫
Σ2

2∏
i=1

d2zi(z2, z1)G(z1, z2)∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z2)

− 4π

detY

∫
Σ3

3∏
i=1

d2zi(z2, z3)(z3, z1)∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z2)

×
(
G(z1, z3) + G(z2, z3)

)
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− 4π2

detY

∫
Σ3

3∏
i=1

µ(z3)(w, z1)(z2, u)G(z1, z3)G(z2, z3)∆(w, z1)∆(u, z2)

+
π2

detY

∫
Σ4

4∏
i=1

d2ziP (z2, z3)(w, z1)(z4, u)∆(w, z1)∆(u, z4)

×
(
G(z1, z4)G(z2, z3) + 2G(z1, z3)G(z2, z4)

)
+ 2(Λ1 − Λ2), (10.32)

where Λ1 and Λ2 are given in (10.9) and (10.24) respectively.20

Φ6,G contains no derivatives and is given by

Φ6,G =
π2

detY

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)
[
(w, z3)(z2, z4)∆(w, z4)

+(w, z4)(z4, z3)∆(w, z2)
]
(z1, u)(z3, z2)∆(u, z1). (10.33)

Again, we have that δuuδwwB(2,0)
6 is hermitian, as well as holomorphic in w, and anti-

holomorpic in u.

11 Simplifying the structure of variations of the new modular graph

functions

From the above analysis, we see that each of the graphs yields a complicated expression

under the variation δuuδww. Thus we would like to relate variations among them in order

to obtain simplifications, as in the previous analysis. We shall see that the structure we

obtain is more intricate than what we had before. Earlier we could relate variations of

B(2,0)
1 and B(2,0)

2 , and separately we could relate variations of B(2,0)
2 and B(2,0)

3 . Now we

shall be able to relate variations of all the three modular graphs together.

11.1 Relating variations of B(2,0)
4 , B(2,0)

5 and B(2,0)
6

To begin with, we consider

Φ45,A =

∫
Σ3

3∏
i=1

d2zi(z2, z1)(z1, z3)∂wG(w, z1)∂wG(w, z2)∂uG(u, z1)∂uG(u, z3)∂z2∂z3G(z2, z3)

(11.1)

which has the same skeleton graph as Φ12,A, and

Φ56,A =

∫
Σ4

4∏
i=1

d2zi(z1, z2)(z2, z3)(z3, z4)∂wG(w, z1) (11.2)

×∂wG(w, z2)∂uG(u, z3)∂uG(u, z4)∂z1∂z4G(z1, z4)

which has the same skeleton graph of Φ23,A.

20This is analogous to the analysis for Φ3,F which has terms with two derivatives to start with given

by (C.5), but can be simplified to yield terms with two as well as no derivatives as well given by (C.8).
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Using (4.3), we have that

Φ45,A −
1

2
Φ56,A = π

(
2Φ4,A + Φ5,A +

1

2
Φ6,A

)
. (11.3)

Note that the contribution to Φ5,A arises from both (11.1) and (11.2) put together. This

kind of mixing between the various contributions to obtain the final expression is also true

for several of the equations below.

We next consider

Φ45,B =

∫
Σ3

3∏
i=1

d2zi∂uG(u, z1)∂uG(u, z2)
[
∂wG(w, z1)∂z1G(z1, z3)(z3, z1)(w, z2)

+∂wG(w, z3)∂z3G(z1, z3)(w, z1)(z1, z2)
]
∂z3∂z2G(z2, z3)

+

∫
Σ3

3∏
i=1

d2zi∂wG(w, z1)∂wG(w, z2)
[
∂uG(u, z1)∂z1G(z1, z3)(z2, u)(z1, z3)

+∂uG(u, z3)∂z3G(z1, z3)(z2, z1)(z1, u)
]
∂z2∂z3G(z2, z3), (11.4)

which has the same skeleton graph as Φ12,B, as well as

Φ56,B =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂̄uG(u, z3) (11.5)

×
[
(w, z4)(z4, z3)(z3, z2)∂z1∂z2G(z1, z2) + (w, z2)(z2, z3)(z4, z1)∂z4∂z3G(z3, z4)

]
+

∫
Σ4

4∏
i=1

d2zi∂uG(u, z1)∂z1G(z1, z4)∂wG(w, z2)∂wG(w, z3)

×
[
(z2, z3)(z3, z4)(z4, u)∂z2∂z1G(z1, z2) + (z3, z2)(z2, u)(z1, z4)∂z3∂z4G(z3, z4)

]
,

which has the same skeleton graph as Φ23,B.

Again using (4.3), we get that

Φ45,B −
1

2
Φ56,B = −π

(
2Φ4,B + 2Φ4,H + Φ5,B + Φ5,H +

1

2
Φ6,B

)
. (11.6)

We now consider

Φ45,C = (w, u)

∫
Σ3

3∏
i=1

d2zi

[
∂z2G(z1, z2)∂z1G(z1, z3)(z3, z1)∂z3∂z2G(z2, z3) (11.7)

+∂z2G(z2, z3)∂z1G(z1, z2)(z2, z3)∂z1∂z3G(z1, z3)
]
∂wG(w, z1)∂uG(u, z2),

which has the same skeleton graph as Φ12,C , and

Φ56,C =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂z2G(z2, z3) (11.8)

×
[
(w, z4)(z4, u)(z2, z3)∂z1∂z3G(z1, z3) + (w, z3)(z3, u)(z4, z1)∂z4∂z2G(z2, z4)

]
,

which has the same skeleton graph as Φ23,C .
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Proceeding as before, we have that

Φ45,C −
1

2
Φ56,C = π

(
2Φ4,C + 2Φ4,I + Φ5,C +

1

2
Φ6,C

)
. (11.9)

Also we consider

Φ45,D =

∫
Σ3

3∏
i=1

d2zi

[
(w,z3)(z2,u)∂uG(u,z1)∂z1G(z1,z3)∂z2∂z3G(z2,z3) (11.10)

+(w,z2)(z2,u)∂uG(u,z3)∂z3G(z2,z3)∂z1∂z3G(z1,z3)
]
∂wG(w,z1)∂z1G(z1,z2),

which has the same skeleton graph as Φ12,D, and

Φ56,D =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂z2G(z2, z3)

×
[
(w, z4)(z4, z3)(z3, u)∂z1∂z2G(z1, z2) +

(
(w, u)(z2, z3)(z4, z1)

−(z4, z1)(w, z3)(z2, u)− (z2, z3)(w, z1)(z4, u)
)
∂z4∂z3G(z3, z4)

]
, (11.11)

which has the same skeleton graph as Φ23,D.

Again, we have that

Φ45,D −
1

2
Φ56,D = π

(
2Φ4,D + 2Φ4,J + Φ5,D +

1

2
Φ6,D

)
. (11.12)

We finally consider21

Φ456,E =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂z1G(z1, z3)∂uG(u, z2)∂z2G(z2, z4)∂z3∂z4G(z3, z4)

×
[
(z2, z4)(w, z1)(z3, u) + (z3, z1)(w, z4)(z2, u)

]
, (11.14)

which has the same skeleton graph as Φ12,E = Φ23,E .

We have that

Φ456,E = −2π
(

2Φ4,E + 2Φ4,K + Φ5,E +
1

2
Φ6,E

)
(11.15)

proceeding along the lines of the previous analysis.

21Note that from (11.11) and (11.14) we have that

Φ56,D + Φ456,E =

∫
Σ4

4∏
i=1

d2zi∂wG(w, z1)∂z1G(z1, z4)∂uG(u, z2)∂z2G(z2, z3) (11.13)

×
[
(w, z4)(z4, z3)(z3, u)∂z1∂z2G(z1, z2) + (w, u)(z2, z3)(z4, z1)∂z4∂z3G(z3, z4)

]
as certain terms cancel, which simplifies our analysis later.
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Thus adding the various contributions, we have that

1

4
δuuδww

(
B(2,0)

4 − B(2,0)
5 + B(2,0)

6

)
= 2(Φ4,F + Φ4,G) + Φ5,F + Φ5,G (11.16)

+
1

2

(
Φ6,F + Φ6,G

)
+

1

2π

[(
2Φ45,A − Φ56,A

)
−
(

2Φ45,B − Φ56,B

)
+
(

2Φ45,C − Φ56,C

)
+
(

2Φ45,D − Φ56,D

)
− Φ456,E

]
,

which has a very similar structure to (7.45).

11.2 Simplifying contributions to B(2,0)
4 − B(2,0)

5 + B(2,0)
6

From (11.16), we now simplify the contributions involving the auxiliary graphs Φ45,α, Φ56,α

(α = A, . . . ,D) and Φ456,E using (4.3).

11.2.1 The contributions to Φ45,A − Φ45,B + Φ45,C + Φ45,D

To start with, we consider the contributions to

Φ45,A − Φ45,B + Φ45,C + Φ45,D. (11.17)

A potential contribution with a skeleton graph depicted by figure 16 (i) vanishes as in

section 7.2.

Adding the various graphs, we get that

Φ45,A − Φ45,B + Φ45,C + Φ45,D = Ψ2 −
Ψ6

2
+

12∑
i=9

Ψi, (11.18)

where

Ψ9 =
π2

2

∫
Σ3

3∏
i=1

d2zi(w, z1)(w, z2)(z2, u)µ(z3)G(z1, z2)∂z1G(z1, z3)∂uG(u, z3) (11.19)

+
π2

2

∫
Σ3

3∏
i=1

d2zi(w, z2)(z2, u)(z1, u)µ(z3)G(z1, z2)∂z1G(z1, z3)∂wG(w, z3)

with the skeleton graph depicted by figure 16 (ii). Also

Ψ10 = π2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)

[
5

2
µ(z1)µ(z2)(w, u)

−µ(z2)(w, z1)(z1, u)− µ(z1)(w, z2)(z2, u)

]
, (11.20)

with the skeleton graph depicted by figure 16 (iv).
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We also have that

Ψ11 = − π2

2detY

∫
Σ3

3∏
i=1

d2ziµ(z1)(z2, z3)G(z1, z3)∂wG(w, z1)∂uG(u, z2)∆(w, z3)∆(u, z2)

− π2

2detY

∫
Σ3

3∏
i=1

d2ziµ(z2)(z3, z1)G(z2, z3)

×∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z3) (11.21)

with the skeleton graph depicted by figure 16 (v). Thus all these contributions involve two

derivatives.

Finally, we note that Ψ12 which has no derivatives, is given by

Ψ12 = 2π3

∫
Σ2

2∏
i=1

d2zi(w, z2)(z2, u)(w, z1)(z1, u)G(z1, z2)2

−π3

∫
Σ3

3∏
i=1

d2zi(w, z2)(z2, u)(w, z1)(z1, z3)(z3, u)G(z1, z2)G(z2, z3). (11.22)

11.2.2 The contributions to Φ56,A − Φ56,B + Φ56,C + Φ56,D + Φ456,E

We next consider contributions to

Φ56,A − Φ56,B + Φ56,C + Φ56,D + Φ456,E . (11.23)

There is a contribution to (11.23) depicted by the skeleton graph in 21 and its hermitian

conjugate. Proceeding as earlier, this contribution is equal to

2π3

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
(w, z1)(w, z2)(z3, u)∆(z1, z2)∆(u, z3) (11.24)

+(z1, u)(z2, u)(w, z3)∆(z1, z2)∆(w, z3)
]

− π3

detY

∫
Σ4

4∏
i=1

d2ziG(z1, z2)G(z3, z4)
[
(w, z1)(w, z2)(z3, u)(z1, z4)∆(z4, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)(z4, z1)∆(z4, z2)∆(w, z3)
]

+
2π2

detY

∫
Σ3

3∏
i=1

d2zi(w, z1)(w, z3)∂z1G(z1, z2)∂uG(u, z2)G(z1, z3)∆(z2, z3)∆(u, z2)

+
2π2

detY

∫
Σ3

3∏
i=1

d2zi(z1, u)(z3, u)∂z1G(z1, z2)∂wG(w, z2)G(z1, z3)∆(z2, z3)∆(w, z2).

Note that the terms without derivatives are exactly the same as the ones in (7.35).

Adding the various contributions, we get that

Φ56,A − Φ56,B + Φ56,C + Φ56,D + Φ456,E = 2

11∑
i=9

Ψi + Ψ13. (11.25)
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Contributions involving Ψ7 arise at an intermediate stage but cancel in the sum, and

so does a contribution of the form

2π2

detY

∫
Σ3

3∏
i=1

d2zi∂wG(w, z1)∂uG(u, z2)(z2, z3)(z3, z1)

×
(
G(z1, z3) + G(z2, z3)

)
∆(w, z1)∆(u, z2) (11.26)

in the final sum.

The only new contribution Ψ13 has no derivatives and is given by

Ψ13 = 2π3

∫
Σ3

3∏
i=1

d2zi(w, z1)(z1, u)(w, z2)(z2, z3)(z3, u)G(z1, z2)G(z1, z3)

−π3

∫
Σ4

4∏
i=1

d2zi(w, z1)(z1, z2)(w, z4)(z4, z3)(z3, u)(z2, u)G(z1, z4)G(z2, z3)

+
2π3

detY

∫
Σ3

3∏
i=1

µ(z3)(w, z1)(z2, u)G(z1, z3)G(z2, z3)∆(w, z1)∆(u, z2)

− π3

detY

∫
Σ4

4∏
i=1

d2ziP (z3, z4)(w, z1)(z2, u)G(z1, z4)G(z2, z3)∆(w, z1)∆(u, z2)

+
2π3

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
(w, z1)(w, z2)(z3, u)∆(z1, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)∆(z1, z2)∆(w, z3)
]

− π3

detY

∫
Σ4

4∏
i=1

d2ziG(z1, z2)G(z3, z4)
[
(w, z1)(w, z2)(z3, u)(z1, z4)∆(z4, z2)∆(u, z3)

+(z1, u)(z2, u)(w, z3)(z4, z1)∆(z4, z2)∆(w, z3)
]
. (11.27)

11.2.3 Summing these contributions

From (11.18) and (11.25),we get that

1

2π

[(
2Φ45,A − Φ56,A

)
−
(

2Φ45,B − Φ56,B

)
+
(

2Φ45,C − Φ56,C

)
+
(

2Φ45,D − Φ56,D

)
− Φ456,E

]
=

1

π

(
Ψ2 −

Ψ6

2

)
+

1

2π

(
2Ψ12 −Ψ13

)
, (11.28)

and hence several graphs involving derivatives have cancelled.

Including the various contributions from (10.7), (10.10), (10.23), (10.26), (10.32)

and (10.33), we also have that

2(Φ4F + Φ4G) + Φ5F + Φ5G +
1

2

(
Φ6F + Φ6G

)
= −Ψ7

2π
+ Φ̃1, (11.29)
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where

Φ̃1 =
2π2

detY

∫
Σ2

2∏
i=1

d2zi(w, z1)(z2, u)G2(z1, z2)∆(w, z1)∆(u, z2)

− 2π2

detY

∫
Σ3

3∏
i=1

µ(z3)(w, z1)(z2, u)G(z1, z3)G(z2, z3)∆(w, z1)∆(u, z2)

− π2

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
(z2, u)(w, z1)(z1, z3)∆(w, z3)∆(u, z2)

+(z2, u)(w, z3)(z3, z1)∆(w, z1)∆(u, z2) + (w, z2)(z2, z3)(z1, u)∆(w, z3)∆(u, z1)
]

+
π2

2detY

∫
Σ4

4∏
i=1

d2ziP (z2, z3)(w, z1)(z4, u)∆(w, z1)∆(u, z4)

×
(
G(z1, z4)G(z2, z3) + 2G(z1, z3)G(z2, z4)

)
+

π2

2detY

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)
[
(w, z3)(z2, z4)∆(w, z4)

+(w, z4)(z4, z3)∆(w, z2)
]
(z1, u)(z3, z2)∆(u, z1) (11.30)

includes contributions without derivatives.

Thus using the expressions for these various contributions, from (11.16) we get that

1

4
δuuδww

(
B(2,0)

4 −B(2,0)
5 +B(2,0)

6

)
=

1

π

[
Ψ2−

1

2

(
Ψ6 +Ψ7

)]
+

1

2π

(
2Ψ12−Ψ13

)
+Φ̃1. (11.31)

Thus strikingly, the terms involving derivatives (Ψ2, Ψ6 and Ψ7) are exactly the same

in (7.46) and (11.31).

12 An eigenvalue equation for the modular graph functions

We now proceed to obtain an eigenvalue equation involving the various modular graph

functions, using the crucial input that the terms with derivatives in (7.46) and (11.31) are

the same.

Thus defining

B =
(
B(2,0)

1 − B(2,0)
4

)
−
(
B(2,0)

2 − B(2,0)
5

)
+
(
B(2,0)

3 − B(2,0)
6

)
, (12.1)

and subtracting (11.31) from (7.46), we have that

1

4
δuuδwwB = Θ, (12.2)

where

Θ =
1

2π

[
2
(

Ψ5 −Ψ12

)
−
(

Ψ8 −Ψ13

)]
+ Φ̃0 − Φ̃1 (12.3)

which is independent of derivatives.
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We now see why the absence of derivatives on the right hand side of (12.2) is crucial

to obtain a simple eigenvalue equation, hence justifying the previous analysis. From the

Beltrami variations using (4.5), the left hand side of (12.2) is given by22

1

4
δuuδwwB = π2ωI(w)ωJ(w)ωK(u)ωL(u)∂IJ∂KLB, (12.4)

where we have used the expression for the partial derivative

∂IJ =
1

2

(
1 + δIJ

) ∂

∂ΩIJ
(12.5)

in the composite index notation. This follows from the fact that the holomorphic quadratic

differential δwwΦ for arbitrary Φ can be expanded in a basis of ωI(w)ωJ(w) for I ≤ J , and

similarly for the anti-holomorphic variation.

Since there are no derivatives on the right hand side of (12.2), we can trivially pull out

a factor of ωI(w)ωJ(w)ωK(u)ωL(u) with coefficients that are independent of w and u which

follows from the structure of the various terms. Note that the terms involving derivatives

which have cancelled in the final expression have factors of ∂wG(w, z) or ∂uG(u, z) and

hence cannot be expressed in this form. Thus expressing Θ as

Θ = 4π2ωI(w)ωJ(w)ωK(u)ωL(u)ΘIJ ;KL, (12.6)

from (12.4) and (12.6), we have that

∂IJ∂KLB = ΘIJ ;KL + ΘIJ ;LK + ΘJI;KL + ΘJI;LK (12.7)

on symmetrizing in IJ and KL separately.

Then using the expression for the Laplacian given by

∆ = 2
(
YIKYJL + YILYJK

)
∂IJ∂KL, (12.8)

we get the equation
1

8
∆B =

(
YIKYJL + YILYJK

)
ΘIJ ;KL. (12.9)

The expression for ΘIJ ;KL is deduced in appendix E and is given by (E.9).

This yields

1

8
∆B =

3

2

∫
Σ2

2∏
i=1

d2ziG(z1,z2)2
(
Q1(z1,z2)−P (z1,z2)

)
+

1

4

∫
Σ3

3∏
i=1

d2ziG(z1,z2)G(z1,z3)
(

8(z1, z2)(z2, z3)(z3, z1)−7µ(z1)P (z2,z3)
)

+
1

8

∫
Σ4

4∏
i=1

d2ziG(z1,z4)G(z2,z3)
(

4P (z1,z2)P (z3,z4)−4(z1, z4)(z4, z3)(z3, z2)(z2, z1)

−(z1, z2)(z2, z4)(z4, z3)(z3, z1)
)
, (12.10)

22See [32] for a relevant discussion.
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(i) (ii) (iii)

(iv) (v) (vi)

(vii)

Figure 26. The modular graphs (i) B(2,0)1 , (ii) B(2,0)4 , (iii) B(2,0)2 , (iv) B(2,0)5 , (v) B(2,0)3 , (vi) B(2,0)6 ,

and (vii) B(2,0)7 .

leading to the eigenvalue equation

∆B = 3
(
B(2,0)

1 − B(2,0)
4

)
− 7

2
B(2,0)

2 + 4B(2,0)
5 + 4

(
B(2,0)

3 − B(2,0)
6

)
− B(2,0)

7 (12.11)

involving seven modular graph functions.

Interestingly it is only the combination B(2,0)
1 − B(2,0)

4 which arises in the eigenvalue

equation (12.11). Now we have that

B(2,0)
1 − B(2,0)

4 =
4

detY

∫
Σ2

2∏
i=1

d2ziG(z1, z2)2∆(z1, z2)∆(z1, z2) (12.12)

which is free of short distance singularities associated with colliding vertex operators due

to the presence of the holomorphic two form and its conjugate in the integrand. Hence

various divergent terms we ignored actually cancel on adding the various contributions.

Let us now denote the eigenvalue equation (12.11) diagrammatically using modular

graphs. To do, we first depict the various modular graphs by figure 26. Along with the
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7
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43

4

Figure 27. The eigenvalue equation.

skeleton graphs, we also denote the dressing factor (zi, zj) by a red line from the vertex at

zi to the vertex at zj with an arrow pointing from zi to zj . Thus the red lines always form

closed oriented loops. The eigenvalue equation is depicted by figure 27.

Since the eigenvalue equation (12.11) involves graphs other than those that arise in

the integrand of the D8R4 term, it is not directly useful in integrating over moduli space

to obtain the coefficient of the D8R4 term in the effective action. In order to do so, one

must obtain more equations these graphs satisfy, which will be interesting to obtain.
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A Revisiting the D6R4 term

In this appendix, we briefly revisit the eigenvalue equation satisfied by the integrand of

the D6R4 term. This has been obtained in [32] using the string Green function in the

integrand, while we perform the analysis using the Arakelov Green function. Proceeding
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as in the main text, from (3.7), we have that

δwwB(0,1)

16
= −

∫
Σ2

2∏
i=1

d2ziP (z1, z2)∂wG(w, z1)∂wG(w, z2)

+2

∫
Σ2

2∏
i=1

d2zi∂z1G(z1, z2)∂wG(w, z1)(w, z2)(z2, z1), (A.1)

which satisfies

∂wδwwB(0,1) = 0. (A.2)

This leads to
1

16
δuuδwwB(0,1) = Φ0,A + Φ0,B + Φ0,C , (A.3)

where

Φ0,A = 6π(Y −1
IJ Y

−1
KL − Y

−1
IL Y

−1
JK)

∫
Σ
d2z∂wG(w, z)∂uG(u, z)ωI(z)ωJ(z)ωK(w)ωL(u),

Φ0,B = −2π2(Y −1
IJ Y

−1
KL − Y

−1
IL Y

−1
JK)Y −1

ABY
−1
CD

∫
Σ2

2∏
i=1

d2ziG(z1, z2)

×ωA(z1)ωB(u)ωC(w)ωD(z2)ωI(w)ωJ(z1)ωK(z2)ωL(u),

Φ0,C = −πPIJKLY −1
AB

∫
Σ2

2∏
i=1

d2zi∂wG(w, z1)∂uG(u, z2)ωI(z2)ωL(z1)

×
(
ωK(w)ωA(z1)− ωK(z1)ωA(w)

)(
ωJ(u)ωB(z2)− ωJ(z2)ωB(u)

)
, (A.4)

where

PIJKL = −Y −1
IJ Y

−1
KL + 2Y −1

IL Y
−1
JK . (A.5)

This precisely reproduces equation (4.11) in [32] with (Φ0,A,Φ0,B,Φ0,C)→ −4(ψA, ψB, ψC)

and G(w, z)→ G(w, z).

Note that each Φ0,α (α = A,B,C) is invariant under w ↔ u, leading to a hermitian

variation. Also

∂w

(
δuuδwwB(0,1)

)
= 0, (A.6)

and hence ∂u(δuuδwwB(0,1)) = 0.

We express the quantities in the equations above in terms of the holomorphic bi-form23

εIJ∆(z, w) = ωI(z)ωJ(w)− ωJ(z)ωI(w), (A.7)

and hence ∆(z, w) = εIJωI(z)ωJ(w), where ε12 = 1.

Apart from this analysis, we use the identity

Y −1
IJ Y

−1
KL − Y

−1
IL Y

−1
JK = εIKεJL(detY )−1, (A.8)

23Thus ∆(i, j) = ∆(zi, zj)dzi ∧ dzj .
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as well as the identities

(detY )−1 =
1

2
εIJεKLY

−1
IK Y

−1
JL ,

Y −1
IL (detY )−1 = εAJεBKY

−1
ABY

−1
IJ Y

−1
KL (A.9)

at various places in the main text.

Thus from (A.3) we have that

1

16
δuuδwwB(0,1) =

5π2

detY

∫
Σ2

∏
i=1,2

d2ziG(z1, z2)(z1, u)(w, z2)∆(u, z1)∆(w, z2), (A.10)

leading to

∆B(0,1) = 5B(0,1) (A.11)

along the lines of discussion in the main text.

B An issue with holomorphy for non-conformal graphs

In the analysis in the main text, we have considered conformally invariant graphs. As an

interesting aside, let us consider the complications that arise if we consider non-conformal

graphs instead. For the D8R4 term, they are given by (3.11), (3.17) and (3.21) with

G(z, w)→ G(z, w). Let us call these modular graphs B
(2,0)
i rather than B(2,0)

i .

Proceeding as in the main text, for the equation involving B
(2,0)
1 , the holomorphic

variation is given by

δwwB
(2,0)
1

8
=

∫
Σ2

2∏
i=1

d2ziG(z1, z2)Q1(z1, z2)
(
∂wG(w, z1)2 − ∂wG(w, z1)∂wG(w, z2)

)
+2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂z1G(z1, z2)∂wG(w, z1)(w, z1)µ(z2). (B.1)

For the equation involving B
(2,0)
2 , the holomorphic variation is given by

−δwwB
(2,0)
2

4
= 2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)∂wG(w, z1)2Q1(z1, z2)

+

∫
Σ3

3∏
i=1

d2ziG(z1, z3)Q2(z1; z2, z3)
(
∂wG(w, z2)2 − 2∂wG(w, z1)∂wG(w, z2)

)
+2Y −1

IJ (Y −1
KLY

−1
MN − Y

−1
KNY

−1
LM )

∫
Σ3

3∏
i=1

d2ziG(z1, z3)
[
∂z1G(z1, z2)∂wG(w, z1)ωI(w)ωK(z2)

+∂z2G(z1, z2)∂wG(w, z2)ωI(z1)ωK(w)
]
ωJ(z1)ωL(z2)ωM (z3)ωN (z3). (B.2)
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Finally, for the equation involving B
(2,0)
3 , the holomorphic variation is given by

δwwB
(2,0)
3

2
= 2

∫
Σ3

3∏
i=1

d2ziG(z1, z3)∂wG(w, z2)2Q2(z1; z2, z3)

−
∫

Σ4

4∏
i=1

d2ziG(z2, z3)Q(z1, z2, z3, z4)∂wG(w, z1)∂wG(w, z4)

+2(Y −1
IJ Y

−1
KL − Y

−1
IL Y

−1
JK)

∫
Σ4

4∏
i=1

d2ziG(z2, z3)∂z1G(z1, z4)∂wG(w, z1)

×ωI(w)ωJ(z1)ωK(z2)ωL(z2)
(
Q1(z3, z4)− P (z3, z4)

)
. (B.3)

We now calculate ∂̄w(δwwB
(2,0)
i ) for each of these variations. There is a non-vanishing

contribution coming from only the terms of the form (∂wG(w, z))2 in the expressions above.

This arises using

∂̄w

(
∂wG(w, z)

)2
= −4πδ2(w − z)∂wG(w, z) + . . . (B.4)

coming from (4.2). We further use

2δ2(z − w)∂wG(w, z) = −∂zδ2(z − w) (B.5)

which leads to non-vanishing contact term contributions. For B
(2,0)
1 from (B.1), we get

that

∂w

(
δwwB

(2,0)
1

16π

)
= −∂w

∫
Σ
d2zQ1(w, z)G(w, z), (B.6)

while for B
(2,0)
2 from (B.2), we get that

∂w

(
δwwB

(2,0)
2

16π

)
= ∂w

∫
Σ
d2zQ1(w, z)G(w, z) +

1

2
∂w

∫
Σ2

2∏
i=1

d2ziG(z1, z2)Q2(z1;w, z2).

(B.7)

Finally for B
(2,0)
3 from (B.3), we get that

∂w

(
δwwB

(2,0)
3

16π

)
= −1

2
∂w

∫
Σ2

2∏
i=1

d2ziG(z1, z2)Q2(z1;w, z2). (B.8)

Thus the violation of holomorphy is entirely due to contact terms, and the holomorphic

variation is anomalous for each of the non-conformal graphs.24 However, we see that

∂wδww(B
(2,0)
1 +B

(2,0)
2 +B

(2,0)
3 ) = 0. (B.9)

Hence though each of these graphs that contribute does not have a holomorphic vari-

ation, their sum does. This is simply because the Q1(z1, z2)G(z1, z2)(∂wG(w, z1))2

24Such an anomalous term is absent for the D6R4 term if one uses the expression involving the string

Green function in the integrand, as the holomorphic variation of the integrand does not have a (∂wG(w, z))2

term.
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term in the integrand cancels between δwwB
(2,0)
1 and δwwB

(2,0)
2 , while the

Q2(z1, z2, z3)G(z1, z3)(∂wG(w, z2))2 term in the integrand cancels between δwwB
(2,0)
2 and

δwwB
(2,0)
3 . This is to be contrasted with the variations of B(2,0)

i in section 5, involving the

Arakelov Green function, where each variation is holomorphic.

C Simplifying the structure of Φ1,F , Φ2,F , Φ2,G, Φ3,F and Φ3,G

Let us express Φ1,F , Φ2,F , Φ2,G, Φ3,F and Φ3,G given in (6.8), (6.14), (6.15), (6.22)

and (6.23) respectively in a different way which will be very useful for our purposes.

Now Φ2,G and Φ3,G do not contain any derivatives. From (6.15), we get that

Φ2,G = − π2

detY

∫
Σ3

∏
i=1,2,3

d2ziG(z1, z2)G(z1, z3)µ(z1)(w, z3)(z2, u)∆(w, z3)∆(u, z2), (C.1)

while from (6.23), we obtain

Φ3,G =
2π2

detY

∫
Σ4

∏
i=1,2,3,4

d2ziG(z1,z4)G(z2,z3)P (z3,z4)(w,z2)(z1,u)∆(w,z2)∆(u,z1). (C.2)

Each of the remaining expressions contain two derivatives, on ∂w and one ∂u. First

from (6.8), we have that

Φ1,F = − 2π

detY

∫
Σ2

∏
i=1,2

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)(z2, z1)∆(w, z1)∆(u, z2), (C.3)

while (6.14) yields

Φ2,F =
π

detY

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z2)(z3, z1)(z2, z3)

×
(
G(z1, z3) + G(z2, z3)

)
. (C.4)

The first term in (6.14) actually vanishes hence leading to the single term in (C.4).

Finally (6.22) gives us

Φ3,F = − 2π

(detY )2

∫
Σ3

∏
i=1,2,3

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z1)

×∆(z2, z3)∆(z2, z3)∆(w, z1)∆(u, z1)

− 2π

detY

∫
Σ4

∏
i=1,2,3,4

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z4)

×(z4, z2)(z2, z3)(z3, z1)∆(w, z1)∆(u, z4). (C.5)

We now express the two terms in (C.5) differently such that they have similar structure as

the other terms, so that it is useful when we add the various contributions with appropriate

coefficients. For the first term, we use

(detY )−1∆(z2, z3)∆(z2, z3) = µ(z2)µ(z3)− P (z2, z3). (C.6)
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In fact, (C.6) is a special case of the general result

(detY )−1∆(zi, zj)∆(zk, zl) = (zi, zk)(zj , zl)− (zi, zl)(zj , zk). (C.7)

which we often use in making such simplifications.

The second term has ∂w and ∂u and is integrated over four positions. We use (7.34)

judiciously to express it in terms of integrals where terms involving ∂w and ∂u are not

integrated over more than three positions. This gives us that

Φ3,F = − 4π2

detY

∫
Σ3

∏
i=1,2,3

d2ziG(z1, z2)G(z2, z3)(w, z1)(z3, u)µ(z2)∆(w, z1)∆(u, z3)

+
2π2

detY

∫
Σ4

∏
i=1,2,3,4

d2ziG(z1, z3)G(z2, z4)P (z2, z3)(w, z1)(z4, u)∆(w, z1)∆(u, z4)

+
2π

(detY )

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1)P (z2, z3)G(z2, z3)

+
8π

detY

∫
Σ2

∏
i=1,2

d2ziG(z1, z2)∂wG(w, z1)∂uG(u, z2)(z2, z1)∆(w, z1)∆(u, z2)

− 4π

detY

∫
Σ3

∏
i=1,2,3

d2zi∂wG(w, z1)∂uG(u, z2)(z2, z3)(z3, z1)∆(w, z1)∆(u, z2)

×
(
G(z1, z3) + G(z2, z3)

)
. (C.8)

Thus Φ3,F also contains some contributions without derivatives.

Adding the various contributions given above, we get that

2(Φ1,F + Φ2,F + Φ2,G) +
1

2

(
Φ3,F + Φ3,G

)
(C.9)

=
π

(detY )

∫
Σ3

3∏
i=1

d2zi∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1)P (z2, z3)G(z2, z3) + Φ̃0,

where

Φ̃0 = − 4π2

detY

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)µ(z1)(w, z3)(z2, u)∆(w, z3)∆(u, z2) (C.10)

+
2π2

detY

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)P (z3, z4)(w, z2)(z1, u)∆(w, z2)∆(u, z1).

Hence there is only one contribution having derivatives in (C.9), which has the skeleton

graph depicted by figure 16 (iii).
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D Simplifying the structure of Φ6,F

In section 10.3, we have considered the variation δuuδwwB(2,0)
6 /2. The terms involving two

derivatives are denoted by Φ6,F . We have that

Φ6,F =
3π

detY

∫
Σ3

3∏
i=1

d2ziG(z2, z3)P (z2, z3)∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1)

+π

∫
Σ4

4∏
i=1

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z4)

[
1

2
(w, z4)(z4, z1)R(z1; z2, z3;u)

+
1

2
(z4, z1)(z1, u)R(w; z2, z3; z4)− 1

2
(w, u)(z4, z1)R(z1; z2, z3; z4)

−1

2
P (z1, z4)R(w; z2, z3;u) +

(
(w, z4)(z1, u)− (w, u)(z1, z4)

)
R(z4; z2, z3; z1)

]
+2(Λ1 − Λ2), (D.1)

where Λ1 and Λ2 are given by (10.9) and (10.24) respectively. We can now simplify this

expression to express Φ6,F in terms of graphs having two as well as no derivatives.

To do so, we obtain the relation

π

2

∫
Σ4

4∏
i=1

d2zi(z4, z1)G(z2, z3)∂wG(w, z1)∂uG(u, z4)
[
(w, z4)R(z1; z2, z3;u)

+(z1, u)R(w; z2, z3; z4)− (w, u)R(z1; z2, z3; z4)− (z1, z4)R(w; z2, z3;u)
]

= − π

detY

∫
Σ4

4∏
i=1

d2zi(z4, z1)P (z2, z3)G(z2, z3)∂wG(w, z1)∂uG(u, z4)∆(w, z1)∆(u, z4)

= − 2π

detY

∫
Σ3

3∏
i=1

d2ziP (z2, z3)G(z2, z3)∂wG(w, z1)∂uG(u, z1)∆(w, z1)∆(u, z1)

+
π2

detY

∫
Σ4

4∏
i=1

d2ziP (z2, z3)(w, z1)(z4, u)G(z1, z4)G(z2, z3)∆(w, z1)∆(u, z4), (D.2)

where we have used (7.34) for (z4, z1) to obtain the last equation from the previous one.

We also obtain the relation

π

∫
Σ4

4∏
i=1

d2ziG(z2, z3)∂wG(w, z1)∂uG(u, z4)
(

(w, z4)(z1, u)− (w, u)(z1, z4)
)
R(z4; z2, z3; z1)

=
8π

detY

∫
Σ2

2∏
i=1

d2zi(z2, z1)G(z1, z2)∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z2)

− 4π

detY

∫
Σ3

3∏
i=1

d2zi(z2, z3)(z3, z1)∂wG(w, z1)∂uG(u, z2)∆(w, z1)∆(u, z2)

×
(
G(z1, z3) + G(z2, z3)

)
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− 4π2

detY

∫
Σ3

3∏
i=1

µ(z3)(w, z1)(z2, u)G(z1, z3)G(z2, z3)∆(w, z1)∆(u, z2)

+
2π2

detY

∫
Σ4

4∏
i=1

d2ziP (z2, z3)(w, z1)(z4, u)∆(w, z1)∆(u, z4)G(z1, z3)G(z2, z4), (D.3)

where we have used the relation (7.34) for (z4, z2) and (z3, z1) in the first line, noting that

R(z4; z2, z3; z1)→ 2(z4, z2)(z2, z3)(z3, z1) in the integral.

Hence putting the various contributions together, we get (10.32).

E Obtaining the expression for ΘIJ;KL

We obtain the expression for ΘIJ ;KL which is defined using (12.3) and (12.6). Substituting

the expressions for the terms on the right hand side of (12.3), we define

Θ = Θ̃2 + Θ̃3 + Θ̃4, (E.1)

where Θ̃i is an integral over i insertion points. Thus we have that

Θ̃2 =
2π2

detY

∫
Σ2

2∏
i=1

d2ziG(z1, z2)2(w, z1)
[
(z1, u)∆(w, z2)− (z2, u)∆(w, z1)

]
∆(u, z2), (E.2)

involving two integrals,

Θ̃3 =
π2

detY

∫
Σ3

3∏
i=1

d2ziG(z1,z2)G(z1,z3)
[
−(w,z2)(z2, z3)(z3,u)∆(w,z1)∆(u,z1) (E.3)

−
(
µ(z1)(w,z3)(z2,u)+(w,z1)(z1,u)(z2, z3)−(w,z1)(z1, z3)(z2,u)

)
∆(w,z3)∆(u,z2)

+(z2,u)(w,z3)(z3, z1)∆(w,z1)∆(u,z2)+(z1,u)(w,z3)(z3, z2)∆(w,z2)∆(u,z1)
]
,

involving three integrals, and

Θ̃4 =
π2

2detY

∫
Σ4

4∏
i=1

d2ziG(z1, z4)G(z2, z3)
[
(z4, z3)

(
(z3, z4)(w, z2)(z1, u)

+(w, z4)(z3, u)(z1, z2)− (w, z4)(z3, z2)(z1, u)
)

∆(w, z2)∆(u, z1)

−(w, z3)(z3, z2)(z2, z4)(z1, u)∆(w, z4)∆(u, z1)
]

(E.4)

involving four integrals. Note that each Θ̃i is hermitian.

We next define

Θ̃i = 4π2ωI(w)ωJ(w)ωK(u)ωL(u)Θ(i)IJ ;KL. (E.5)

This leads to the expressions

Θ(2)IJ ;KL =
1

2

∫
Σ2

2∏
i=1

d2ziG(z1, z2)2Y −1
IP Y

−1
KQωP (z1)

×
[
ωQ(z1)

(
Y −1
JL µ(z2)− Y −1

JMY
−1
LNωM (z2)ωN (z2)

)
−ωQ(z2)

(
Y −1
JL (z1, z2)− Y −1

JMY
−1
LNωM (z2)ωN (z1)

)]
(E.6)
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from Θ̃2,

Θ(3)IJ ;KL =
1

4

∫
Σ3

3∏
i=1

d2ziG(z1, z2)G(z1, z3)
[
− Y −1

IP Y
−1
QK(z2, z3)ωP (z2)ωQ(z3) (E.7)

×
(
Y −1
JL µ(z1)− Y −1

JMY
−1
LNωM (z1)ωN (z1)

)
−Y −1

JP Y
−1
LQ

(
Y −1
IK (z3, z2)− Y −1

IMY
−1
KNωM (z2)ωN (z3)

)(
µ(z1)ωP (z3)ωQ(z2)

+(z2, z3)ωP (z1)ωQ(z1)− (z1, z3)ωP (z1)ωQ(z2)
)

+Y −1
IMY

−1
KN (z3, z1)ωM (z3)ωN (z2)

(
Y −1
JL (z1, z2)− Y −1

JP Y
−1
LQωP (z2)ωQ(z1)

)
+Y −1

IMY
−1
KN (z3, z2)ωM (z3)ωN (z1)

(
Y −1
JL (z2, z1)− Y −1

JP Y
−1
LQωP (z1)ωQ(z2)

)]
from Θ̃3, and finally

Θ(4)IJ ;KL =
1

8

∫
Σ4

4∏
i=1

d2ziG(z1,z4)G(z2,z3)
[
(z4, z3)

(
Y −1
IK (z2, z1)−Y −1

IMY
−1
KNωM (z1)ωN (z2)

)
×Y −1

JP Y
−1
LQ

(
(z3, z4)ωP (z2)ωQ(z1)+(z1, z2)ωP (z4)ωQ(z3)−(z3, z2)ωP (z4)ωQ(z1)

)
−(z3, z2)(z2, z4)Y −1

IMY
−1
KNωM (z3)ωN (z1)

(
Y −1
JL (z4, z1)−Y −1

JP Y
−1
LQωP (z1)ωQ(z4)

)]
(E.8)

from Θ̃4.

Thus we have that

ΘIJ ;KL =

4∑
i=2

Θ(i)IJ ;KL. (E.9)
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