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1 Introduction

Lepton flavour violating processes are allowed within the context of the Standard Model
(SM) with massive neutrinos, but their branching fractions are of order 1074° [1, 2] or
smaller, and are beyond the reach of any currently conceivable experiment. Observation
of charged lepton flavour violation (LFV) would therefore be an unambiguous signature
of physics beyond the Standard Model (BSM), but no such process has been observed to
date [3].

A number of BSM scenarios predict LFV at branching fractions approaching cur-
rent experimental sensitivities [4], with LE'V in 7~ decays often enhanced with respect to
p~ decays due to the large difference in mass between the two leptons (the inclusion of
charge-conjugate processes is implied throughout). If charged LFV were to be discovered,
measurements of the branching fractions for a number of channels would be required to
determine the nature of the BSM physics. In the absence of such a discovery, improv-
ing the experimental constraints on the branching fractions for LF'V decays would help to
constrain the parameter spaces of BSM models.

This paper reports on an updated search for the LFV decay 7= — p~pu*p~ with the
LHCD experiment [5] at the CERN LHC. The previous LHCb analysis of this channel
produced the first result on a search for LFV 7~ decays at a hadron collider [6]. Using
1.0fb~! of proton-proton collision data collected at a centre-of-mass energy of 7TeV, a
limit was set on the branching fraction, B (7~ — u~pTu~) < 8.0 x 1078 at 90% confidence



level (CL). The current best experimental upper limits are B (7~ — u~putp~) < 2.1x 1078
at 90% CL from Belle [7] and B (7~ — p~putp™) < 3.3 x 1078 at 90% CL from BaBar [8].
In the analysis presented here, an additional LHCb data set, corresponding to 2.0fb~! of
integrated luminosity collected at 8 TeV, is added to the previous data set, and a number
of new analysis techniques are introduced.

The search for LFV in 7= decays at LHCb takes advantage of the large inclusive 7~
production cross-section at the LHC, where 7~ leptons are produced almost entirely from
the decays of b and ¢ hadrons. Using the bb and c¢ cross-sections measured by LHCb [9, 10]
and the inclusive b — 7 and ¢ — 7 branching fractions [3], the inclusive 7~ cross-section is
estimated to be 85 ub at 7TeV.

Selection criteria are implemented for the signal mode, 7= — u~putpu~, and for the
calibration and normalisation channel, which is Dy — ¢n~ with ¢ — p™p~, referred to
in the following as D; — ¢ (u™p~) 7. To avoid potential bias, 4~ pu*u~ candidates with
mass within +30 MeV/c? (approximately three times the expected mass resolution) of the
known 77 mass are initially excluded from the analysis. Discrimination between a potential
signal and the background is performed using a three-dimensional binned distribution in
two multivariate classifiers and the mass of the 7= candidate. One classifier is based on
the three-body decay topology and the other on muon identification.

2 Detector and triggers

The LHCb detector [5] is a single-arm forward spectrometer covering the pseudorapidity
range 2 < 17 < 5, designed for the study of particles containing b or ¢ quarks. The detector
includes a high-precision tracking system consisting of a silicon-strip vertex detector sur-
rounding the pp interaction region, a large-area silicon-strip detector located upstream of
a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip
detectors and straw drift tubes placed downstream of the magnet. The tracking system
provides a measurement of momentum, p, with a relative uncertainty that varies from 0.4%
at low momentum to 0.6% at 100 GeV/c. The minimum distance of a track to a primary ver-
tex, the impact parameter (IP), is measured with a resolution of (154 29/pr) wm, where
pr is the component of p transverse to the beam, in GeV/c. Different types of charged
hadrons are distinguished using information from two ring-imaging Cherenkov detectors
(RICH) [11]. Photon, electron and hadron candidates are identified by a calorimeter system
consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and
a hadronic calorimeter. Muons are identified by a system composed of alternating layers
of iron and multiwire proportional chambers [12].

The trigger [13] consists of a hardware stage, based on information from the calorimeter
and muon systems, followed by a software stage, which applies a full event reconstruction.
Candidate events are first required to pass the hardware trigger, which selects muons with
a transverse momentum pp > 1.48 GeV/c in the 7 TeV data or pt > 1.76 GeV/c in the 8 TeV
data. In the software trigger, at least one of the final-state particles is required to have
both pp > 0.8GeV/c and IP > 100 um with respect to all of the primary pp interaction



vertices (PVs) in the event. Finally, the tracks of two or more of the final-state particles
are required to form a vertex that is significantly displaced from the PVs.

3 Monte Carlo simulation

In the simulation, pp collisions are generated using PYTHIA [14] with a specific LHCb
configuration [15]. Decays of hadronic particles are described by EVTGEN [16], in which
final-state radiation is generated using PHOTOS [17]. For the 7= — p~ put ™ signal channel,
the final-state particles are distributed according to three-body phase-space. The interac-
tion of the generated particles with the detector and its response are implemented using
the GEANT4 toolkit [18, 19] as described in ref. [20].

As the 77 leptons produced in the LHCb acceptance originate almost exclusively from
heavy quark decays, they can be classified in one of five categories according to the parent
particle. The parent particle can be the following: a b hadron; a Dy or D~ meson that is
produced directly in a proton-proton collision or via the decay of an excited charm meson;
or a D or D™ meson resulting from the decay of a b hadron. Events from each category
are generated separately and are combined in accordance with the measured cross-sections
and branching fractions. Variations of the cross-sections and branching fractions within
their uncertainties are considered as sources of systematic uncertainty.

4 Event selection

Candidate 7= — p~pu™p~ decays are selected by requiring three tracks that combine to give
a mass close to that of the 7~ lepton, and that form a vertex that is displaced from the PV.
The tracks are required to be well-reconstructed muon candidates with pp > 300 MeV/c
that have a significant separation from the PV. There must be a good fit to the three-track
vertex, and the decay time of the candidate forming the vertex has to satisfy ct > 100 pm.
As the 77 leptons are produced predominantly in the decays of charm mesons, where the
Q-values are relatively small (and so the charm meson and the 7 are almost collinear in
the laboratory frame), a requirement on the pointing angle, 6, between the momentum
vector of the three-track system and the vector joining the primary and secondary vertices
is used to remove poorly reconstructed candidates (cosf > 0.99). Contamination from
pairs of tracks originating from the same particle is reduced by removing same-sign muon
pairs with mass lower than 250 MeV/c2.

The decay Dy — n(utp~vy)pu v, is a source of irreducible background near the
signal region, and therefore candidates with a u*pu~ invariant mass below 450 MeV/c? are
removed. Signal candidates containing muons that result from the decay of the ¢(1020)
meson are removed by excluding u*p~ masses within 420 MeV/c? of the known ¢(1020)
meson mass.

The signal region is defined by a +£20 MeV/c? window (approximately two times the
expected mass resolution) around the known 7~ mass. Candidates with p~u*u™ invariant
mass between 1600 and 1950 MeV/c? are kept to allow evaluation of the background contri-
butions in the signal region. In the following, the wide mass windows on either side of the



signal region are referred to as the data sidebands. The signal region for the normalisation
channel, D; — ¢ (u*p~) 7, which has a similar topology to that of the 7= — u~ ™~
decay, is defined by a 420 MeV/c? window around the D mass, with the u*p~ mass re-
quired to be within £20 MeV/c? of the ¢(1020) meson mass. Where appropriate, the rest
of the selection criteria are identical to those for the signal channel, with one of the muon
candidates replaced by a pion candidate.

5 Signal and background discrimination

Three classifiers are used to discriminate between signal and background: an invariant
mass classifier that uses the reconstructed mass of the 7~ candidate; a geometric classifier,
M3pody; and a particle identification classifier, Mpip.

The multivariate classifier M3poqy is based on the geometry and kinematic properties
of the final-state tracks and the reconstructed 7~ candidate. It aims to reject backgrounds
from combinations of tracks that do not share a common vertex and those from multi-
body decays with more than three final-state particles. The variables used in the classifier
include the vertex fit quality, the displacement of the vertex from the PV, the pointing
angle 0, and the IP and fit x? of the tracks. An ensemble-selected (blended) [21], custom
boosted decision tree (BDT) classifier is used [22, 23], as described in the following. In
the blending method the input variables are combined [24] into one BDT, two Fisher
discriminants [25], four neural networks [26], one function-discriminant analysis [27] and one
linear discriminant [28]. Each classifier is trained using simulated signal and background
samples, where the composition of the background is a mixture of bb — puX and cé — pupX
processes according to their relative abundances as measured in data. As each category
of simulated signal events has different kinematic properties, a separate set of classifiers
is trained for each. One third of the available signal sample is used at this stage, along
with one half of the background sample. The classifier responses, along with the original
input variables, are then used as input to the custom BDT classifier, which is trained on
the remaining half of the background sample and a third of the signal sample, with the
five categories combined, to give the final classifier response. The responses of the classifier
on the training and the test samples are found to be in good agreement, suggesting no
overtraining of the classifier is present. As the responses of the individual classifiers are
not fully correlated, blending the output of the classifiers improves the sensitivity of the
analysis in our data sample by 6% with respect to that achievable by using the best single
classifier. The M3y,qy classifier response is calibrated using the Dy — ¢ (uTp~) 7 control
channel to correct for differences in response between data and simulation. Figure 1 shows
good agreement between D; — ¢ (uTp~ )7~ data and simulation for one of the input
variables to Ms3p,oqy and for the classifier response. A systematic uncertainty of 2% is
assigned to account for any remaining differences. The classifier response is found to be
uncorrelated with mass for both the signal sample and the data sidebands.

The multivariate classifier Mpip uses information from the RICH detectors, the
calorimeters and the muon detectors to obtain the likelihood that each of the three final-
state particles is compatible with the muon hypothesis. The value of the Mpip response
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Figure 1. Distribution of (a) D flight distance and (b) Mspody response for Dy — ¢ (utp™)w~
candidates at 8 TeV. The dashed (red) lines indicate the data and the solid (black) lines indicate
the simulation. The data are background-subtracted using the sPlot technique [29].

is taken as the smallest likelihood of the three muon candidates. The Mpp classifier
uses a neural network that is trained on simulated events to discriminate muons from
other charged particles. The Mpp classifier response is calibrated using muons from
J/v — ptu~ decays in data.

For the M3pody and Mpip responses, a binning is chosen via the CLg method [30, 31]
by maximising the difference between the median CLg values under the background-only
hypothesis and the signal-plus-background hypothesis, whilst minimising the number of
bins. The binning optimisation is performed separately for the 7 TeV and 8 TeV data sets,
because there are small differences in event topology with changes of centre-of-mass energy.
The optimisation does not depend on the signal branching fraction. The bins at lowest
values of May,o4y and Mpip response do not contribute to the sensitivity and are excluded
from the analysis. The distributions of the responses of the two classifiers, along with their
binning schemes, are shown in figure 2.

The expected shapes of the invariant mass spectra for the 7= — u~putu™ signal in the
7TeV and 8 TeV data sets are taken from fits to the Dy — ¢ (u™p~) 7~ control channel
in data. Figure 3 shows the fit to the 8 TeV data. No particle identification requirements
are applied to the pion. The signal distribution is modelled with the sum of two Gaussian
functions with a common mean, where the narrower Gaussian contributes 70% of the total
signal yield, while the combinatorial background is modelled with an exponential function.
The expected width of the 7~ signal in data is taken from simulation, scaled by the ratio
of the widths of the D peaks in data and simulation.

6 Backgrounds

The background processes for the 7= — p~pu™p~ decay consist mainly of heavy meson
decays yielding three muons in the final state, or one or two muons in combination with
two or one misidentified particles. There are also a large number of events with one or two
muons from heavy meson decays combined with two or one muons from elsewhere in the
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Figure 2. Distribution of (a) M3speay and (b) Mpip response for 7TeV data and (¢) Mapoay and
(d) Mpip response for 8 TeV data. The binnings correspond to those used in the extraction of
the final results. The short-dashed (red) lines show the response of the data sidebands, whilst the
long-dashed (blue) and solid (black) lines show the response of simulated signal events before and
after calibration. In all cases the first bin is excluded from the analysis.

event. Decays containing undetected final-state particles, such as K? mesons, neutrinos
or photons, can give large backgrounds, which vary smoothly in the signal region. The
most important background channel of this type is found to be Dy — n(utu=v) p~ oy,
about 90% of which is removed by the requirement on the dimuon mass. The small re-
maining contribution from this process has a mass distribution similar to that of the other
backgrounds in the mass range considered in the fit. The dominant contributions to the
background from misidentified particles are from D(_S) — Ktr~ 7~ and D(_S) — mtrTT
decays. However, these events populate mainly the region of low Mpip response and are
reduced to a negligible level by the exclusion of the first bin.

The expected numbers of background events within the signal region, for each bin in
M3pody and Mpip, are evaluated by fitting an exponential function to the candidate mass
spectra outside of the signal windows using an extended, unbinned maximum likelihood fit.
The parameters of the exponential function are allowed to vary independently in each bin.
The small differences obtained if the exponential curves are replaced by straight lines are
included as systematic uncertainties. The p~pu™u~ mass spectra are fitted over the mass
range 1600-1950 MeV/c?, excluding windows of width £30 MeV/c? around the expected
signal mass. The resulting fits to the data sidebands for the highest sensitivity bins are
shown in figure 4 for 7 and 8 TeV data separately.
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Figure 4. Invariant mass distributions and fits to the mass sidebands in (a) 7TeV and (b) 8 TeV
data for u™p~pu~ candidates in the bins of M3pody and Mpp response that contain the highest
signal probabilities.



7 Normalisation

The observed number of 7= — p~uTp~ candidates is converted into a branching fraction

by normalising to the Dy — ¢ (uTp~) 7~ calibration channel according to

- s N _BDy s (wtu)m)  p, o Cow o N
B(r— — + = 5 x fPs o —cal o Zeal o T8 — NG, (7.1
( mop ) B (Ds_ N T_DT) fT Ggg 6S'Ii*g Ncal sig ( )

where « is the overall normalisation factor, N, is the number of observed signal events
and all other terms are described below. Table 1 gives a summary of all contributions to
the factor «; the uncertainties are taken to be uncorrelated. The branching fraction of the
normalisation channel is determined from known branching fractions as

B(Dg = ¢(K'K™")n~)

B(Dy = o¢(prp")n)= IOy e e (¢ — ptp™)=(1.32£0.10) x 107°,

where B(¢p— KtK~) and B(¢— puTp~) are taken from ref. [3] and
B(D; — ¢ (KTK~)7~) is taken from ref. [32]. The branching fraction B (D; — 77 ;)
is taken from refs. [3, 33].

The quantity fs is the fraction of 7~ leptons that originate from D, decays. The
value of fPs at 7TeV is calculated using the bb and cé cross-sections as measured by
LHCbD [9, 10] at 7 TeV and the inclusive b — Dg, ¢ — Ds, b — 7 and ¢ — 7 branching frac-
tions [3]. For the value of f”s at 8 TeV the bb cross-section is updated to the 8 TeV LHCb
measurement [34] and the c¢ cross-section measured at 7TeV is scaled by a factor of 8/7,
consistent with PYTHIA simulations. The uncertainty on this scaling factor, which is negli-
gible, is found by taking the difference between the value obtained from the nominal parton
distribution functions and that from the average of their corresponding error sets [35].

R are products of the detector accep-

The reconstruction and selection efficiencies, €
tances for the decay of interest, the muon identification efficiencies and the selection effi-
ciencies. The combined muon identification and selection efficiencies are determined from
the yield of simulated events after the full selections are applied. The ratio of efficiencies
is corrected to account for the differences between data and simulation in track recon-
struction, muon identification, the ¢(1020) mass window requirement in the normalisation
channel and the 7= mass range. The removal of candidates in the least sensitive bins in
the M3poqy and Mpip classifier responses is also taken into account.

The trigger efficiencies, €', are evaluated from simulation and their systematic un-
certainties are determined from the differences between the trigger efficiencies of B~ —
J/Y(utp)K~ decays measured in data and in simulation, using muons with momentum
values typical of 7= — pu~uTpu~ signal decays. The trigger efficiency for the 8 TeV data set
is corrected to account for differences in trigger conditions across the data taking period,
resulting in a relatively large systematic error.

The yields of Dy — ¢ (utpu~) 7~ candidates in data, Nca, are determined from the
fits to reconstructed ¢ (utp~) 7w~ mass distributions as shown in figure 3. The variations
in the yields when the relative contributions of the two Gaussian components are allowed
to vary in the fits are considered as systematic uncertainties.



7TeV 8 TeV
B(Dy = ¢ (utp~)m) (1.32 £ 0.10) x 107°
B(Dy — 77 v;) (5.61 + 0.24) x 1072
fPs 0.78 4 0.04 0.80 4 0.03
Ceal /€sig 0.898 =+ 0.060 0.912 + 0.054
€cal /€sig 0.659 + 0.006 0.525 + 0.040
Neal 28200 + 440 52130 =+ 700
! (7.20 & 0.98) x 1079 (3.37 £ 0.50) x 107?

Table 1. Terms entering into the normalisation factors, «, and their combined statistical and
systematic uncertainties.

8 Results

Tables 2 and 3 give the expected and observed numbers of candidates in the signal re-
gion, for each bin of the classifier responses. No significant excess of events over the ex-
pected background is observed. Using the CLg method [30, 31] and eq. (7.1), the observed
CLg value and the expected CLg distribution are calculated as functions of the assumed
branching fraction, as shown in figure 5. The systematic uncertainties on the signal and
background estimates, which have a very small effect on the final limits, are included fol-
lowing ref. [30, 31]. The expected limit at 90% (95%) CL for the branching fraction is
B(tm — p~putp™) < 5.0 (6.1) x 1078, while the observed limit at 90% (95%) CL is

B(r™ = p putp”) <4.6 (5.6) x 1075,

Whilst the above limits are given for the phase-space model of 77 decays, the kinematic
properties of the decay would depend on the physical processes that introduce LFV. Refer-
ence [36] gives a model-independent analysis of the decay distributions in an effective field-
theory approach including BSM operators with different chirality structures. Depending
on the choice of operator, the observed limit varies within the range (4.1 — 6.8) x 1078 at
90% CL. The weakest limit results from an operator that favours low p+ ™~ mass, since the
requirement to remove the D — n (ut ™) p~ 7, background excludes a large fraction of
the relevant phase-space.

In summary, the LHCb search for the LFV decay 7= — pu~ p 't~ is updated using all
data collected during the first run of the LHC, corresponding to an integrated luminosity
of 3.0fb™!. No evidence for any signal is found. The measured limits supersede those
of ref. [6] and, in combination with results from the B factories, improve the constraints
placed on the parameters of a broad class of BSM models [37].



Mpip response  Mapoqy Tesponse  Expected  Observed
0.28 -0.32 3.17 + 0.66 4
0.32-0.46 924+ 1.1 6
0.40 — 0.45 0.46 — 0.54 2.89 +0.63 6
0.54 - 0.65 3.17 + 0.66 4
0.65 —0.80 3.64 +£0.72 2
0.80 - 1.00 3.79 + 0.80 3
0.28 -0.32 4.22 +£0.78 6
0.32-0.46 8.3+ 1.1 10
0.45 - 0.54 0.46 - 0.54 2.3 +0.57 4
0.54 - 0.65 2.83 £ 0.63 8
0.65 - 0.80 2.72 +0.69 5
0.80 - 1.00 4.83 + 0.90 7
0.28 —0.32 2.33 £ 0.58 6
0.32-0.46 83+1.1 8
0.54 - 0.63 0.46 — 0.54 2.07 +0.53 1
0.54 - 0.65 3.29 + 0.68 1
0.65 - 0.80 2.96 £+ 0.65 4
0.80 - 1.00 3.11 + 0.69 3
0.28 - 0.32 2.69 + 0.62 1
0.32 - 0.46 7.5+£1.0 5
0.63 — 0.75 0.46 — 0.54 2.06 £ 0.53 3
0.54 - 0.65 2.00 + 0.55 5
0.65 - 0.80 3.16 + 0.66 2
0.80 — 1.00 4.67 +0.84 2
0.28 —0.32 2.19 £+ 0.55 2
0.32-0.46 3.38 + 0.76 5
0.75 - 1.00 0.46 — 0.54 1.52 + 0.46 3
0.54 - 0.65 1.28 + 0.47 1
0.65 - 0.80 2.78 £ 0.65 1
0.80 - 1.00 4.42 +0.83 7

Table 2. Expected background candidate yields in the 7 TeV data set, with their uncertainties, and
observed candidate yields within the 7~ signal window in the different bins of classifier response.
The classifier responses range from 0 (most background-like) to +1 (most signal-like). The first bin
in each classifier response is excluded from the analysis.

~10 -



Mpip response  M3poqy Tesponse  Expected  Observed
0.26 — 0.34 39.6 +£2.3 39
0.34-0.45 322421 34
0.45-0.61 28.7+£2.0 28
0.40 — 0.54 0.61-0.70 9.7+1.2 5
0.70-0.83 11.4+1.3 7
0.83-0.94 7.3+1.1 6
0.94 - 1.00 6.0+ 1.0 0
0.26 — 0.34 13.6 £ 1.4 8
0.34-0.45 12.1+1.3 12
0.45-0.61 8.3+ 1.0 13
0.54 — 0.61 0.61-0.70 2.60 £ 0.62 1
0.70-0.83 1.83 + 0.60 5
0.83-0.94 2.93 +0.72 6
0.94 -1.00 2.69 4+ 0.63 3
0.26 — 0.34 135+ 1.4 7
0.34 - 0.45 109 +£1.2 11
0.45-0.61 9.7+1.2 12
0.61 - 0.71 0.61-0.70 3.35 + 0.69 2
0.70-0.83 4.60 + 0.89 5
0.83-0.94 4.09 £+ 0.81 4
0.94 - 1.00 2.78 + 0.68 1
0.26 — 0.34 7.8+ 1.1 6
0.34-0.45 7.00 4+ 0.99 8
0.45-0.61 6.17 + 0.95 6
0.71 - 0.80 0.61-0.70 1.57 + 0.56 2
0.70-0.83 2.99 +0.72 0
0.83-0.94 3.93 +0.81 0
0.94 - 1.00 3.22 + 0.68 1
0.26 — 0.34 5.12 + 0.86 3
0.34-0.45 4.44 +0.79 6
0.45-0.61 3.80 +0.78 5
0.80 — 1.00 0.61-0.70 2.65 4+ 0.68 2
0.70-0.83 3.05 + 0.67 2
0.83 -0.94 1.74 £ 0.54 2
0.94 -1.00 3.36 £ 0.70 3

Table 3. Expected background candidate yields in the 8 TeV data set, with their uncertainties, and
observed candidate yields within the 7~ signal window in the different bins of classifier response.
The classifier responses range from 0 (most background-like) to +1 (most signal-like). The first bin
in each classifier response is excluded from the analysis.
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Figure 5. Distribution of CLg values as a function of the assumed branching fraction for 7= —
u~ p ™, under the hypothesis to observe background events only. The dashed line indicates the
expected limit and the solid line the observed one. The light (yellow) and dark (green) bands cover
the regions of 68% and 95% confidence for the expected limit.
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