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1 Introduction

Topological properties are among the most interesting non-perturbative features of 4d SU(N)
gauge theories, both for their theoretical implications and for their relation with phenomeno-
logical aspects of strong interactions. In this respect, an interesting topological quantity to
investigate is the Euclidean topological charge density 2-point correlator [1–9]:

G̃(p2) ≡
∫

d4x eip·x ⟨q(x)q(0)⟩ , p2 ≡ pµpµ, (1.1)

where q(x) is the SU(N) topological charge density,

q(x) = 1
16π2 Tr

{
Fµν(x)F̃µν(x)

}
. (1.2)

In order to better discuss the role played by this quantity, let us first introduce the
momentum-expansion of (1.1) in powers of p2:

G̃(p2) = G̃(0) + G̃(p2)
dp2

∣∣∣∣∣
p2 = 0

p2 + O(p4). (1.3)

The leading-order term G̃(0) is the well-known topological susceptibility χ:

G̃(0) =
∫

d4x ⟨q(x)q(0)⟩ = lim
V →∞

⟨Q2⟩
V

≡ χ, Q =
∫

d4x q(x), (1.4)

while the next-to-leading-order term, which is the main object of study of this paper, is
the so-called topological susceptibility slope χ′:

χ′ ≡ −G̃(p2)
dp2

∣∣∣∣∣
p2 = 0

= 1
8

∫
d4x x2 ⟨q(x)q(0)⟩ , x2 ≡ xµxµ. (1.5)

As far as theoretical and phenomenological physical aspects of QCD are concerned, the
topological susceptibility slope is an extremely interesting quantity to investigate. For example,
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in the large-N limit, the value of χ′ controls the internal consistency of the Witten-Veneziano
mechanism. Indeed, for the Witten-Veneziano equation to hold, the susceptibility slope has
to satisfy the following condition: |χ′|m2

η′ ≪ χ [10–12]. In full QCD, instead, it is possible
to relate the chiral limit of χ′ to the nucleon axial charge, an experimentally-measurable
hadronic quantity, via the U(1) Goldberger-Treiman relation [13–17].

Analytical predictions of the value of χ′ can be obtained using suitable approximations.
For example, results for this quantity have been obtained using Chiral Perturbation Theory [18]
and the QCD Sum Rule [16, 19–21], which is also able to provide an estimate for the pure-
gauge SU(3) Yang-Mills theory [16, 20]. On the other hand, given the purely non-perturbative
nature of the topological properties of gauge theories, a natural first principle to compute χ′

is provided by Monte Carlo (MC) simulations on the lattice. However, for what concerns the
numerical studies of the susceptibility slope, the current state of the art is pretty different
compared to other topological quantities like the topological susceptibility. As a matter of
fact, while χ has been extensively studied from the lattice in full QCD [22–32], in SU(N)
pure Yang-Mills theories [4, 27, 33–53], and in other lower-dimensional models [54–65], only
few preliminary numerical lattice studies of the topological susceptibility slope in QCD and
in the pure-gauge SU(3) can be retrieved in the literature [66–70].

Given the interesting theoretical and phenomenological implications of χ′, the goal of
this work is to go beyond the state of the art earlier outlined, and provide a solid numerical
determination of the topological susceptibility slope χ′ in the SU(3) pure-gauge theory from
lattice MC simulations. To do so, we will follow the exact same strategy that we applied
in [71], where we provided lattice determinations of χ′ in 2d CPN−1 models for a wide range
of N values, which were shown to be in excellent agreement with analytic predictions obtained
from the large-N 1/N expansion.

Let us briefly outline the numerical procedure we will follow. First, we determine χ′ at
finite lattice spacing from eq. (1.5) on smoothened lattice gauge configurations. Smoothing is
a necessary procedure to remove ultraviolet (UV) noise and correctly identify the physical
topological background of gauge configurations. On the other hand, however, it modifies
the short-distance behavior of the correlators, introducing a non-trivial dependence of χ′ on
the amount of smoothing performed. Thus, to recover the correct physical value of χ′, we
have to perform a double extrapolation: first, we take the continuum limit of χ′ at fixed
smoothing radius; then, we take the zero-smoothing-radius limit, which eventually yields
the physical result for the susceptibility slope. The second limit is needed to ensure that
no relevant physical contribution to χ′ from short distances is lost.

This paper is organized as follows: in section 2 we briefly summarize our lattice setup
and we describe in details our double-limit strategy; in section 3 we present and discuss
our numerical lattice calculation of χ′; finally, in section 4 we draw our conclusions and
discuss possible future outlooks of this work.

2 Lattice setup

In this section we will present our lattice discretization and, most importantly, the numerical
strategy we pursued to compute χ′.
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β L a/r0 a [fm] aL/r0 aL [fm] Stat.
5.95 16 0.2036(5) 0.0961 3.26 1.54 1.94M
6.00 16 0.1863(5) 0.0879 2.98 1.41 2.03M
6.07 18 0.1656(4) 0.0782 2.98 1.41 1.94M
6.20 22 0.1354(5) 0.0639 2.98 1.41 1.23M
6.40 30 0.1027(5) 0.0485 3.07 1.45 0.71M

Table 1. Summary of simulation parameters. Scale setting was performed according to the deter-
mination of a(β)/r0 of ref. [76]. In order to pass from r0 to physical units, we used the value of the
Sommer scale r0 = 0.472(5) fm given in ref. [77]. Measures of topological quantities were taken every
10 MC updating steps for all values of β but the largest, for which measures were taken every 100 MC
steps. Total collected statistics is expressed in millions (M).

2.1 Lattice action and parameters

We discretize the pure-gauge SU(3) action on a L4 hyper-cubic lattice with periodic boundary
conditions using the standard Wilson plaquette action:

SW[U ] ≡ −β

3
∑

x,µ>ν

ℜTr
{

Uµ(x)Uν(x + aµ̂)U †
µ(x + aν̂)U †

ν (x)
}

, (2.1)

where a is the lattice spacing, β = 6/g2 is the bare coupling and Uµ(x) are the SU(3) gauge
link variables. We performed MC simulations for 5 values of the bare coupling using a 4:1
mixture of over-relaxation [72] and over-heat-bath [73, 74] local updating sweeps implemented
á la Cabibbo-Marinari [75], i.e., updating the 3 SU(2) subgroups of SU(3). In the following
we will refer to this combination as our single MC updating step. The scale was set through
the Sommer parameter r0, and the lattice sizes were chosen to ensure that aL/r0 ∼ 3, i.e.,
aL ∼ 1.4 fm, which we will show to be enough to contain finite-size effects within our typical
statistical error. Simulation parameters and the total accumulated statistics are reported in
table 1. As we will show in the following, topological freezing is not an issue for the explored
range of β, thus no specific strategy to mitigate it was necessary.

2.2 The smoothing radius dependence of the susceptibility slope

In this work we will adopt the simplest discretization of the topological charge density (1.2)
with definite parity, the so-called clover discretization:

qclov(x) = −1
29π2

±4∑
µνρσ=±1

εµνρσTr {Πµν(n)Πρσ(n)} , (2.2)

Qclov =
∑

x

qclov(x), (2.3)

with Πµν(x) = Uµ(x)Uν(x+ µ̂)U †
µ(x+ ν̂)U †

ν (x) the plaquette and εµνρσ the Levi-Civita symbol,
satisfying ε(−µ)νρσ = −εµνρσ. This definition of the lattice topological charge possess the
correct naive continuum limit but is not integer-valued at finite lattice spacing, as it can
be shown to renormalize multiplicatively [4, 54]:

Qclov = ZQ(β)Q. (2.4)
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The related lattice topological susceptibility,

a4χclov = ⟨Q2
clov⟩
V

, V = L4, (2.5)

instead, can be shown to renormalize both multiplicatively and additively [4, 37, 78]:

χclov = Z2
Q(β)χ + M(β), (2.6)

where M arises from short-distance contact terms [4, 37, 78]. The additive term M(β)
diverges in the continuum limit, eventually disrupting the physical topological signal.

To get rid of renormalization effects, it is customary to compute lattice topological
quantities on smoothened configurations. Smoothing algorithms are used to dampen UV
fluctuations up to a length scale, known as the smoothing radius rs, which is proportionally
to the square root of the amount of smoothing performed. Therefore, if not overly prolonged,
smoothing is expected to leave the relevant long-distance topological fluctuations, i.e., the
global topological content of a gauge configuration Q, untouched.

On smoothened configurations, thus, Z ≃ 1 and M ≃ 0.; therefore, defining:

qL(x) = q
(smooth)
clov (x), (2.7)

QL =
∑

x

qL(x), (2.8)

a4χL = ⟨Q2
L⟩

V
, V = L4, (2.9)

where q
(smooth)
clov (x) stands for qclov(x) computed on smoothened gauge fields, the distribution

of QL will show sharp peaks close to integer values, and the lattice susceptibility χL will be
free of short-distance singularities when approaching the continuum limit.

In the light of this discussion it is thus clear that, if we take the continuum limit of
χL at fixed smoothing radius, the obtained result should be independent of the chosen
smoothing radius, as long as it is taken sufficiently small that there is an effective separation
between the UV scale of the smoothened fluctuations and the infrared (IR) scale of the
relevant topological fluctuations.

The dependence on the smoothing radius of χ′ is instead different. As a matter of fact,
now we are dealing with an observable which does not depend on the global topological charge
Q, but rather on the integral of the topological charge density 2-point correlator, cf. eq. (1.5).
Since smoothing has the unavoidable effect of modifying the short-distance behavior of the
correlator, it is natural to expect a non-trivial dependence of the continuum-extrapolated
results for χ′ on the smoothing radius. Clearly, the physical value of the susceptibility
slope sits at rs = 0, where no contribution from short distances is smoothened away. Thus,
in this case, in order to recover the proper physical value of χ′, one has also to take the
zero-smoothing-radius limit after the continuum one.

In practice, if we define our lattice discretization of χ′ as,

a2χ′
L ≡ 1

8

〈∑
x

d2(x, 0)qL(x)qL(0)
〉

, (2.10)
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with d2(x, y) the physical squared distance between lattice sites x and y,

d2(x, y) =
∑

µ

d2
µ(x, y),

d2
µ(x, y) =

(xµ − yµ)2, |xµ − yµ| ≤ L/2,

[L − (xµ − yµ)]2, |xµ − yµ| > L/2,

(2.11)

we expect the continuum limit of χ′
L(a, rs), taken at fixed smoothing radius, to depend on

the choice of rs. Such dependence can be easily derived from the results of ref. [8], where
it was shown that, in the continuum theory, the finite-smoothing-radius 2-point correlator
of the topological charge density is affected by leading O(r2

s) corrections compared to the
zero-smoothing one. Thus, once the continuum limit is taken, we expect:

χ′(rs) = χ′ + k r2
s + o(r2

s), (2.12)

where here χ′ denotes the zero-smoothing limit of χ′(rs), i.e., the actual physical value of
the topological susceptibility slope.

So far, we have kept our discussion general, now we want to actually specify the particular
smoothing method we are going to employ in the following. In this paper we will adopt
cooling [79–85] for its simplicity and numerical cheapness. This smoothing method has
been shown to be numerically equivalent to other smoothing algorithms [85–87], such as
gradient flow [88, 89] or stout smearing [90, 91]. One cooling steps consists in performing a
lattice sweep where each gauge link is aligned to its related local staple, so that the Wilson
action (2.1) is locally minimized. For the Wilson plaquette action, the relation between the
number of cooling steps ncool and the smoothing radius in lattice units is given by [86]:

rs

a
=
√

8
3ncool. (2.13)

It is thus clear that, according to eq. (2.13), we expect our continuum results for χ′ to exhibit
a linear dependence on ncool (once it is fixed in physical units), cf. eq. (2.12).1

In order to fix the smoothing radius in physical units, the number of cooling steps has
to be scaled as a2 among ensembles generated at different values of the bare coupling β,
i.e., to fix rs it is sufficient to keep ncool × (a/r0)2 = a2ncool/r2

0 ∝ (rs/r0)2 constant among
ensembles generated at different values of β.

3 Results

In this section we will discuss our numerical results. In the first part, we will present our
lattice determination of the topological susceptibility slope by discussing our double-limit
extrapolation of χ′

L, and by showing that several sources of systematical errors are well
under control. In the second part, we will extensively discuss our result for χ′, comparing
it with available analytic estimations, and presenting a theoretical argument to predict its
value and scaling in the large-N limit.

1See also refs. [65, 71, 92, 93] for other works where a linear extrapolation in the number of cooling steps
(in physical units) is employed to compute a variety of topological observables.
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β L a/r0 ncool max ∆ncool a2ncool/r2
0 max ∆[a2ncool/r2

0]
5.95 16 0.2042(5) 19 1 0.792 0.041
6.00 16 0.1863(5) 22 2 0.763 0.069
6.07 18 0.1658(4) 28 2 0.769 0.055
6.20 22 0.1355(5) 42 3 0.771 0.055
6.40 30 0.1027(5) 75 5 0.791 0.053

Table 2. Employed ranges of cooling steps to compute the topological susceptibility slope on the
lattice. Measures of topological quantities where taken every ∆ncool cooling steps.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
a2ncool/r

2
0

0

1

2

3

4

5

6

7

8

9

r2 0
χ
′ L

×10−3

β = 5.95

β = 6.00

β = 6.07

β = 6.20

β = 6.40

Figure 1. Determinations of r2
0χ′

L as a function of the smoothing radius, reported in terms of
a2ncool/r2

0, for all explored values of β.

3.1 The double limit extrapolation of χ′

We compute the lattice topological susceptibility slope r2
0χ′

L using the definition in eq. (2.10)
for several number of cooling steps, chosen in order to roughly correspond to the same
range of physical smoothing radii, which in the following we will always express in terms of
a2ncool/r2

0. In table 2 we report the ranges of cooling steps explored, while in figure 1 we
plot and compare our determinations obtained for different values of β and ncool.

In order to verify that possible systematic effects coming from the choice of the lattice
size are under control, we performed, for β = 6.00, an additional calculation on a larger
volume, obtaining perfectly agreeing results. Determinations of r2

0χL obtained for L = 16
and L = 20 are shown in figure 2. Thus, r0L ≳ 3 is large enough to contain finite size effects
within our typical statistical errors in the explored range of smoothing radii.

Another possible source of systematic errors is topological freezing. Indeed, although χ′
L

could in principle be computed even without any fluctuation of the global topological charge,
in [71] it has been shown that calculating the topological susceptibility slope within just the
Q = 0 sector would suffer from much larger finite size effects. As it can be observed from the
plot in figure 3, where a small fraction of the MC history of the topological charge QL for
our finest lattice spacing (β = 6.40) is depicted, we observe lots of fluctuations of QL during
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
a2ncool/r

2
0

0

1

2

3

4

5

6

7

8

9

r2 0
χ
′ L

×10−3 β = 6.00

L = 16

L = 20

Figure 2. Determinations of r2
0χ′

L as a function of a2ncool/r2
0 for β = 6.00 and for 2 values of the

lattice size, L = 16 and L = 20, corresponding respectively to aL/r0 ≃ 2.98 and 3.73. The statistics
of the L = 20 run is ∼ 1.94M measures, i.e., roughly the same of the L = 16 one.

200000 300000 400000 500000 600000 700000 800000
MC step

-10

-8

-6

-4

-2

0

2

4

6

8

10

Q
L

β = 6.40

Figure 3. History of the topological charge QL, obtained for ncool = 40, for the finest lattice spacing
explored in this work (β = 6.40). The horizontal axis is expressed in units of the standard MC step
defined in section 2.1, and corresponds to the ∼ 0.86% of the total collected statistics.

our MC evolution, so topological freezing is never an issue for the explored range of β.
We now move to discuss the continuum limit of r2

0χ′
L at fixed smoothing radius. We

extrapolated our data towards the continuum limit by performing a best fit of our data
according to the following fit function:

r2
0χ′

L

(
a,

a2ncool
r2

0

)
= r2

0χ′
(

a2ncool
r2

0

)
+ c

(
a2ncool

r2
0

)
a2

r2
0

+ o

(
a2

r2
0

)
. (3.1)

In order to consider data obtained for the same value of the smoothing radius, we interpolated
our data for r2

0χ′
L as a function of a2ncool/r2

0 using a cubic spline, and considered data
obtained at different values of β and for the same value of a2ncool/r2

0.
Examples of continuum extrapolations are shown in figure 4 for several values of a2ncool/r2

0.
As it can be appreciated, our results for χ′

L at fixed smoothing radius can be perfectly described
by leading O(a2) corrections in the whole explored range of lattice spacing, and restricting our
fit range to the three finest lattice spacings changes the result of the extrapolation negligibly.
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0 1 2 3 4
(a/r0)

2 ×10−2

0

1

2

3

4

5

6

7

8

9

r2 0
χ
′ L

×10−3

a2ncool/r
2
0 ≃ 0.208

a2ncool/r
2
0 ≃ 0.333

a2ncool/r
2
0 ≃ 0.459

a2ncool/r
2
0 ≃ 0.625

a2ncool/r
2
0 ≃ 0.792

Figure 4. Examples of continuum extrapolations of χ′
L for several values of the smoothing radius,

expressed in physical units in terms of a2ncool/r2
0. Dashed and dotted lines represent linear best fits

in (a/r0)2 considering, respectively, the 3 finest lattice spacings and all available points. Shaded areas
represent the fit errors on the 5-point fits.

Thus, we take the determinations obtained from the 5-point linear fits as our final estimations
of the continuum limit of χ′(a2ncool/r2

0).
As it can be observed from figure 4, and as expected on general theoretical grounds,

continuum extrapolations of χ′ exhibit a residual dependence on the smoothing radius.
Therefore, to obtain the actual physical value of χ′ we need to perform a second extrapolation,
this time towards the zero-cooling limit. As already discussed in section 2.2, we expect the
continuum susceptibility slope, computed at finite smoothing radius, to exhibit a leading
linear dependence on r2

s . Thus, we will adopt the following function to perform the zero-
smoothing-radius extrapolation:

r2
0χ′

(
a2ncool

r2
0

)
= r2

0χ′ + c′
a2ncool

r2
0

+ o

(
a2ncool

r2
0

)
, (3.2)

where r2
0χ′ represents our final result for the susceptibility slope.

Concerning the choice of the fit range, for the lower bound we followed the same criteria
adopted in ref. [71], relying on the behavior of the topological susceptibility as a function
of the smoothing radius. In particular, we only considered determinations of χ′ obtained
for smoothing radii satisfying a2ncool/r2

0 ≥ 0.2 (corresponding to ncool ≥ 5 for the coarsest
lattice spacing explored), depicted in figure 5 (top plot) as vertical dashed line. Indeed, for
this range, the obtained continuum determinations of the topological susceptibility r4

0χ are
well independent of the smoothing radius a2ncool/r2

0, as shown in the bottom plots of figure 5.
The independence of χ on rs is a signal of an effective separation between the IR scale of
the relevant topological fluctuations and the UV scale introduced by smoothing. This means
that, staying within the plateau of χ as a function of the smoothing radius, we can reasonably
expect that we did enough smoothing so as to correctly identify the topological backgrounds
of our gauge configurations, but at the same time we did not do too much smoothing so as
to smooth away physically-relevant topological contributions.
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
a2ncool/r

2
0

3.0

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

r4 0
χ
L

×10−2

β = 5.95

β = 6.00

β = 6.07

β = 6.20

β = 6.40

0 1 2 3 4
×10−2

4

6

×10−2

a2ncool/r
2
0 ≃ 0.208

0 1 2 3 4
×10−2

4

6

r4 0
χ
L

×10−2

a2ncool/r
2
0 ≃ 0.417

0 1 2 3 4
(a/r0)

2 ×10−2

4

6

×10−2

a2ncool/r
2
0 ≃ 0.625

0.0 0.2 0.4 0.6 0.8
a2ncool/r

2
0

3.0

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

r4 0
χ

×10−2

Final result

Figure 5. Top panel: determinations of r4
0χL as a function of the smoothing radius, reported in terms

of a2ncool/r2
0, for all explored values of β. Bottom left panel: extrapolation towards the continuum

limit of the lattice topological susceptibility r4
0χL at fixed smoothing radius for 3 values of a2ncool/r2

0,
using a linear function in a2 to fit the three finest lattice spacings, and a quadratic function in a2 to fit
all points. Bottom right panel: obtained continuum extrapolations of r4

0χ as a function of a2ncool/r2
0,

which turn out to be fairly independent of the smoothing radius. The filled point in the origin and the
related shaded area represent our final result: r0χ1/4 = 0.4794(86), i.e., χ1/4 = 200.4(3.6) MeV using
r0 = 0.472(5) fm [77]. This result is in perfect agreement with other determinations in the literature
obtained by different methods [35, 41, 45, 49].

Concerning instead the upper bound of the fit range, we observe that our data for
a2ncool/r2

0 ≲ 0.7 can be well described by the linear law in eq. (3.2), confirming our theoretical
expectations that χ′ exhibits a leading linear dependence on the squared smoothing radius.
We tried a few best fits varying the upper bound of the interval from a2ncool/r2

0 ≃ 0.5 to
a2ncool/r2

0 ≃ 0.7, obtaining perfectly compatible extrapolations, cf. figure 6. In particular,
we obtain r2

0χ′ = 0.0133(48), 0.00168(37), 0.00191(31) for the zero-cooling limit of the
susceptibility slope when fitting our data up to, respectively, a2ncool/r2

0 = 0.49, 0.58, 0.67.
Given the obtained values and their spread, taking r2

0χ′ = 0.00168(37)stat for the central
value and the statistical error of our final result is a perfectly reasonable choice. In order
to assign a systematic error to this zero-smoothing-radius limit, we follow the prescription
of ref. [94] and compute it from the difference between the final result and the zero-cooling
extrapolations obtained varying the upper bound of the fit range, weighted with the probability
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Figure 6. Extrapolation of r2
0χ′(a2ncool/r2

0) towards the zero-smoothing-radius limit. Dotted, solid
and dashed lines represent linear best fits of the results for r2

0χ′(a2ncool/r2
0) considering data with

a2ncool/r2
0 up to, respectively, 0.49, 0.58 and 0.67. The shaded area represents the fit error of the best

fit performed up to a2ncool/r2
0 ≃ 0.58.

that such difference is due to a statistical fluctuation (cf. eqs. (37) and (38) in [94]). We
obtain r2

0χ′ = 0.00168(37)stat(17)syst, leading to a combined uncertainty r2
0χ′ = 0.00168(42),

where the two errors were summed in quadrature.

Being the smoothing-radius dependence of χ′ in perfect agreement with theoretical
expectations predicting a linear dependence in ncool, and given that systematics related to the
linear zero-cooling extrapolation turn out to be sub-dominant compared to statistical errors,
higher-order terms in ncool appear to be unnecessary in the explored range of smoothing
radii for the purpose of computing the zero-cooling limit, thus we limit ourselves to consider
the results of the linear extrapolation in a2ncool/r2

0. Such conclusion is perfectly in line with
the smoothing-radius dependence of the time correlator of the topological charge density
of the pure SU(3) gauge theory observed in ref. [92], as no higher-order term in ncool was
found to be necessary when performing the zero-cooling limit of the correlator extrapolating
data obtained for a2ncool/r2

0 ≳ 0.2 (the same lower bound considered here). In conclusion,
we quote as our final result:

r2
0χ′ = 0.00168(37)stat(17)syst,

= 0.00168(42),

r0
√

χ′ = 0.0410(51),√
χ′ = 17.1(2.1) MeV,

(3.3)

where the conversion to MeV units was done using r0 = 0.472(5) fm [77].
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3.2 Discussion of the obtained result for χ′

We devote this section to a critical discussion of the obtained result for χ′ in eq. (3.3).
First of all, let us recall that, according to the well-known Witten-Veneziano large-N

argument, the following relation holds:

G̃(0) = χ =
f2

πm2
η′

2Nf
. (3.4)

Such relation, obtained for p2 = 0 at large N , is expected to be a very good approximation
even down to the physical value of the number of colors N = 3, provided that G̃(p2) does not
change substantially from p2 = 0 to p2 = m2

η′ ∼ O(1/N). This condition, using the expansion
in eq. (1.3) of G̃(p2), can be expressed through the following inequality:

G̃(0) = χ, G̃(p2 = m2
η′) ≃ χ − χ′m2

η′ =⇒ |χ′|m2
η′ ≪ χ. (3.5)

Using χ1/4 ≃ 200 MeV (cf. caption of figure 5),
√

χ′ ≃ 17 MeV from eq. (3.3) and
mη′ ≃ 958 MeV from the PDG [95], we find:

χ′m2
η′

χ
≃ 0.1658. (3.6)

Thus, our result for χ′ perfectly supports the Witten-Veneziano mechanism.
Let us now move to the comparison of our result with available phenomenological

estimates for the susceptibility slope we found in the literature. The QCD Sum Rule
(QCDSR) predicts2 [20, 21]:

χ′ = +[7(3) MeV]2, (QCDSR, SU(3) pure-gauge), (3.7)
χ′ = −[24.3(3.4) MeV]2, (QCDSR, full QCD, chiral limit). (3.8)

In Chiral Perturbation Theory (ChPT) at Leading Order (LO) of the chiral expansion and
assuming the presence of Nf = 3 light flavors, one instead obtains [18]:

χ′ = −1
2F 2

π

(
1

m2
u

+ 1
m2

d

+ 1
m2

s

)( 1
mu

+ 1
md

+ 1
ms

)−2
. (3.9)

In the isospin-symmetric chiral limit mu = md = ms ≡ m → 0, one obtains:

χ′ = −1
6F 2

π = −[32.8(2.4) MeV]2 (LO ChPT, full QCD, chiral limit), (3.10)

where we have used the latest world-average Fπ = 80.3(6.0) MeV reported in the 2021 FLAG
review [96] for the 3-flavor isospin-symmetric chiral limit of the pion decay constant (denoted

2Note that the QCDSR and the ChPT results quoted in the original papers all have opposite signs compared
to the numbers reported here. This is due to the fact that, in refs. [18, 20, 21], the topological charge density
correlator has a global minus sign compared to our definition in eq. (1.1). This leads, in particular, to
G̃(0) = −χ and [dG̃(p2)/dp2](0) = χ′, which have opposite sign compared to, respectively, our eqs. (1.4)
and (1.5).
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there as F0). This result is, in absolute value, larger by a factor of ∼ 1.8 compared to
the QCDSR estimate (3.8).

Looking at these determinations it is clear that the only direct comparison we are able to
do is between our result and the pure-gauge QCDSR prediction (3.7). Although our number
for χ′ is larger by a factor of ∼ 6 compared to the QCDSR prediction, these two determinations
fall in the same ballpark, and also have the same sign (which is predicted from QCDSR to
change from positive to negative when going from the quenched limit to the chiral one). For
the sake of completeness, we recall that also the QCDSR result for the SU(3) topological
susceptibility reported in [20] turns out to be a factor of ∼ 7 smaller compared to the lattice
result: χ(N = 3) ≃ [106 − 122 MeV]4 (QCDSR), χ(N = 3) ≃ [200 MeV]4 (lattice result).

Given the lack of other reliable predictions for the pure-gauge SU(3) susceptibility slope,
we would like to conclude this discussion by presenting a “Witten-Veneziano-like” argument
to provide an estimation of χ′ in the large-N limit. Since there is plenty of numerical evidence
that, for the pure-gauge theory, finite-N corrections to the large-N limit are typically small,
such large-N estimation should not be too far from our N = 3 value.

First of all, let us start by summarizing very briefly how eq. (3.4) can be derived, as it
will be useful in the following. The Euclidean topological charge density correlator in full
QCD G̃QCD(p2) can be expanded, at large-N , in powers of 1/N as:

G̃QCD(p2) = G̃YM(p2) − |Aη′ |2

p2 + m2
η′

+ o

( 1
N

)
, (3.11)

where we have used that, in the large-N limit, at O(N0) we have just the pure-glue (denoted
with the subscript YM) and the η′ propagator contributions to G̃QCD. The matrix element
Aη′ = ⟨0| q(0) |η′⟩ can be estimated to be, in the large-N limit:

Aη′ = 1√
2Nf

Fπm2
η′ = 1√

6
Fπm2

η′ , (3.12)

where we have used Nf = 3. Computing eq. (3.11) for p2 = 0, one obtains:

χQCD = χYM − 1
6F 2

π m2
η′ , (3.13)

where we used the notation χQCD and χYM to distinguish between the full QCD and the
quenched (i.e., pure-Yang-Mills) topological susceptibilities. In the chiral limit, eq. (3.13)
reduces to eq. (3.4), as limm→0 χQCD = 0:

χYM = 1
6F 2

π m2
η′ . (3.14)

An estimate of χ′
YM in the large-N limit can be obtained repeating exactly these steps,

but considering instead 1
N

dG̃QCD(p2)
dp2 . The factor 1/N was added because, from the ChPT

result in eq. (3.9), we can see that χ′ is O(N), being F 2
π ∼ O(N). Thus, one can expect

the large-N limit of χ′/N to be finite and well-defined.
Deriving eq. (3.11) with respect to p2 and computing it in p2 = 0, we have:

−
χ′

QCD
N

= −χ′
YM
N

+ 1
N

|Aη′ |2

(p2 + m2
η′)2

∣∣∣∣∣
p2=0

= −χ′
YM
N

+ 1
6

F 2
π

N
. (3.15)
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Taking the chiral limit, our large-N prediction for χ′
YM/N finally reads:

χ′
YM
N

=
[

lim
m→0

χ′
QCD
N

]
+ 1

6
F 2

π

N
. (3.16)

The large-N limit of Fπ/
√

N has been computed in refs. [97, 98] using two completely
different approaches which give perfectly agreeing results. In particular, these papers report,
respectively, 56(5) MeV and 55(5) MeV. Concerning instead the value of χ′

QCD/N in the
chiral limit, we can estimate it either using the ChPT prediction in eq. (3.9) or the QCDSR
estimation in eq. (3.8), both obtained for N = 3.

Putting all together, from eq. (3.16) we obtain:

χ′
YM
N

≃ (12 MeV)2 (using χ′
QCD from ChPT), (3.17)

χ′
YM
N

≃ (18 MeV)2 (using χ′
QCD from QCDSR). (3.18)

On the other hand, from our final result in eq. (3.3) we obtain:

χ′
YM(N = 3) = [17.1(2.1) MeV]2 =⇒ χ′

YM(N = 3)
3 = [10.0(1.2) MeV]2. (3.19)

As it can be observed, the sign predicted by eqs. (3.17) and (3.18) is positive in both cases,
in agreement with our N = 3 determination, and also the order of magnitude of these
two large-N predictions is remarkably close to our numerical N = 3 result, especially the
one in eq. (3.17). Also for what concerns the internal consistency of the Witten-Veneziano
mechanism we observe that the prediction in eq. (3.17) seems to better satisfy the condition
|χ′| ≪ χ/m2

η′ . Indeed, using χ/m2
η′ = F 2

π /6 from eq. (3.4), we find from eq. (3.17): χ′m2
η′/χ =

(χ′/N)/[F 2
π /(6N)] ≃ 0.2755.

In conclusion, our “Witten-Veneziano-like” argument, combined with ChPT predictions,
yields a large-N estimation of χ′/N in the quenched theory which is remarkably close to
our N = 3 lattice determination.

4 Conclusions

In this work we presented a solid lattice calculation of the topological susceptibility slope χ′

for the pure-gauge SU(3) Yang-Mills theory, where possible systematic effects due to finite
lattice size, finite lattice spacing and finite smoothing radius are all under control.

Our numerical strategy consists in computing χ′ from a double limit: first, we compute
the continuum limit of χ′ at fixed smoothing radius using results obtained for 5 different
lattice spacings, then we perform a zero-cooling extrapolation using a theoretically-motivated
ansatz. Concerning finite size effects, we showed, performing additional calculations for one
lattice spacing varying the lattice size, that they are always negligible within our typical
statistical error in the whole range of smoothing radii employed. Finally, the range of
smoothing radii rs employed for the zero-cooling extrapolation was chosen so as to stay
within the plateau exhibited by the continuum limit of the topological susceptibility as a
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function of rs. As a matter of fact, we interpret the onset of such plateau as the signal of
an effective separation between the IR energy scale of topological fluctuations and the UV
energy scale above which fluctuations are smoothened away.

In the end, we find the following final result in physical units, obtained assuming the
value r0 = 0.472(5) fm of the Sommer scale:

χ′ = [17.1(2.1) MeV]2, (SU(3), pure Yang-Mills). (4.1)

Our results perfectly supports the internal consistency of the Witten-Veneziano mechanism,
which requires |χ′| ≪ χ/m2

η′ . As a matter of fact, we find χ′m2
η′/χ ≃ 0.166.

Finally, we compared our results with other determinations in the literature. Concerning
analytic computations, the only one that we could retrieve concerning the pure-gauge SU(3)
theory is the one obtained using the QCD Sum Rule,

√
χ′ = 7(3) MeV, which is somewhat

smaller than ours, but has the same sign. We also presented a “Witten-Veneziano-like”
argument to estimate the large-N behavior of χ′ in the quenched theory, which assumes
that χ′ is ∼ O(N) in the large-N limit as predicted by Chiral Perturbation Theory. We find√

χ′/N ≃ 18 MeV or
√

χ′/N ≃ 12 MeV, where the two estimations are obtained, respectively,
using the prediction for the chiral limit of the full QCD topological susceptibility slope from
the QCD Sum Rule or from Chiral Perturbation Theory. They are both remarkably close to
our N = 3 lattice result,

√
χ′(N = 3)/3 = 10.0(1.2) MeV, especially the latter one.

In the light of the result and of the discussion here presented, it would be very interesting
to pursue a direct numerical lattice investigation of the large-N limit of χ′ in the quenched
theory, adopting the same techniques here presented, in order to directly probe the N -
dependence of χ′, and compare it with our prediction. We plan to investigate this interesting
topic in a future publication.
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