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1 Introduction

Gauge/gravity correspondence has provided us with a novel theoretical framework to in-

vestigate the strongly coupled regime of quantum field theory [1]. Such fruitful approach

has a particularly natural application to quantum critical and strongly correlated systems

which are ubiquitous in condensed matter [2–4]. In this context, the models featuring

spontaneous symmetry breaking allowed new investigations about the physics of high Tc
superconductors (HTC) [5–7]. The present model belongs to such a family. Indeed, we pro-

pose a bottom-up holographic model to account for the interplay of two strongly coupled

vector order parameters. The phenomenological purpose of describing a ferromagnetic su-

perconductor led us to generalize the standard holographic p-wave model introduced in [8].

The generalization consists in adding a second non-Abelian gauge field in the bulk and

considering direct interactions between the two vector fields. Such direct interactions are

encoded in a term that couples the field strengths of the two gauge fields constraining them

to transform according to the same gauge transformation. The diagonalization of the bulk

kinetic terms leads to an interesting field structure featuring the interaction between a

gauge field and massless vectorial matter in the adjoint representation of the gauge group.

The present model belongs both to the class of holographic systems containing spinful

order parameters and to the class possessing more than one order parameter. In the

former group, besides the p-wave superconductors, we can also find models describing

d-wave order parameters [9]. In the latter class we find either models describing multi-

band superconductors [10, 11] or models which investigate the coexistence of different

orderings [15–19].1

1.1 Motivations

The main aim motivating the model studied here is to describe the coexistence and inter-

actions of two vector order parameters at strong coupling in a holographic framework.

Investigations about the interplay of multiple orderings are relevant in many areas of

physics ranging from particle physics to condensed matter. For example, spin density

waves in cuprates (or, more in general, magnetic orderings and superconductivity), multi-

condensate superconductors but also magnetism in neutron stars. In relation to particle

physics, an example is provided by models having a Higgs-doublet.2

Albeit the phenomenological interpretation on which we focus is mainly concerned

with the condensed matter panorama, it is important to pinpoint that the present holo-

graphic model could have in principle a wider applicability. The subject regarding the

coexistence of different orderings has been already addressed in the holographic literature

and one of our main purposes here is to extend the study presented in [16] where a minimal

holographic model with two scalar orderings was thoroughly analyzed. More precisely, we

1Models with more than one complex scalar order parameter have also been studied in the context of

holographic analysis of type II Goldstone bosons [12, 13].
2To have a wider list and an account of how the subject is treated within the standard Ginzburg-Landau

effective theory paradigm, see [14] and references therein.
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consider a generalization of the p-wave holographic superconductor [8] with two vector

order parameters. Namely, a bulk model possessing two non-Abelian interacting vectors.

As it will emerge from the detailed analysis illustrated later, the two vectorial orderings

arising in our model seem a reasonable description of a p-wave and a ferromagnetic-like

order parameters. In this sense, the present holographic system describes the occurrence of

p-wave superconductivity “on the border” of ferromagnetism in a strongly coupled context,

where the mutual effects of ferromagnetism and superconductivity are equally included.

More specifically, it features a concomitant transition from a non-superconducting normal

phase to a condensed phase with a p-wave ferromagnetic condensate. This represents an

extreme case of cooperation between two order parameters where each is necessary to the

other and they present the same characteristic energy scale.

In the standard BCS theory, superconductivity emerges as a consequence of the for-

mation of Cooper-pairs. These pairs form because of a phonon-mediated attractive in-

teraction between electrons with opposite spin. Shortly after the formulation of the BCS

theory, it was realized that spin-spin interaction could also mediate the coupling leading

to superconductivity [20] indicating that itinerant electron magnetism could be a novel

resource for superconductivity [27]. This has been shown to be relevant in 3He [21, 22], in

heavy-fermions compounds [29] and, finally, in HTC supercoductors [30], where the super-

conductivity appears at the border of antiferromagnetism. Spin-spin interactions can then

have a great importance in the panorama of superconducting systems. In this contest, an

equal-spin-pairing superconducting state has been suggested in itinerant ferromagnets; the

mechanism involves a triplet p-wave order parameter where the electrons in the Cooper-

pairs have equally oriented spins [26]. We then had to wait the new millennium to see, at

the experimental level, some materials showing superconductivity at the border of itinerant

ferromagnetism [32, 33]. Nowadays there are many different triplet p-wave superconduc-

tors with strongly anysotropic ferromagnetism where the superconductivity is probably

mediated by Ising ferromagnetic spin fluctuations [34, 35, 40]. The peculiar behaviour of

the critical field anisotropy has been investigated theoretically and it is evoked (at least for

UCoGe) as an indication of the strong-coupling nature of the superconductivity [23, 38, 39].

We have seen, that the holographic method has been proposed for the theoretical

investigation of HTCs. Our model can be read as a holographic viable way to generalize at

strong coupling a p-wave superconducting mechanism analogous to that advanced in [26,

38, 39] which is concomitant with itinerant ferromagnetism.

In the last 30 years the numbers of strongly correlated and unconventional supercon-

ductors has grown enormously [27]. Inspired by the layered perovskite structure of some

HTCs, the Sr2RuO4 was identified [28]. In this material the p-wave superconductivity is ob-

served near the antiferromagnetic phase. At the same time the heavy fermion compounds,

such as CePd2Si2 and CeIn3 [29] has shown a magnetically mediated superconductivity

around the critical density of the antiferromagnetic order and UPt3 [31] presents multiple

superconducting phases. A variant of the last compounds, the UGe2, has shown, under

high pressure, a superconductivity transition on the border of ferromagnetism [32]. This

was interpreted as one of the first realizations of an itinerant ferromagnetic superconduc-

tor [26] with the material ZrZn2 [33] as reported almost at the same time. Since then,
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the number of ferromagnetic superconductors has grown with URhGe [34] where ferromag-

netic superconductivity was firstly observed at ambient pressure, UIr [35] where inversion

symmetry is broken and finally UCoGe [40].

We think that, in our perspective, UCoGe is particularly interesting because it has a

phase diagram in terms of the pressure which is completely different from that of other

systems [36]. More specifically, it has been shown that at finite ambient pressure (around

1.2 GPa) the Curie temperature TCu of the ferromagnetic transition coincides with the

superconducting transition Tc [37]. In our model featuring concomitant condensation of

the two order parameters, this is indeed the case. In addition, for this material, an unusual

anisotropic behaviour for the critical fields has been shown; such feature suggests a strong

coupling superconductivity [23]. Furthermore, we limit our analysis to 2+1 dimensions

even though, also at the experimental level, it is still unclear whether in order to describe

this system a 2+1 dimensions or a 3+1 dimensions model is more appropriate. Our main

target is indeed to clarify how the interplay of the two order parameters influences the

properties of the system. We think that the investigation of this point with AdS/CFT

correspondence is particularly useful because the two order parameters has roughly the

same energy scale and their interplay represents a strongly coupled problem that cannot

be simply approached with conventional methods [26, 38, 39].

2 The model

The bulk theory is a 3 + 1 dimensional gravitational model with two interacting massless

vector fields; the Lagrangian density is composed by a standard Einstein-Hilbert gravita-

tional part and by the terms describing the dynamics of the vector fields, namely

S =
1

2κ2
4

∫
dx4√−g

[(
R+

6

L2

)
− 1

4q2
F aµνF

aµν − 1

4q2
Y a
µνY

aµν +
c

2q2
F aµνY

aµν

]
, (2.1)

where κ4 is the four-dimensional Newton constant. The main peculiarity of the model

relies in the presence of the last interaction term which mixes the dynamics of the two

vector fields.3 The strength of the mixing is controlled by the coupling constant c. Notice

that the non-Abelian nature of the vector fields is crucial; indeed, an analogous Lagrangian

for two Abelian vector fields is always trivially diagonalizable and can be cast in a form

where there is no FY mixing term. Another important consequence of the non-Abelian

character of the vector fields is that the gauge invariance of the FY term constrains the

two vectors to be associated to the same gauge transformations.4 As in this paper we are

mainly concerned with an SU(2) non-Abelian gauge group, our model presents a unique

SU(2) gauge invariance.

3Gravity mixes the dynamics of the two vector fields as well, however we are here mainly concerned with

the analysis of the bulk model in the so-called probe approximation where the gravitational interactions

are neglected, see subsection (2.1) for further details.
4In the Abelian case, since the adjoint representation is trivial, we would have no constraint relating the

gauge transformations of the two vector fields.
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The most general Lagrangian invariant under the following SU(2) gauge transformation

δAaµ = ∂µθ
a + fabcAbµθ

c ≡ (D(A)
µ θ)a (2.2)

δBa
µ = ∂µθ

a + fabcBb
µθ
c ≡ (D(B)

µ θ)a, (2.3)

where θa is the gauge parameter function, is

− 1

4 q2
1

F aµνF aµν −
1

4 q2
2

Y aµνY a
µν + c F aµνY a

µν , (2.4)

where F aµν and Y a
µν are the field strengths for the two non-Abelian gauge fields Aaµ and Ba

µ

respectively,

F aµν = ∂µA
a
ν − ∂νAaµ + fabcAbµA

c
ν

Y a
µν = ∂µB

a
ν − ∂νBa

µ + fabcBb
µB

c
ν .

(2.5)

In principle the Lagrangian density (2.4) depends on three generic coupling constants,

namely q2
1, q2

2 and c. The coupling constant c is necessarily different from zero, because the

mixing term FY to which it is coupled is requested by the gauge symmetry (2.2) and (2.3).

In other terms, the case c = 0 is pathological and should be treated separately because, in

that case, the gauge invariance is enhanced to SU(2)×SU(2). Such enhancement implies the

presence of two gauge independent parameters (instead of one) and two coupling constants

(instead of three).

In this paper we constrain the two “pure Yang-Mills” coupling constants to be equal,

q2
1 = q2

2 = q2. (2.6)

The resulting theory is then invariant under a single SU(2) gauge symmetry and depends

on two coupling constants: q2 and c. Moreover, by rescaling the fields, it is possible to

restrain ourselves to the case q = 1 without losing generality. The choice q1 = q2 makes the

action (2.1) invariant under the symmetry A↔ B. However, the choice q1 6= q2 could lead

to interesting changes in the phase diagram of our model, and we postpone the discussion

of such a case to future work [60].

2.1 The probe approximation and the gravitational background

The probe approximation consists in neglecting the back-reaction of the vector fields on the

geometry. At the level of the equations of motion, it technically corresponds to considering

the limit where the fields A and B are small [51]. Indeed, in such a limit, the terms involving

the vector fields appearing in the equations of motion for the metric become negligible.

We consider the following ansatz for the bulk metric

ds2 = −h(r) dt2 +
dr2

h(r)
+ r2(dx2 + dy2) . (2.7)

In the probe approximation the dynamics of the gravitational part of the model is decoupled

from the rest and we are interested in considering an AdS-Schwarzschild black hole solution

h(r) =
r2

L2

(
1−

r3
H

r3

)
,

√
−g(r) = r2, (2.8)
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where rH is the horizon radius and L is the AdS curvature radius. The Hawking temper-

ature of the black hole solution (2.8) is

TH =
3

4π

rH
L2

. (2.9)

Since we are neglecting the backreaction of the gauge fields, these are regarded as small

perturbations on the fixed black hole background which is therefore uncharged.

Once we have chosen the gravitational background, we can study the dynamics of the

gauge fields. From the action (2.1) we can derive the equations of motion for the two vector

fields obtaining

gρσD(A)
ρ (Fσβ − cYσβ) = gρσ

[
DρF

s
σβ +fscaAcρF

a
σβ − c(DρY

s
σβ +fscaAcρY

a
σβ)
]

= 0 , (2.10)

gρσD(B)
ρ (Yσβ − cFσβ) = gρσ

[
DρY

s
σβ +f scaBc

ρY
a
σβ − c(DρF

s
σβ +fscaBc

ρF
a
σβ)
]

= 0 , (2.11)

where D(X) represents the covariant derivative both in relation to the gauge connection X

and to the metric connection.

2.2 Definition of the physical quantities

In analogy with the analysis of the holographic p-wave superconductor [8], we consider the

following ansatz

A = Φ(r) τ3 dt+W (r) τ1 dx , (2.12)

B = H(r) τ3 dt+ V (r) τ1 dx . (2.13)

In general, an asymptotic study of the equations of motion unveils the large r behaviour

of the fields. For the time being, let us concentrate on the temporal components whose

asymptotic behaviour is

Φ(r) = µA −
ρA
r

+ . . . , H(r) = µB −
ρB
r

+ . . . . (2.14)

Being c 6= 0, the FY term in the action (2.1) mixes the kinetic terms of the two vector

fields.5 Then the on-shell bulk action reduces to a boundary term of the following type∫
∂M

d3x r2(AA′ + cAB′ + cBA′ +BB′)

∣∣∣∣
r=r∞

∼ V (µAρA + c µAρB + c µBρA + µBρB) ,

(2.15)

where ∂M represents the boundary r → ∞ manifold and V is its volume. We have that

µA and µB act as sources for some combination of ρA and ρB. In other terms, we lack a

well-defined “particle number” in association to the two chemical species.6

5Let us spend some words also about the c = 0 case. Here, before considering any particular ansatz, the

fields Aaµ and Baµ decouple from each others and the gauge symmetry of the model is SU(2)×SU(2). In this

case there are two conserved currents and, in accordance with the holographic dictionary [3], µA, µB , ρA
and ρB are respectively the chemical potentials and the charge densities associated with the two sectors.

6A similar observation about diagonal chemical potentials and well-defined particle numbers is mentioned

in [11] about a holographic model for a multi-band superconductor.

– 6 –



J
H
E
P
0
1
(
2
0
1
4
)
0
5
4

Let us observe that the terms in the left side of (2.15) descend directly from the kinetic

bulk terms. As we will see, their diagonalization corresponds, in the dual perspective, to

define a well behaved chemical potential for the model. The diagonalization is achieved by

means of the rotation:

Ā a
µ =

√
1 + c

2
(Aaµ −Ba

µ) , (2.16)

B̄ a
µ =

√
1− c

2
(Aaµ +Ba

µ) , (2.17)

whose inverse is

Aaµ =
1√
2

(
1√

1 + c
Ā a
µ +

1√
1− c

B̄ a
µ

)
, (2.18)

Ba
µ =

1√
2

(
− 1√

1 + c
Ā a
µ +

1√
1− c

B̄ a
µ

)
. (2.19)

From the asymptotic behaviour of At and Bt given in (2.14), we obtain an analogous large

r behavior for the rotated temporal components Āt and B̄t, namely

Ā 3
t (r) = µ Ā −

ρ Ā
r

+ . . . , B̄ 3
t (r) = µ B̄ −

ρ B̄
r

+ . . . . (2.20)

Eventually, after the rotation, the boundary term (2.15) becomes∫
∂M

d3x r2(Ā Ā′ + B̄ B̄′)

∣∣∣∣
r=r∞

∼ V (µ Ā ρ Ā + µ B̄ ρ B̄) . (2.21)

In relation to the complete model (i.e. before the introduction of any ansatz) the redef-

initions (2.18) and (2.19) allow an interesting interpretation of the field content of the bulk

theory which is hidden in our original action (2.1). The SU(2) gauge transformations (2.2)

and (2.3), written in terms of the “rotated” field Āaµ and B̄a
µ, read

δB̄a
µ = ∂µθ

a + fabcB̄b
µθ
c (2.22)

δĀaµ = fabc Ābµθ
c, (2.23)

from which it is clear that we are dealing with a true gauge connection B̄a
µ interacting

with a vectorial matter field Āaµ, in the adjoint representation of the gauge group, which is

SU(2) in the present case. As a consequence, in our model there is one conserved current

which is related to the true bulk gauge field B̄a
µ and a non-conserved current related to

the adjoint vector Āaµ. The field transformations (2.16) and (2.17) are exactly those which

make evident this peculiar symmetry structure, as outlined in (2.21).

Since the source µĀ is not associated to a bulk gauge field, in general it does not

represent an authentic chemical potential. Nevertheless, there is a subtle and important

point regarding the role of the ansatz; as we will argue more in detail in subsection 3.2.1,

the normal phase of our model where only the temporal σ3 components of the gauge fields

are non-trivial, is characterized by a U(1)×U(1) symmetry where the two sectors transform

independently. This is related to the Abelian character of the U(1) symmetry preserving

– 7 –
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σ3. The “Abelianization” induced by the ansatz makes the two sectors independent also

for c 6= 0. Therefore, similarly to the c = 0 case (see footnote 5), the normal phase shows

two conserved currents and it is formally analogous to the normal phase of the s-wave

unbalanced holographic superconductor [24, 25]. For this reason, with a slight abuse, we

keep the notation µĀ throughout the whole paper also in relation to the condensed phase

even though there the Ā current is broken by the presence of the interaction terms involving

the condensed fields.

In the spirit of our phenomenological interpretation of the model as an effective the-

ory which describes strongly correlated ferromagnetic superconductors, we interpret the

conserved current associated to B̄a
µ as the charge density current, and the non-conserved

current associated to Āaµ as the spin density current. This latter is not conserved in the con-

densed phase due to the interplay between the spin and the charge sectors. In the condensed

phase, µB̄ is a true chemical potential, while µĀ is a source for the non-conserved spin den-

sity ρĀ which takes into account in an effective manner all the effects which contribute to a

non vanishing spin magnetization in a strongly correlated ferromagnetic superconductor.7

Finally we make some comments on the value of the coupling c. At first we note that

the asymptotic behaviour of the vector fields A and B does not depend on the particular

value of c. Remarkably, due to this fact the current associated to A has conformal dimension

two also if c 6= 0, where is in general not conserved. Secondly, observe that the coefficients

of the rotation depend on the coupling constant c associated to the mixing and the rotation

itself becomes singular for the specific values c = ±1. Indeed, when c = ±1, the action

of the two original unbarred vector fields reduces to the perfect square of F ∓ Y . As a

consequence, for these particular values of c, only a combination of the two vector fields

actually propagates. In the following we will avoid such limiting circumstances restraining

ourselves to c 6= ±1.

3 Analysis of the model in the “physical” basis

From now on we adopt the rotated basis and refer to the following notation

Ā = φ(r)τ3dt+ w(r)τ1dx , (3.1)

B̄ = η(r)τ3dt+ v(r)τ1dx . (3.2)

Notice that the rotation does not affect the kind of ansatz we consider which has actually the

same form before (see (2.12) and (2.13)) and after (see (3.1) and (3.2)) the field redefinitions.

The large r asymptotic behavior of the non-trivial field components are

φ(r) = µφ −
ρφ
r

+ . . . , η(r) = µη −
ρη
r

+ . . . , (3.3)

w(r) = Sw −
〈Ow〉
r

+ . . . , v(r) = Sv −
〈Ov〉
r

+ . . . . (3.4)

Note that (3.3) is just a rewriting of (2.20) with a different notation. As we are interested

in spontaneous (i.e. unsourced) condensations where the VEV’s of the operators O are

non-trivial, the sources Sw and Sv are taken to be null.

7We thank the referee who suggested us to clarify this point.
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3.1 Physical fields

Referring to the ansatz (3.1) and (3.2), the Lagrangian density for the vector fields in (2.1)

can be rewritten as follows√
g(r)L = −1

2
h(r)(w′)2 − 1

2
h(r)(v′)2 +

1

2
r2(φ′)2 +

1

2
r2(η′)2

1

4(1− c)h(r)

[
v2η2 + w2η2 +

4

1 + c
vwηφ+ v2φ2 +

(1− c)2

(1 + c)2
w2φ2

]
,

(3.5)

where the primes indicate derivatives with respect to the radial coordinate r.

From the Lagrangian density (3.5), we can derive the equations of motion

φ′′ +
2

r
φ′ − 1

2

1

1− c
1

r2h(r)

[
2

1 + c
vwη + φv2 +

(1− c)2

(1 + c)2
φw2

]
= 0 , (3.6)

w′′ +
h′(r)

h(r)
w′ +

1

2

1

1− c
1

h2(r)

[
wη2 +

2

1 + c
vηφ+

(1− c)2

(1 + c)2
wφ2

]
= 0 , (3.7)

η′′ +
2

r
η′ − 1

2

1

1− c
1

r2h(r)

[
ηv2 + ηw2 +

2

1 + c
wvφ

]
= 0 , (3.8)

v′′ +
h′(r)

h(r)
v′ +

1

2

1

1− c
1

h2(r)

[
vη2 +

2

1 + c
wηφ+ vφ2

]
= 0 . (3.9)

The system of the equations of motion is invariant under the following set of scalings:

r → b r , (t, x, y)→ 1

b
(t, x, y) , (φ, η, w, v)→ b (φ, η, w, v) , h→ b2h , (3.10)

where b is a generic positive real number. This scalings allow us to set rH = 1. Notice

that the scalings (3.10) preserve the asymptotic AdS character of the bulk metric (2.7)

which corresponds to having h(r) ∼ r2 in the large r region. Recall that asymptotic AdS-

ness is the bulk feature encoding the UV conformal fixed point of the boundary theory.

Consequently, the scalings (3.10) are the dual bulk manifestation of the ultraviolet scale

invariance of the boundary theory.

Field configurations related by a rescaling (3.10) are equivalent and only scaling in-

variant quantities have a physical significance. We define the physical temperature of the

boundary theory normalizing the bulk black hole Hawking temperature (2.9) as follows

T̃ =
TH√
µ2
φ + µ2

η

. (3.11)

From now on, we set L = 1, which amounts to a choice of unit length.

The normalized temperature T̃ is invariant under the generic transformation (3.10) as

the original temperature is related to an inverse Euclidean time period. Another relevant

and scaling invariant quantity is the ratio between the source µφ and the chemical potential

µη: µφ/µη. In addition, also the condensates Ow and Ov, being related to the sub-leading

1/r term in the UV expansion of the corresponding bulk fields, need to be rescaled. We

define

〈Õw/v〉 =
〈Ow/v〉√
µ2
φ + µ2

η

. (3.12)
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3.2 The ansatz and the symmetries of the different phases

3.2.1 Explicit and spontaneous breaking

Whenever the bulk fields w and v are vanishing, we have null condensates Ow and Ov and

the dual system is in the normal phase. The presence of non-zero chemical potential µη
and a non-zero source µφ however forces the fields φ and η to acquire a non-trivial bulk

profile also in the normal phase. From the bulk standpoint, µη and µφ act as sources for

the corresponding bulk fields which are “coloured” under SU(2) and then break the original

symmetry upon acquiring a non-trivial profile.

Let us first consider the standard p-wave superconductor with a single gauge field.

This can be obtained from the present generalized model upon considering a trivial B field

and still adopting the ansatz (2.12) for the field A. Being the temporal component of A

directed along τ3, whenever it has a non-trivial bulk profile it breaks the original SU(2)

down to the U(1) which preserves τ3. This U(1) is a symmetry of the normal phase which

in turn is spontaneously broken to Z2 when the superconducting w condensation occurs.

In our generalized model we have an analogous framework. Firstly, as we will describe

in more detail later, the condensations of the two fields w and v are constrained to occur

always together by the structure of the model itself. Said otherwise, we have no phases

where only one condensate is non-trivial. Therefore, in complete generality, our model is

either in the normal phase with no condensates at all or in a doubly condensed phase. In

the latter case all the original symmetry is almost completely broken (we remain with just

a residual Z2); this is apparent from the shape of the ansatz which presents fields along

both the τ3 and the τ1 directions. In the normal phase, instead, we have that v and w are

vanishing while φ and η are not. The original SU(2) symmetry is explicitly broken down

to an Abelian symmetry preserving τ3. Such a residual symmetry of the normal phase is

actually U(1)×U(1), being each Abelian factor related to φ and η respectively.

Some further comments are in order. As we have already noted in introducing the

model, the mixing term FY in the action (2.1) yields different consequences depending

on the Abelian or non-Abelian character of the gauge invariance. In particular, when the

gauge group is Abelian, the action can be cast in a form where FY disappears. When

instead the gauge group is non-Abelian, the term FY cannot be eliminated with a field

rotation (as it contains non-linear interactions) and it constrains the gauge transformations

of the two gauge fields to be the same. Our model is initially non-Abelian. Nevertheless,

introducing non-trivial field profiles along τ3 (as we do to describe the normal phase) we

somewhat “Abelianize” the model which then presents an effective U(1)×U(1) symmetry.

The two Abelian factors appear as independent symmetries of the normal phase. This

unconventional kind of explicit symmetry breaking is related to the choice of the ansatz and

to the different qualitative behavior of our system for Abelian and non-Abelian gauge group.

Let us note that the system of equations of motion (3.6)–(3.9) is invariant if we flip the

sign of both the condensate fields w and v. As we will see in studying the phase diagram

of the model (see subsection 4.3), this means that the doubly condensed phase where both

w and v have non-trivial bulk profile preserves a residual Z2 symmetry out of the full

U(1)×U(1) of the normal phase.

– 10 –
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As a final comment, observe that the normal phase of the system at hand is completely

analogous to that appearing in the s-wave unbalanced holographic superconductor [24]. We

will describe the implications of this parallel in subsection 6.1.

4 Equilibrium

4.1 Double condensation

The model under analysis does not admit any phase where only one of the two order

parameters condenses alone. Hence, only two possibilities can occur: either the system is

in the normal phase where both order parameters are vanishing or it is in a coexistence

phase where both order parameters acquire a vacuum expectation value. This in turn

implies that both condensations take place at the same critical temperature independently

of the values we consider for the parameters of the model (e.g. the coupling c) or the

chemical potential µη. As we will see in the following, there are nevertheless different

condensed phases differing among themselves in relation to the relative sign of the two

condensates.

The impossibility of having a single non-trivial condensate emerges directly from the

bulk equations of motion (3.6)–(3.9). Indeed, suppose that we wanted to obtain a solution

where only the order parameter associated to the component field v is non-trivial while w

vanishes; the equation of motion of the latter, (3.7), would reduce to

v η φ = 0 , (4.1)

which constrains at least one further bulk field to be zero. If we consider either η or φ to be

null, the system reduces to a standard p-wave holographic superconductor [8].8 If instead

we take v = 0 we are in the normal phase.

Recall that we consider always spontaneous condensations, namely, from the bulk

perspective, we always require a vanishing source term at the boundary for the associated

bulk fields. As a consequence, a component field v or w with vanishing VEV is forced to

have a null radial profile. Actually, as the radial equation for the bulk fields associated

to the condensates is second order, when both the UV leading terms are zero we retrieve

therefore the trivial solution.

We are considering the system in the probe approximation, however the same conclu-

sion about the “unavoidable coexistence” of the two orderings holds for the backreacted

case as well. Indeed, we can consider a vanishing w and repeat the above argument starting

from the backreacted equation for w reaching again the same constraint equation (4.1). We

do not report the backreacted equations since we will treat them elsewhere [60].

From the above discussion emerged that the two orderings associated to the fields w

and v are necessary each to the other. The physical outcome is that their dynamics is clearly

intertwined and the model shows an extreme case of mutual cooperation between the two

order parameters. One natural interpretation could be that the two order parameters are

8Note however that in doing so the system (3.6)–(3.9) returns a p-wave superconductor with c-dependent

coefficients.
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Figure 1. The condensation temperature as a function of the coupling c. The plot shows the

quantity ξ = T̃c(c)/T̃
(µφ=µη)
c (0) versus c. The solid line corresponds to µφ = µη, the dashed line

corresponds to µφ/µη = 2 while the dotted line corresponds to µφ/µη = 1/2.

related to the condensation of the same degrees of freedom which are charged under both

U(1) factors of the normal phase symmetry. For instance, we could think of a Cooper-like

mechanism where the total spin of the pairs is not vanishing and preferably oriented along

a specific direction; in such a situation, the superconducting condensation would imply

a concomitant spin polarization of the carriers. As a further observation, note that this

would clearly represent a case of itinerant magnetization.

4.2 Suppression/enhancement of the orderings and role of c

The crucial ingredient in our bulk model is the interaction c which couples the two sec-

tors (associated respectively to the original field strengths F and Y ). We want now to

characterize how the equilibrium of the system and the features of the condensates are

affected by the coupling c. In [15] the authors have proposed a conjecture stating that

the enhancement/competition character of two orderings in the boundary theory corre-

sponds respectively to a repulsive/attractive interaction of the associated bulk fields.9 In

the present system with two vectorial order parameters, the numerical results show that

moving c away from zero in either the positive or negative direction leads to a raise in the

critical temperature (see figure 1). This signals that the interaction yields an enhancement

of the double condensation. To rephrase the same concept, we have that increasing the

absolute value of c the condensed phase becomes thermodynamically favourable at a higher

temperature. Following the enhancement/repulsion conjecture proposed in [15], we are lead

to consider the effect of c in the bulk as a repulsive interaction between the component

fields w and v.10

9The conjecture has been tested for a model of unbalanced superconductor with two scalar order pa-

rameters in [16].
10In the model with two scalar orderings [16], the direct interaction between the order parameters are

simple and their attractive/repulsive character is manifest already at the level of the Lagrangian. Conversely,

here the interaction terms between the order parameters are many. So, in the main text, in line with [15],

we are lead to conjecture that their overall effect is always repulsive.

– 12 –



J
H
E
P
0
1
(
2
0
1
4
)
0
5
4

0.5 0.6 0.7 0.8 0.9 1.0

T
�

T
�
C

0.05

0.10

0.15

0.20

0.25

<O
�
v,w>

0.6 0.8 1.0

T
�

T
�
C

0.05

0.10

0.15

0.20

0.25

<O
�
v,w>

Figure 2. Order parameters 〈Ov〉 and 〈Ow〉 as a function of T measured with the T
(c=0)
c calculated

for c = 0. The black solid line refers to the condensates obtained for c = 0. In the left plot the two

green lines are the condensates for c = 3/10 while in the right plot the two red lines correspond

to c = −3/10. In both plots the dashed lines represent the v condensate while the dotted lines

represent the w condensate. The plot were obtained with µφ/µη = 1.

Looking at the condensates from a closer perspective, we observe that the c coupling

has further non-trivial effects. Indeed, even though we have insofar associated the enhance-

ment or suppression effects to the position of the critical temperature only, one can also

wonder about the magnitude of the condensates. In this regard the system shows a fairly

complicated behavior, see figure 2. Depending on the sign of c, the interactions lead to a

v condensate always larger that the w condensate for positive c. The opposite situation

occurs for negative c. On top of that, we have that, although the condensation temperature

is always raised for bigger absolute values of c, the magnitude of the condensates can be

suppressed with respect to the c = 0 case for low enough temperature. More precisely,

focus for instance at the left plot in figure 2; there, for low enough temperature, the w

(dotted) condensate becomes smaller when the coupling c is turned on with respect to the

c = 0 case (solid line). In this sense, when speaking about enhancement or suppression of

an order parameter is important to distinguish the effects on the critical temperature and

the magnitude of the order parameters.

4.3 Phase diagram

As already noted in subsection 4.1, with our choice q1 = q2, our system can either be in the

normal phase or in some doubly condensed phase. In the latter, however, the condensates

can have the same or opposite signs and this two cases correspond to two different phases.11

Figure 3 contains the phase diagram obtained for c = 3/10, though, for different values of

the coupling c, the corresponding phase diagrams are qualitatively analogous and present

the same overall phase structure (see appendix C). At high temperature the system is in the

normal phase (N) while, at a sufficiently lower temperature, we always encounter a double

condensation for any value of the ratio µφ/µη. More precisely, we find either condensed

11The concomitant change of sign to both condensates coincides with the already mentioned residual Z2

symmetry of the condensed phase.
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Figure 3. Phase diagram for c = 3/10 on the plane T̃ versus µφ/µη. The high temperature white

region corresponds to the normal phase (N). Lowering T we can have to kinds of phases where the

two condensates (always condensing together) have either opposite sign (darker region, S+−) or

the same sign (paler gray region, S++). Between the two condensed phases we have a first order

transition (dashed line) while the lines of transition connecting the condensed phases to the normal

phase are second order (solid line).

phase (i.e. with opposite S+− or equal S++ signs) depending on the relative sign of the two

chemical potentials µφ and µη.

To build the phase diagram contained in figure 3 it is necessary to study the free energy

of the system which allows us to single out the thermodynamically favoured phases for any

point in the T̃ vs µφ/µη plane. In line with the standard holographic dictionary, the free

energy of the boundary theory is defined in terms of the Euclidean bulk action, namely

F = −T log(Z) = −T S(E)
on-shell = −T V

∫ +∞

rH

dr
√
−g(r)L(r) , (4.2)

where V is the volume of the boundary theory manifold. According to the scalings (3.10),

the scaling dimension of the on-shell action is null. Since the on-shell action is a scaling

invariant quantity, the free energy (4.2) scales as a temperature; to obtain the “physical”

free energy we have to normalize it in analogy with the temperature and consider

F̃ = −T̃ Son-shell . (4.3)

The normal phase (N) is an analytically known solution of the bulk equations of motion

where the fields are given by

φ(N)(r) = µφ

(
1− rH

r

)
, η(N)(r) = µη

(
1− rH

r

)
, w(N)(r) = 0 , v(N)(r) = 0 ,

(4.4)

and the metric was already written in (2.8). Inserting (4.4) and (2.8) into the Lagrangian

density (3.5), we obtain an analytical expression for the free energy in the normal phase,

F̃ (N) = −T̃ V rH
2

(µ2
φ + µ2

η) . (4.5)
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Figure 4. The second order transition between the normal and the condensed phase. On the left

plot we have traced a path at fixed µφ/µη. In the region below the dotted line two condensed

phases (respectively with equal and opposite signs for the condensates) are possible. In the right

plot the solid line represents the free energy of the normal phase N, the dashed line corresponds to

the condensed phase with equal signs S++ and the dotted line corresponds to the condensed phase

with opposite signs S+−. We see that for µφ/µη greater than 0 (i.e. when the chemical potential µη
and the source µφ have equal signs), the phase with equal signs for the condensates S++ is always

thermodynamically favoured. Observe also that the transition at D is second order. F̃0 represents

the value of the free energy at the transition.

Since we do not have analytical control of the condensed phase, the computation of the

corresponding free energy is done in terms of the numerical solutions.

In figure 4 we plot the free energy of the various possible phases encountered while

moving on a vertical path in the phase diagram; namely a path obtained keeping the ratio

µφ/µη fixed while lowering the temperature. The particular path traced in figure 4 shows

that, below T̃c and for µφ/µη > 0, the phase with equal signs for the condensates is always

favoured. This has actually lower free energy both with respect to the normal phase or the

phase where the condensates have opposite sign S+−. A symmetrical picture is obtained in

the µφ/µη < 0 half plane, where below T̃c we have always condensates with opposite sign.

The free energy of course allows us to study the character of the phase transitions

which our system can undergo. Referring again to figure 4, we confirm that the transition

between the normal phase and the condensed phase with equal signs is second order; this

emerged already studying the shape of the condensates (see figure 2) and it is corroborated

by the observation that at the transition point (the point D in figure 4) the free energy

plots corresponding to the normal and condensed phases are tangent. Said otherwise, the

discontinuity in the free energy at the condensation is at least in the second derivative.

Also in the µφ/µη < 0 plane the picture is analogous and we have a second order transition

between the normal and condensed phases.

Looking at the phase diagram 3, we see that another kind of transition is possible,

namely the one occurring when moving from one condensed phase to the other. Already

the observation that the two phases are distinguished by a different sign for one of the

condensates, indicates that the transition is not continuous; note indeed that at a generic

point close to the transition the condensates assume in general finite values. This guess
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Figure 5. First order transition between the two condensed phases. On the left plot, a fixed

temperature path obtained moving µφ/µη is traced. On the right plot it is shown the free energy

along the path ABC. At B there is a first order transition. The dashed lines represent the extensions

of the continued lines into a region where the associated phase is no longer thermodynamically

favoured.

can be precisely checked studying the behavior of the free energy at the transition (see

figure 5). Actually, at the transition point (point B in figure 5), we note that the free

energy presents a discontinuity already in its first derivative.

5 Fluctuations around the bulk vacuum

In the previous sections we have shown that, at sufficiently high temperature, the vacuum

solution of the bulk model possesses always a U(1) × U(1) gauge symmetry. From the

dual perspective, this corresponds to a U(1) × U(1) global symmetry which characterizes

the equilibrium state of the boundary theory in the normal phase. As we have already

described, once the temperature is lowered, we always encounter a condensed phase which

becomes energetically favourable. Here the U(1)×U(1) symmetry is spontaneously broken

down to Z2 by the concomitant condensations of two vectorial order parameters.

To study the linear response and transport properties of the boundary model, we have

to focus on its slightly out-of-equilibrium features. On the bulk side, this corresponds to

analyze the small fluctuations of the system around the significant and stable vacuum;

namely, the vacuum solution which is dual to a specified equilibrium state of the boundary

theory we are interested in.

On a practical level, we first analyze the linearized equations of motion for the fluctu-

ations of the bulk fields focusing on the gauge invariant combinations; these are actually

dual to the physical observables of the quantum field theory on the boundary. Next, we

study the transport properties of the system both in its normal phase and in the condensed,

ferromagnetic/superconductor-like phase.

5.1 Equations of motion

We start our study of the fluctuations around a black hole configuration of the system by

writing the full set of linearized equations for the bulk fluctuation fields. We write the
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fields Aaµ and Ba
µ as

Aaµ = Ãaµ(r) + aaµ(t, x, r) , (5.1)

Ba
µ = B̃a

µ(r) + baµ(t, x, r) , (5.2)

separating the fluctuation parts aaµ(t, x, r) and baµ(t, x, r) from the background parts Ãaµ(r)

and B̃a
µ(r). Notice that the background fields coincide with the fields introduced in (2.12)

and (2.13); they arise from the study of the bulk solutions and encode the equilibrium of

the boundary system. We impose the axial gauge fixing conditions aar = bar = 0. We further

assume that the fluctuations do not depend on the coordinate y. In relation to the other

coordinates, we instead assume the following harmonic dependence:

aaµ(t, x, r) = e−iωt+iκx aaµ(r) , (5.3)

baµ(t, x, r) = e−iωt+iκx baµ(r) . (5.4)

In other words, we have plane waves in t and x while remaining generic along the radial

coordinate r. As regards the coordinate y, our choice is equivalent to set the momentum

along the y direction to be null. We make this assumption since, as we shall see, we consider

finite momentum only in the normal phase, which is isotropic, while in the condensed phase,

for simplicity, we consider only null momentum. We have chosen aaµ(t, x, r) and baµ(t, x, r)

to have the same momentum κ and frequency ω; as we shall see later, this choice is forced

by the requirement of gauge invariance.

After considering the “axial” gauge choice ar = br = 0, there remain twelve equations

of motion for the fields aai and bai (with i = t, x and a labelling the SU(2) adjoint represen-

tation) and six constraints; these latter arise from the equations of motion for the radial

components aar and bar . Due to the complexity of the equations, we prefer to write explicitly

the whole system of differential equations and the constraints only in appendix A.

There are also six equations for the components aay and bay; they describe the transverse

(with respect to the momentum) excitations of the model and, as the fluctuation fields do

not depend on the coordinate y, they decouple from the other fluctuations. Also the

system of equations of motion governing the transverse fluctuations along y is reported in

appendix A.

5.2 Boundary conditions

Since the equations for the fluctuations (see appendix A) are of the Fuchsian type, we can

use the term-wise Frobenius method and analyze the series expansions of the fields near

the horizon and near the conformal boundary. For large values of the radial coordinate r

we obtain

aaµ = aa (source)
µ +

a
a (VEV)
µ

r
+ . . . , (5.5)

baµ = ba (source)
µ +

b
a (VEV)
µ

r
+ . . . , (5.6)

where, following the standard holographic prescription (see for instance [42]), the leading

terms of the boundary expansions of the fields are interpreted as the sources for the dual
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operators in the boundary theory, while the subleading terms are interpreted as the VEV’s

of the same operators.

As we want to compute the retarded Green functions, we need to impose the ingo-

ing wave boundary conditions at the horizon for the fluctuation fields aaµ and baµ (see for

instance [43]), namely

aat = (1− r)1− iω
3 (a

a (1)
t + . . .) , (5.7)

bat = (1− r)1− iω
3 (b

a (1)
t + . . .) , (5.8)

aax = (1− r)−
iω
3 (aa (0)

x + . . .) , (5.9)

bax = (1− r)−
iω
3 (ba (0)

x + . . .) , (5.10)

aay = (1− r)−
iω
3 (aa (0)

y + . . .) , (5.11)

bay = (1− r)−
iω
3 (ba (0)

y + . . .) , (5.12)

where a
a (1)
t , b

a (1)
t , a

a (0)
x , b

a (0)
x a

a (0)
y and b

a (0)
y are arbitrary parameters. As usual, in

accordance with physical consistency (see [44]), we have set to zero the leading term at the

horizon of the temporal component of the vector fields aat and bat .

5.3 Gauge invariant combinations of the fields

In this section we find the relevant gauge invariant combinations of the bulk fields which

correspond to the physical observables of the dual field theory at the boundary. Our

analysis is similar to that illustrated in [45].

5.3.1 Gauge invariant combinations in the condensed phase

We start studying the gauge invariant combinations of the bulk fields in the broken phase.

To this end, we adopt the following method: at first we express the gauge symmetry of the

fluctuations in the unphysical basis where the symmetry is easier to treat. Then, we use the

gauge symmetry to derive the invariant combinations of the physical (barred) fields. The

physical fluctuations are again defined as the rotated background fields (2.16) and (2.17),

namely

āaµ =

√
1 + c

2
(aaµ − baµ) , (5.13)

b̄aµ =

√
1 + c

2
(aaµ + baµ) . (5.14)

As we have shown, our ansatz on the background fields (2.12), (2.13) “breaks explicitly”

the SU(2) gauge invariance of the original action (2.1) down to U(1) × U(1). In the

condensed phase, this symmetry is further spontaneously broken down to Z2 (associated

to a global sign change of both condensates at the same time). Nonetheless, it is crucial to

notice that the fluctuations around the vacuum with completely broken symmetry (apart

from the residual Z2) still transform under the full SU(2) original symmetry, namely

δaaµ(t, x, r) = ∂µα
a(t, x, r) + fabcÃbµ(r)αc(t, x, r) , (5.15)

δbaµ(t, x, r) = ∂µα
a(t, x, r) + fabcB̃b

µ(r)αc(t, x, r) . (5.16)
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Note that the gauge parameter functions αa must be the same for both the a and b trans-

formations; this in order for the action (2.1) to be invariant under (5.15) and (5.16).

Our purpose is now to find the gauge invariant linear combinations of the fluctuations

of the physical fields ā and b̄. To this aim, we compute the pure gauge solution for the

fields aaµ and baµ. We assume the gauge parameter functions to have the same harmonic

dependence on t and x as the fluctuation fields:

δ
(
e−iωt+iκxaaµ(r)

)
= ∂µ(e−iωt+iκxαa) + e−iωt+iκxfabcÃbµ(r)αc, (5.17)

δ
(
e−iωt+iκxbaµ(r)

)
= ∂µ(e−iωt+iκxαa) + e−iωt+iκxfabcB̃b

µ(r)αc, (5.18)

where αa cannot depend on r as we have chosen the axial gauge aar = bar = 0. As a

consequence, αa is a constant vector. The previous identities, relating the transformations

of a and b to the same gauge parameter functions α, make it evident that, because of gauge

invariance, the fields a and b must have the same momentum κ and the same frequency ω.

Taking into account the transformations (5.17) and (5.18), the purpose is now to find

the relevant gauge invariant combinations of the bulk fields. Actually, it is possible to define

several distinct gauge invariant combinations of the physical fields, and for the detail of

the calculation we refer the reader to appendix B. Nonetheless, we henceforth focus the

attention on only two of them as, after some phenomenology-inspired argument, they are

the relevant combinations in view of the interpretation of the model as a ferromagnetic

superconductor.

We consider the following two gauge invariant combinations:

ˆ̄a3
x = ā3

x +
w

φ
ā1
t , (5.19)

ˆ̄b3x = b̄3x +
κ̃

ω̃
b̄3t + v

ηb̄1t + iω̃b̄2t
η2 − ω̃2

, (5.20)

where ω̃ =
√

2(1− c)ω, κ̃ =
√

2(1− c)κ, and φ(r), w(r), η(r) and v(r) are the physical

background fields (3.1) and (3.2). Note that, in the limit of zero momentum, the combi-

nation ˆ̄b3x coincides with that considered in [8] in relation to the analysis of the transport

properties of the holographic p-wave superconductor.

We have defined the “significant” gauge invariant combination for ˆ̄b3x proceeding as

follows: roughly speaking, we took the field b̄3x and added suitable terms in order to com-

pensate its gauge variation. In doing so we required well-defined zero-momentum and

zero-condensate limits, (see appendix B). This constitutes actually a physical input which

proves necessary to have sensible results in circumstances where the momentum vanishes

or, as it occurs near criticality, where the condensates approach zero. Considering such

a criterion, the only remaining possibilities are actually the definitions (5.19) and (5.20).

Notice that the combination (5.20) has a vanishing denominator for ω̃ = η. The structure

of this denominator corresponds to the presence of a real-frequency mode in the system.

The pole arises when one considers fluctuations over a background with non-trivial v along

τ3. More comments on these modes are given later.

The same analysis in the transverse sector (that is along y) is much simpler. From the

gauge transformation of the fluctuation fields specified in (5.17) and (5.18) emerges that
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the fluctuations fields along y are actually gauge invariant. This being a direct consequence

of having chosen null momentum along y and of the fact that the background fields are

trivial along y.

5.3.2 Gauge invariant combinations in the normal phase

In the normal phase, as we have seen, the SU(2) symmetry is partially broken by the

background ansatz. As a consequence, the fluctuations in the normal phase transform as

δaaµ = ∂µα
a + fabc

(
Abµα

c + abµΛ3δc3
)
,

δbaµ = ∂µα
a + fabc

(
Bb
µα

c + bbµΛ3δc3
)
,

(5.21)

where Λ3 is the gauge parameter of the unbroken background symmetry.12 As a con-

sequence, in the normal phase it is possible to define only two relevant gauge invariant

combinations out of the physical fields, namely

ē3
b = κb̄3t + ωb̄3x , (5.22)

ē3
a = κā3

t + ωā3
x . (5.23)

6 Linear response: analytical and numerical results

Having set the framework in which one can study the fluctuations of the bulk model, we

are now able to analyze the transport properties of the dual boundary system. At first

we focus on the normal phase and, in particular, we show that here the excitation modes

are gap-less and degenerate. Secondly, we explore the condensed phase and we analyze

the transport coefficients. In the condensed case, the numerical treatment becomes quite

complicated and then we present only the analysis in the limit of zero momentum (κ→ 0)

which is easier to treat.

6.1 Linear response in the normal phase

In the normal phase it is easy to see that the equations of motion for the fields a3
t , a

3
x,

b3t and b3x decouple from the other equations of motion, (see appendix A). Consequently,

we have a system of four equations and two constraints for these four fields. Moreover,

the system of equations is diagonal and independent of the value of the coupling c, once

expressed in terms of the physical fields ā3
t , ā

3
x, b̄3t and b̄3x:13

b̄3
′′
t +

2

r
b̄3

′
t −

1

r2h
(κ2b̄3t + κωb̄3x) = 0 , ā3′′

t +
2

r
ā3′
t −

1

r2h
(κ2ā3

t + κωā3
x) = 0 ,

b̄3
′′
x +

h′

h
b̄3

′
x +

1

h2
(ω2b̄3x + κωb̄3t ) = 0 , ā3′′

x +
h′

h
ā3′
x +

1

h2
(ω2ā3

x + κωā3
t ) = 0 ,

r2ωb̄3
′
t + κhb̄3

′
x = 0 , r2ωā3′

t + κhā3′
x = 0 .

(6.1)

12Notice that, because of the FY mixing term, the gauge variation of the fluctuations constrains the two

originally independent parameters of the background U(1)×U(1) symmetry to be equal.
13This is in accordance with the fact that, as we have shown in section 5.3.2, the only two gauge invariant

combinations of physical fields which we can construct are (5.22) and (5.23).
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This system of equations, with the symmetry structure (5.21), is identical to that studied

in [46–48], where it was found that, in the hydrodynamic limit ω, κ � 1, the poles of the

holographic Green functions 〈ē3
aē

3
a〉 ∝

ē3
′
a
ē3a

and 〈ē3
b ē

3
b〉 ∝

ē3
′
b

ē3b
lie on:

ω = −iκ2. (6.2)

This shows that, in the normal phase, the modes of both the Ā and the B̄ field manifest

an analogous diffusive behaviour. This happens due to the fact that in the normal phase

the interaction terms between the charge sector associated with B̄ and the spin sector

associated with Ā (which, as we have explained in section 2.2, causes the non-conservation

of the spin density current) vanish.

As we have already noticed, the normal phase of the system presents a strong analogy

with the normal phase of the unbalanced holographic superconductor [24]. Indeed, when

the condensates are trivial, only the temporal τ3 components are relevant and the model is

effectively Abelian. Such effective Abelianization leads to the double U(1)×U(1) symme-

try of the normal phase and to the insensitivity of the model to the coupling constant c.

Moreover, the two gauge fields and their dynamics are identical to that of the two Abelian

gauge fields of the unbalanced superconductor. The analogy is particularly interesting be-

cause it gives us for free important information about the backreacted transport properties

of the “double” p-wave model at hand. Specifically, we learn that the conductivity matrix

can be parametrized in terms of a single frequency-dependent “mobility” function.14 This

fact highlights that, already in the normal phase, the electric and spin transport properties

are intimately intertwined once the backreaction is considered.

6.2 Linear response in the condensed phase

The longitudinal sector. In the condensed phase at vanishing momentum the equations

of motion for the fields a1
t , a

2
t , a

3
x, b1t , b

2
t and b3x decouple from the others15 (see appendix A).

Therefore, we have a system of six equations of motion and four constraints for the fields

(in the unphysical basis), namely

a1′′
t − c b1

′′
t +

2
(
a1′
t − c b1

′
t

)
r

− a3
x(cHV −WΦ)

h r2
= 0 , (6.3)

a2′′
t − c b2

′′
t +

2
(
a2′
t − c b2

′
t

)
r

− iWω(a3
x − c b3x) +W 2a2

t − c V Wb2t
hr2

= 0 , (6.4)

a3′′
x −c b3

′′
x +

h′
(
a3′
x−c b3

′
x

)
h

+
iω(cV b2t−Wa2

t )+ω2(a3
x−c b3x)+cHV a1

t−WΦa1
t

h2
= 0 , (6.5)

−c r2H ′a2
t − ir2ω a1′

t + r2Φ′a2
t − r2Φ a2′

t + i c r2ω b1
′
t + c r2Φ b2

′
t = 0 , (6.6)

c h V ′a3
x + c r2H ′a1

t − hW ′a3
x + hWa3′

x − ir2ω a2′
t

−r2Φ′a1
t + r2Φ a1′

t − c hW b3
′
x + i c r2ω b2

′
t − c r2Φ b1

′
t = 0 , (6.7)

14To have more details see [24, 49].
15For this reason we have particularly emphasized the gauge invariant combinations (5.19) and (5.20) in

section 5.3.1.

– 21 –



J
H
E
P
0
1
(
2
0
1
4
)
0
5
4

and, as illustrated in appendix A, the other three equations and two constraints are ob-

tained from the previous ones exchanging aaµ ↔ baµ, W ↔ V and H ↔ Φ.

We focus our attention on this system since, once the value of ω is fixed, the solution

of (6.3)–(6.7) is determined. Let us concentrate on the independent degrees of freedom of

the system (6.3)–(6.7). We have six second order linear differential equations which then

require twelve integration constants. Choosing the ingoing wave boundary conditions (in

accordance to the holographic prescription to compute the dual retarded Green functions)

the free parameters get halved, so we remain with 6 of them. Furthermore, setting to zero

the leading term of the horizon expansion of a1
t , b

1
t , a

2
t , and b2t fixes 4 additional parameters

leaving us with only 2 integration constants. Having set the previous conditions, two of

the four constraints (6.6)–(6.7) are automatically satisfied, while the other two provide

the same relation between the leading term of a3
x and b3x in the horizon expansion, and

consequently reduce this two remaining degrees of freedom to one. Eventually, the solution

is unique up to an overall scaling which allows us to set the value of a3
x at the horizon

to one. So, as we have claimed, once we have fixed the value of ω, the solution of the

system (6.3)–(6.7) is completely specified.

The transverse sector. In the transverse sector at vanishing momentum the equations

of motion for a3
y and b3y (in the unphysical basis) decouple from the other equations (see

appendix A):

b3
′′
y − c a3′′

y +
h′
(
b3

′
y − c a3′

y

)
h

+
ω2(b3y − c a3

y)

h2
+
−V 2b3y + cV Wa3

y

hr2
= 0 , (6.8)

a3′′
y − c b3

′′
y +

h′
(
a3′
y − c b3

′
y

)
h

+
ω2(a3

y − c b3y)
h2

+
−W 2a3

y + cV Wb3y
hr2

= 0 . (6.9)

The transverse sector is then described by an unconstrained system of two second order

linear differential equations whose generic solution belongs to a 4-parameter family. Re-

straining ourselves to ingoing solutions, we fix two parameters. The fields a3
y and b3y can be

rescaled together mapping a solution into a rescaled solution. Fixing such scaling symme-

try reduces the number of free parameters to one. The transverse system is different from

the longitudinal system in that we do not have constraints which fix this last 1-parameter

freedom.

Given the structure of the system of transverse equations, in order to compute the

transverse conductivity, we need to disentangle the dependence of the current on the two

independent sources. These latter being associated with the near-boundary leading terms

of the gauge invariant combinations ā3
y =

√
1+c

2 (a3
y − b3y) and b̄3y =

√
1−c

2 (a3
y + b3y). On

a practical level, the computations are in spirit completely analogous to those presented

in [24] about the mixed spin/electric linear response of the unbalanced superconductor

where it was necessary to distinguish between the effects of an “electric” or “magnetic”

source. According to the linear response framework, we assume the transverse current to

depend linearly on both sources in the following way:(
Jyā (ω)

Jy
b̄
(ω)

)
=

(
χāā(ω) σāb̄(ω)

σb̄ā(ω) σb̄b̄(ω)

)(
āy 3(ω)

b̄y 3(ω)

)
. (6.10)
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To obtain the purely electric and purely spin response we are interested in the corresponding

diagonal entry of the transport matrix (6.10). We have then a linear matrix equation

and the 1-parameter freedom allows us to consider as many solutions of the differential

system as we need to invert the linear response equation and determine the purely electric

conductivity and purely spin susceptibility, as we shall explain in the following sections.

For further details we refer to [24].

As a final comment, note that the transverse sector differs from the longitudinal one

as this latter is more constrained. In the longitudinal sector, the consistency with the

constraints does not allow one to have two independent sources for the fluctuations. The

analysis of the longitudinal response is accordingly simplified and such a constrained dy-

namics underlines once more the intimately intertwined character of the a and b longitudinal

sectors.

6.2.1 The conductivity

In the previous sections we have argued how the gauge symmetry allows us to interpret the

order parameter associated with the vector field B̄a
µ as a superconducting order parameter.

By virtue of this, we interpret its fluctuations around the vacuum as electric perturbations

of the ground state of the theory at the boundary. In particular, we are interested in

computing the conductivity both in the xx and in the yy direction in order to characterize

the eventual anisotropic structure of the superconducting-like energy gap, as could be ex-

pected for the p-wave holographic superconductor [8]. Notice that xx is the same direction

in which the spin density order parameter is aligned. Recall that, to give an inaccurate

but intuitive picture, such spin density order parameter can be thought as associated to

the spins of the Cooper-like pairs forming the condensate.16 The two order parameters are

aligned by construction, namely, as a consequence of our ansatz. We have also considered

ansatzes where the two bulk components associated to the order parameters are aligned

along different directions; in such cases the equations of motion imply strict constraints

and actually only trivial solutions are allowed.17

The longitudinal sector. In line with the analysis performed in section 5.3, it is nat-

ural to define the electric conductivity σxx in relation to the gauge invariant combination

of bulk fields (5.20). This is the combination shared by the present model and the stan-

dard holographic p-wave superconductor [8]. We remind the reader that there are several

gauge invariant combinations of the bulk fields b̄aµ characterized by being aligned along

the x direction. Nevertheless, it is important to underline that the gauge invariant com-

bination (5.20) which we chose is the only one that is well defined in the limit of zero

spatial momentum and in the probe approximation (i.e. near the phase transition where

the condensates vanish).

16This is the relevant case in the mechanism of itinerant ferromagnetic superconductor introduced by [26].
17The same mixed ansatz (i.e. where the condensates are along different spatial and/or “color” directions)

have been studied for larger non-Abelian groups as well. The outcome is that, besides the situation where

the condensates are aligned along the same color and spatial direction, the system of equations of motion

is too restrictive to yield non-trivial dynamics.
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Figure 6. Real and imaginary part of the conductivity in the xx direction at decreasing temper-

ature. The temperature is lowered from T = 0.99Tc (yellow) to T = 0.94Tc, T = 0.92Tc and

eventually T = 0.9Tc (black). This study concerning the transport has been performed over a

background characterized by µφ = µη = 1. For the coupling constant we considered c = 1/10. For

different values of the constant c we find that the behavior of the conductivity is qualitatively the

same.

As illustrated in the previous sections, the system of differential equations which is

necessary to solve in order to compute the gauge invariant combination (5.20) has a unique

solution, and this fact facilitate our physical interpretation. We define the conductivity in

the xx direction in the usual way, (see for example [6]), as:

σxx =
ˆ̄b

3 (VEV)
x

iω ˆ̄b
3(source)
x

. (6.11)

The numerical results for (6.11) are plotted in figure 6. The first feature which should be

noted is the presence of a pole both in the real and in the imaginary part of the conductivity.

The position of the pole falls in the interval 30 < ω
T < 35; its precise position depends on

the temperature. This pole is a robust feature of our model and it does not depend on the

specific range of temperature;18 furthermore, the pole never develops any imaginary part,

then it does not signal an instability of our system. On a technical level, the presence of the

pole appears to be connected with the denominator η2 − ω2 arising in the gauge invariant

combination (5.20). We have successfully tested this statement checking that the position

of the pole scales as the chemical potential µη.

It is important to recall that an analogous pole was previously found also in the

study of the original p-wave holographic superconductor [8]; there the numerical analysis

showed a pole in the imaginary part of the xx conductivity (and then, by the Kramers-

Kronig relations, a delta function in the real part) at a value of ω comparable to the

value of the chemical potential. Furthermore, in a slightly different context, a similar pole

was found also in [41]. Both the above mentioned models share with the present system

the characteristic of possessing a non-Abelian bulk gauge symmetry. This is the crucial

point. Indeed, the origin of the pole can be traced back to the presence of a denominator

which vanishes at ω = µ and this denominator emerges in the construction of the gauge

18Indeed the pole is present also at temperature values which are very close to the critical point.
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Figure 7. Low ω behavior of the real and imaginary part of the xx conductivity for decreasing

values the temperature. Frequency is measured in terms of Tc. The yellow plot corresponds to

T = 0.99 Tc, then we have T = 0.94 Tc, T = 0.92 Tc and eventually the black line representing the

case with T = 0.9 Tc. We remind the reader that the data were obtained considering c = 1/10 and

µφ/µη = 1.

invariant bulk field combinations only for non-Abelian gauge structure. There is however

a distinction between our results and those found in [8]. Actually, we find a pole both in

the real and in the imaginary part of the conductivity. This discrepancy is probably due

to the complicate gauge structure of our model and to the non-trivial interactions between

the two vector fields Āaµ and B̄a
µ.

The model presented in this paper is to be regarded in the spirit of “holographic-

effective” theory. Said otherwise, it is expected to be valid only in the low-frequency

regime where it describes the low-energy hydrodynamic limit of the dual boundary theory.

The phenomenological attitude, already implicit in adopting a bottom-up approach, is

more importantly motivated by the probe approximation. Indeed, our analysis relies on

the possibility of neglecting the backreaction of the gauge fields on the metric. Such

approximation cannot be valid for arbitrarily high values of the frequency (and then energy)

of the fluctuating fields.

From a direct study of the equations of motion, we are not able to determine an

upper validity bound for ω as the probe equations do not encode the probe approximation

on which they rely.19 Let us however observe that the position of the pole is ω/Tc ∼
30; this value indicates that we are probing the system with a frequency which is large

when compared with its temperature. Reading this fact the other way around, we have a

temperature which is low with respect to the characteristic scale of the fluctuations. And,

again because of the probe approximation, our model cannot be considered reliable at low

temperature.

We could trust our results in the low ω region defined as ω ∼ ωgap ∼ 〈Ov〉 � µη.

The optical conductivity in such a range is illustrated in figure 7. The imaginary part of

the conductivity shows a pole in ω = 0; consequently, the real part presents there a delta

function. As expected, the pole amplitude decreases with the increasing of the temperature

since the coefficient of the pole in the imaginary part of the conductivity is the superfluid

19Further analysis on a backreacted environment is already work in progress [60].
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Figure 8. Low ω behavior of the real and imaginary part of the yy conductivity for T = 0.99 Tc
(black), T = 0.97 Tc (brown) and T = 0.90 Tc (red). The data were obtained considering c = 1/10

and µφ/µη = 1. For different values of the constant c the behavior of σyy is qualitatively the same.

density ns, (Im[σxx] ∼ ns
ω for ω → 0). In the low-frequency region, a gap appears in the real

part of the conductivity when the temperature is lowered. In figure 7, the line featuring

the most pronounced gap is obtained for T = 0.9Tc, where the real part, Re[σxx], is very

small in the deep infrared and then grows quickly around ω ∼ 2〈Õv〉.
Finally, we note that there is a change in the slope of the real part of the conductivity

for 2 < ω
Tc

< 5, when ω is comparable with the spin density order parameter 〈Õw〉.
This furnishes evidence of the fact that the system has two relevant scales related to the

amplitude of the two condensates 〈Õv〉 and 〈Õw〉 and that the two vector fields Āaµ and

B̄a
µ, which we have interpreted as a spin density order parameter and a superconducting

order parameter respectively, interact with each other.

In conclusion, we have shown that, in the low-ω hydrodynamic limit, the model re-

produces the behavior expected from a superconductor and that there is evidence for the

presence of two relevant scales in the system, (the superconducting and the spin one). This

will become more evident in the next section where we shall study the susceptibility of the

model.

Forgetting the pole structure discussed before, the high-frequency (i.e. ω & 35) behav-

ior of the conductivity σxx corresponds to a constant unitary value as expected on general

grounds in holographic systems [55].

The transverse sector. As we have illustrated at the beginning of section 6.2, in the

transverse sector the spin and electric responses are mixed and described with the con-

ductivity matrix (6.10). Then, in line with the proposed phenomenological interpretation,

we read the diagonal entry σb̄b̄(ω) in (6.10) as the pure electric transverse conductivity

σyy(ω). The numerical results for σyy at decreasing temperature are reported in figure 8.

The most important feature to note is that, for T = 0.9Tc, σyy is significantly different

from zero while the gap in σxx is noticeable and the corresponding conductivity is approx-

imately null. This is similar to the behavior of the σyy found in the holographic p-wave

superconductor studied in [5], and is a feature which is possible to find in an ordinary
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p-wave superconductor due to the anisotropy of the gap, suggesting that the gap is in the

xx direction [57, 58].

6.2.2 The susceptibility

Inspired by the ferromagnetic superconductor interpretation, it is interesting to compute

the spin susceptibility of the present holographic model in order to characterize more

precisely the features exhibited by its ferromagnetic ordering.

At first, we review some basic notions about the spin susceptibility in linear response

theory.20 If we consider a system immersed in a weak external field H i(xµ) which couples

directly with the spin density, its Hamiltonian H is perturbed by the term

δH =

∫
ddxSi(xµ)H i(xµ) , (6.12)

where Si(xµ) is the spin density along the i-th spatial direction. At linear order, the

external field induces the following variation of the spin density expectation value

δ〈Si(xµ)〉 =

∫
ddxGRij(xµ, x

′
µ)δHj(x′µ) , (6.13)

where GRij(xµ, x
′
µ) is the retarded Green’s function defined as follows

GRij(xµ, x
′
µ) = −iθ(t− t′)〈

[
Si(xµ), Sj(x

′
µ)
]
〉 . (6.14)

Taking the Fourier transform of equation (6.13) it is easy to see that the spin susceptibility

χij = δSi
δHj is directly given by the retarded Green function

χij(ω,~k) = G̃Rij(ω,
~k) =

∫
ddx e−iωt+ik

lxl GRij(xµ, 0) . (6.15)

The static susceptibility is defined as the limit:

χ
(static)
ij = lim

ω→0

[
lim
~k→0

G̃Rij(ω,
~k)
]
, (6.16)

where the long wavelength limit is taken before the limit ω → 0. Returning to the holo-

graphic model at hand, in the previous sections we have shown how the gauge structure of

the model allows us to interpret the order parameter associated to the field Āaµ in terms

of a spin density order parameter. As a consequence, the fluctuations of the bulk field Āaµ
(indicated with āaµ) are associated to the spin fluctuations around the boundary theory

equilibrium. In agreement with the previous analysis of the bulk fluctuations, we interpret

their gauge invariant combinations in connection with the observables of the boundary field

theory.

20For more details about this subject see, for example, [56].
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Figure 9. The real and the imaginary part of the longitudinal susceptibility (defined in (6.19)) as

a function of ω
Tc

for T = 0.9Tc.

Numerical results. We focus our attention on the spin susceptibility directed along the

same direction of the ferromagnetic order parameter A3
x, namely, the x direction. As it

emerged in section 5.3, the only gauge invariant combination involving āaµ which is along

the x direction is ˆ̄a3
x = ā3

x + w
φ ā

1
t , (see (5.19)). Consequently, it is natural to interpret the

correlator 〈ˆ̄a3
x(x′)ˆ̄a3

x(x)〉 as the spin-spin correlation function:

〈ˆ̄a3
x(x′)ˆ̄a3

x(x)〉 = −iθ(t− t′)〈
[
Sx(x′), Sx(x)

]
〉 = GRxx(x, x′) . (6.17)

Eventually, keeping in mind the definition (6.15), the spin susceptibility of the present

holographic model may be defined as

χxx(ω, κ) ≡ 〈ˆ̄a3
x(ω, κ)ˆ̄a3

x(−ω,−κ)〉 , (6.18)

where κ ≡ kx.21 From the definition of the spin susceptibility (6.18), it is straightforward

to compute it in accordance with the standard holographic prescription (see, for exam-

ple, [43]), namely

χxx(ω, κ) =
ˆ̄a

3 (VEV)
x

ˆ̄a
3 (source)
x

. (6.19)

Let us first analyze the AC susceptibility χxx(ω, κ = 0), whose real and imaginary

parts are plotted in figure 9 for T = 0.9Tc. As it is evident from the left plot in figure 9,

the low ω regime presents two changes in the slope of the real part of the AC susceptibility:

the first one corresponds to ω
Tc
∼ 1 and the second one is around 3 < ω

Tc
< 5. Remarkably,

such changes in the slope occur in the same interval of ω
Tc

in which the AC conductivity,

(evaluated at the same temperature), changes its slope as well, as illustrated in the previous

section. As anticipated in the analysis of the conductivity, this provide further evidence of

the fact that there are two relevant scales in the system, (namely the two order parameters

〈Õv〉 and 〈Õw〉), and that the spin and the charge sectors of our model interact with each

other. In other terms, both the electric and spin responses are sensitive to both scales.

This qualitative behavior does not change for different values of the coupling constant c.

21We remind the reader that, in the discussions contained in the previous sections, we have set ky = 0

and ~k = kx ≡ κ.
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Figure 10. Real and imaginary parts of the static susceptibility vs the normalized temperature

for the longitudinal sector (left) and the transverse sector (right). For c = 1
10 the real part is

represented by the black line and the imaginary part by the gray line. For c = − 3
10 the real part is

represented by the red line and imaginary part by the blue line.

We further observe that the imaginary part of the susceptibility (right plot in figure 9)

has no pole at ω = 0 and therefore, according with the Kramers-Kronig relations, the real

part of the static susceptibility is finite (i.e. there is no DC delta function in the real part

of the susceptibility). Phenomenologically, this agrees with the fact that, in a ferromagnet,

the spin susceptibility along the magnetization direction must be positive and finite at finite

temperature. Furthermore, we note that the imaginary part of the static susceptibility is

zero, which, remarkably, is the same value predicted by the generalized BCS theory [59].

It is interesting to study the behavior of the static susceptibility as a function of the

temperature; we report in figure 10 the results for c = 1
10 and c = − 3

10 . Remarkably,

depending on the sign of c, Re(χxx) starts from zero at Tc and linearly decreases for c > 0

or linearly increases for c < 0. This seems reasonably connected to the fact that, when the

ferromagnetic order parameter dominates the superconducting one (as occurs for c < 0,

see figure 2), the longitudinal susceptibility is dominated by the ferromagnetic behavior.

In the opposite case, when c > 0, the superconducting order parameter is dominating and

induces a diamagnetic behavior.

An intrinsic characteristic of the ferromagnetism modeled by the present holographic

system is the feature of being itinerant. The ferromagnetic order that we observe is not

related to any fixed or static degree of freedom, indeed, our holographic model has no spatial

features that break translation invariance (as, for instance, a lattice). This itinerant nature

is exactly what is experimentally suggested to hold for UCoGe, URhGe and UGe2 [34].

More precisely, observe that the present model has some analogy with the minimal

unbalanced holographic superconductor introduced in [24]. In particular, in the normal

phase, they are described by the same AdS-RN solution. In [24] it has been shown that the

normal phase conductivity matrix can be parametrized in terms of a single ω-dependent

mobility function. Intuitively, this means that the linear response of the system has an

analogous structure as if the transport were due to “carriers” charged both electrically and

magnetically. In other terms, the spin and electric properties of these holographic systems

appear to be related to the same itinerant degrees of freedom.
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If we consider the transverse susceptibility χyy, following the argument of the previous

paragraphs, we interpret the diagonal entry χāā(ω) of the transport matrix (6.10) as the

transverse susceptibility χyy. The numerical data for χ
(static)
yy are plotted in figure 10 for

c = 1
10 and c = − 3

10 . It is interesting to note that, unlike Re(χ
(static)
xx ), Re(χ

(static)
yy ) decreases

with the temperature both for c > 0 and for c < 0, showing a generic diamagnetic behavior

in the transverse channel, independently of the sign of c.

7 Conclusion and future prospects

We have introduced and investigated a holographic model featuring the coexistence of two

vector order parameters. The model represents a natural extension of the standard holo-

graphic p-wave superconductor [8] possessing two non-Abelian vector fields whose mutual

interactions are determined by a bilinear term in their field strengths. Such an interaction

term forces (by gauge invariance) to have identical gauge transformations for both field

strengths. Once the kinetic terms are diagonalized by means of a rotation, the rotated

fields are related essentially to the sum and the difference of the original vector fields. This

property is crucial in determining the gauge transformation properties of the two rotated

fields. It turns out that we have an authentic gauge field plus vectorial matter in the

adjoint representation.

In this paper we have considered a non-Abelian SU(2) gauge invariance. This is ex-

plicitly broken by a restrictive ansatz which leads to a U(1) × U(1) “residual” symmetry

emerging from an explicit breaking SU(2) → U(1) combined by a doubling effect arising

from the Abelianization of our model under the ansatz. The two Abelian factors allow for

an interpretation analogous to the treatment of the unbalanced holographic superconduc-

tor [24] where one U(1) is interpreted as the charged degrees of freedom whose breaking

leads to superconductivity while the second U(1) accounts effectively for spin degrees of

freedom. The spontaneous breaking of the latter is then interpreted as a ferromagnetic

phenomenon. The present system features a concomitant condensation of the two order

parameters, indicating that the ferromagnetism and the p-wave superconductivity occur

at the same energy scale.

The double condensation is a second order transition, as the study of the free energy

at the critical point confirms. The phase diagram is rich and its qualitative structure

is independent of the strength of the coupling c.22 In particular it features a first order

transition between two doubly-condensed phases distinguished by a relative sign among the

condensates. The coupling c assumes the crucial role of a free parameter that determines

the universality class of the properties reported in this paper.

The charge transport and spin susceptibility were analyzed within the paradigm of

linear response theory. The superconductivity gap shows a structure which may be related

to the triplet p-wave anisotropic nature of the superconducting mechanism. Beside the

22At least as long as c 6= 0. Actually, the c = 0 case is particular as the two original vectors of the

model do not have direct interactions. In a probe analysis as the one presented here they would have no

interaction at all. Note that this trivializes the model reducing it to just a double copy of the standard

p-wave holographic superconductor.
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gap, the optical conductivity shows the signature of the presence of the spin density order

parameter. The longitudinal susceptibility shows a direct connection with the strength

of the order parameters, being positive when the ferromagnetic order dominates (c < 0,

〈Ow〉 > 〈Ov〉), and weakly diamagnetic when the superconductivity order takes over (c > 0,

〈Ow〉 < 〈Ov〉).

The conductivity shows a pole in the ω/Tc region above the gap that is associated

to a non-dissipative, massive mode arising from the non-Abelian gauge structure of the

model. However, in an effective theory spirit, this structure is observed in a frequency

region where the probe approximation is not likely to be appropriate anymore. The study

of this pole, including the backreaction will be an interesting direction for the future work.23

A backreacted environment is necessary to pose soundly the interpretation of the higher

frequency region of the optical and eventually thermal transport. One direction for future

investigation concerns also the stability of the condensed phase in a way similar to what

was done for the standard p-wave superconductor (see [5] for further details).

We hope that this analysis will trigger the experimental community to investigate

better the regime where the two order parameters have almost the same energy scale,

analyzing the intriguing regime of interplay and feedback between triplet superconductivity

and magnetism.

Acknowledgments

D.M. and A.A. want to thank Andrea Mezzalira, Irene Amado, Christopher Herzog,

Matthias Kaminski, Daniel Arean and Javier Tarrio for very useful discussions. D.M. would

like to thank also Aldo Cotrone, Francesco Bigazzi, Alberto Lerda, Davide Forcella, Igna-

cio Salazar Landea, Diego Redigolo, Manuela Kulaxizi, Rakibur Rahman, Micha Moskovic,

Gustavo Lucena Gomez, Sean Hartnoll, Joe Bhaseen, Katherine Michele Deck and Giorgio

Musso for their important suggestions and interesting discussions.

The work of D.M. is partially supported by IISN-Belgium (conventions 4.4511.06 and
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A Linearized equations and constraints for the fluctuations

The twelve equations of motion for the longitudinal fluctuations expressed in the unphysical

(i.e. unrotated) basis are:

a1′′
t − c b1

′′
t +

2
(
a1′
t − c b1

′
t

)
r

− κ2(a1
t − c b1t )
h r2

− iκ(cH b2x − Φ a2
x) + κω(a1

x − c b1x) + a3
x(cHV −WΦ)

h r2
= 0 , (A.1)

a2′′
t − c b2

′′
t +

2
(
a2′
t − c b2

′
t

)
r

− κ2(a2
t − c b2t )
h r2

−
iκ
[
2Wa3

t − c (V +W )b3t
]

h r2

− iWω(a3
x − c b3x)

h r2
− iκ(Φ a1

x − cHb1x) + κω(a2
x − c b2x) +W 2a2

t − c V Wb2t
h r2

= 0 , (A.2)

a3′′
t − c b3

′′
t +

2
(
a3′
t −c b3

′
t

)
r

−κ
2(a3

t−c b3t )+W 2a3
t +2WΦa1

x−cV Wb3t−cHWb1x
h r2

−
iκ
[
c (V +W )b2t − 2Wa2

t

]
+ iWω(c b2x − a2

x) + κω(a3
x − cb3x)− cHV ax1

h r2
= 0 , (A.3)

a1′′
x −c b1

′′
x +

h′
(
a1′
x−c b1

′
x

)
h

+
cH(−V a3

t +iωb2x)+ω2(a1
x−c b1x)+κω(a1

t−c b1t )
h2

+
Φ(−iκ a2

t + 2Wa3
t − 2i ω a2

x + Φa1
x + ic κ b2t − c V b3t − cHb1x + ic ωb2x)

h2
= 0 , (A.4)

a2′′
x − cb2

′′
x +

h′
(
a2′
x − c b2

′
x

)
h

+
κω(a2

t − c b2t ) + ω2(a2
x − c b2x)

h2

+
Φ(iκ a1

t + 2i ω a1
x + Φa2

x − ic κ b1t − cHb2x − ic ω b1x)

h2

+
iWω a3

t − i c V ω b3t − icHω b1x
h2

= 0 , (A.5)

a3′′
x − c b3

′′
x +

h′
(
a3′
x − c b3

′
x

)
h

+
κω(a3

t − c b3t ) + ω2(a3
x − c b3x)

h2

+
iω(c V b2t −Wa2

t ) + cHV a1
t −WΦa1

t

h2
= 0 , (A.6)

and the other six are obtained by the previous exchanging aaµ ↔ baµ, W ↔ V and H ↔ Φ.24

The six constraints are:

−c r2H ′a2
t−i h κ a1′

x−ir2ω a1′
t +r2Φ′a2

t−r2Φa2′
t +ic h κb1

′
x+ic r2ωb1

′
t +c r2Φb2

′
t = 0 , (A.7)

c h V ′a3
x + cr2H ′a1

t − hW ′a3
x + hWa3′

x − ihκa2′
x − ir2ωa2′

t

−r2Φ′a1
t + r2Φa1′

t − c hW b3
′
x + ic h κ b2

′
x + ic r2ωb2

′
t − c r2Φb1

′
t = 0 , (A.8)

−chV ′a2
x+hW ′a2

x−hWa2′
x−ihκa3′

x−ir2ωa3′
t +c hW b2

′
x+ic, h, κb3

′
x+icr2ωb3

′
t = 0 , (A.9)

and the other three are obtained by the previous exchanging aaµ ↔ baµ, W ↔ V and H ↔ Φ.

24Recall the exchange of the original unrotated fields A↔ B is a symmetry of the model.
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The six linearized equation for the transverse fluctuations in the unphysical basis are:

a1′′
y − cb1

′′
y +

h′
(
a1′
y − cb1

′
y

)
h

−
κ2(a1

y − cb1y)
hr2

+
iω
[
c(H + Φ)b2y − 2Φa2

y

]
+ (ω2 + Φ2)a1

y − cb1y(HΦ + ω2)

h2
= 0 , (A.10)

a2′′
y − c b2

′′
y +

h′
(
a2′
y − c b2

′
y

)
h

+
−iω

[
c(H + Φ)b1y − 2Φa1

y

]
+ (ω2 + Φ2)ay

2 − cb2y(HΦ + ω2)

h2

+
W 2(−a2

y)− 2iκWa3
y − κ2a2

y + cV Wb2y + icκvb3y + icκwb3y + cκ2b2y
h r2

= 0 , (A.11)

a3′′
y − c b3

′′
y +

h′
(
a3′
y − c b3

′
y

)
h

+
ω2(a3

y − cb3y)
h2

+
W 2(−a3

y) + 2iκWa2
y − κ2a3

y + cV Wb3y − icκV b2y − icκWb2y + cκ2b3y
h r2

= 0 , (A.12)

and the other three are obtained by the previous exchanging aaµ ↔ baµ, W ↔ V and H ↔ Φ.

We remind the reader that in the previous relations we have h = h(r) = r2 − 1
r .

B Building the gauge invariant combinations of fields

In order to obtain the gauge invariant combination of the physical fields āaµ and b̄aµ in the

condensed phase it is useful to write the transformations (5.17) and (5.18) in an explicit

fashion,

δ



a1
x

a2
x

a3
x

a1
t

a2
t

a3
t


=



iκ 0 0

0 iκ −W (r)

0 W (r) iκ

−iω −Φ(r) 0

Φ(r) −iω 0

0 0 −iω


×

α1

α2

α3

 , (B.1)

δ



b1x
b2x
b3x
b1t
b2t
b3t


=



iκ 0 0

0 iκ −V (r)

0 V (r) iκ

−iω −H(r) 0

H(r) −iω 0

0 0 −iω


×

α1

α2

α3

 , (B.2)

where Φ(r), W (r), H(r) and V (r) are the background fields (2.12) (2.13). Expressing the

previous explicit relations in terms of the physical fields

āaµ =
1√
2

√
1 + c (aaµ − baµ) , (B.3)

b̄aµ =
1√
2

√
1− c (aaµ + baµ) , (B.4)
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we obtain

δ



ā1
x

ā2
x

ā3
x

ā1
t

ā2
t

ā3
t


=



0 0 0

0 0 −w(r)

0 w(r) 0

0 −φ(r) 0

φ(r) 0 0

0 0 0


×

α1

α2

α3

 , (B.5)

δ



b̄1x
b̄2x
b̄3x
b̄1t
b̄2t
b̄3t


=



iκ̃ 0 0

0 iκ̃ −v(r)

0 v(r) iκ̃

−iω̃ −η(r) 0

η(r) −iω̃ 0

0 0 −iω̃


×

α1

α2

α3

 , (B.6)

where ω̃ =
√

2(1− c)ω, κ̃ =
√

2(1− c)κ, and φ(r), w(r), η(r) and v(r) are the physical

background fields (3.1) (3.2).

The analysis of the gauge invariant combination of the fields b̄ is entirely analogous to

that done in appendix A of [45], and consequently the gauge invariant combination for the

fields b̄3x are:

b̄3x +
κ

ω
b3t +

w(z)φ(z)b̄1t − iωw(z)b̄2t
φ(z)2 − ω2

, b̄3x +
iw(z)

κ
b̄2x −

w(z)2 − κ2

κω
b̄3t ,

b̄3x +
iκ

w(z)
b̄2x +

i(κ2ω − ωw(z)2)b̄2t − (w(z)2 − κ2)φ(z)b̄1t
w(z)(ω2 − φ(z)2)

b̄3x +
w(z)φ(z)

κω
b̄1x +

κ

ω
b̄3t −

iw(z)

φ(z)
b̄2t , b̄3x +

ωw(z)

κφ(z)
b̄1x +

κ

ω
b̄3t +

w(z)

φ(z)
b̄1t

b̄3x −
(κ2 − w(z)2)φ(z)b̄1x − iκ2ωb̄2x − iκ(κ2 − w(z)2)b̄2t

κωw(z)
,

b̄3x −
ω(κ2 − w(z)2)

κw(z)φ(z)
b̄1x +

iκ

w(z)
b̄2x −

κ2 − w(z)2

w(z)φ(z)
b̄1t .

(B.7)

Notice that only the first of the previous combination is in general well defined in the limit

of null momentum and vanishing condensates. As regards the gauge invariant combinations

for the fields ā, it is easy to see from the gauge transformations (B.5) that there are three

gauge invariant combinations of fields:

ˆ̄a1
x = ā1

x ,

ˆ̄a3
t = ā3

t ,

ˆ̄a3
x = ā3

x +
w

φ
ā1
t .

(B.8)

The derivation of the gauge invariant combination of fields in the normal phase is identical

to the one just outlined for the condensed phase.
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C Phase diagrams for different values of c

N
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Figure 11. Phase diagrams different values of the coupling constant c. We have respectively

c = 1/10 (lower) to c = 3/10 (middle) and to c = 5/10 (upper). Notice that the feature of the

phase diagram are qualitatively analogous for different values of c. The position of the maximal T̃c
is weakly c dependent in the range considered here.
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