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A b s t r a c t .  This paper presents a deadlock recovery based fully adaptive 
routing for any interconnection network topology. The routing is simple, 
adaptive and is based on calculating the probabilities of routing at each 
node to neighbors, depending upon the static and dynamic conditions of 
the network. The probability of routing to the i th neighbor at any node is 
a function of the traffic and distance from the neighbor to the destination. 
Since with our routing algorithm deadlocks are rare, deadlock recovery is 
a better solution. We also propose here two deadlock recovery schemes. 
Since deadlocks occur due to cyclic dependencies, these cycles are broken 
by allowing one of the messages involved in deadlock to take an alternate 
path consisting of buffers reserved for such messages. These buffers can 
be centralized buffers accessible to all neighboring nodes or can be set 
of virtuals. The performance of our algorithm is compared with other 
recently proposed deadlock recovery schemes. The 2-Phase routing is 
found to be superior compared to the other schemes in terms of network 
throughput and mean delay. 

1 I n t r o d u c t i o n  

Interprocessor communicat ion is the bottleneck in achieving high performance 
in Message Passing Processors (MPPs). Various routing algorithms exist in the 
literature for wormhole routed[4] interconnection networks. Most routing algo- 
r i thms achieve deadlock-freedom by restricting the routing, for example,  3~urn 
Model[5] router for hypercubes and meshes ensures deadlock-freedom by pro- 
hibiting certain turns in the routing algorithm. Many routing techniques achieve 
deadlock-freedom and adaptivi ty through the use of virtual channels [3,4]. Not  
only do virtual  channels increase hardware complexity, they also reduce the 
speed of the router. Chien[2] has shown that  virtual channels adversely affect 
the router performance, and multiplexing more than 2 to 3 vir tual  channels over 
one physical channel results in poor router performance. From the discussion 
above, it is clear that  achieving deadlock-freedom and adapt ivi ty  at the cost of 
increased router complexity and increased delays is not a good solution. 

In this paper  we propose fully adaptive routing based on deadlock recov- 
ery. The algori thm breaks deadlocks without adding significant hardware. We 
introduce the notion of Routing Probability at each node. Pi(j, k) denotes the 
probabil i ty of routing a message at node i to a neighboring node k, destined 
for j .  Entirely chaotic routing can be achieved by selecting Pi(j, k) = 1/di. On 
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the other hand, a deterministic routing algorithm can be modeled by selecting 
P~(j,l) = 1 for some 1 < l < d~, and Pi(j,k) = 0, Vk ~ l; here di is the degree 
of node i. In this paper we propose a simple heuristic to calculate the routing 
probabilities at any node depending on the distance from the destination and /or  
congestion at the neighboring node. Our algorithm dynamically computes the 
probabilities, thus providing adaptivity. A message is declared to be deadlocked 
at any node i, if the message header has to wait at node i for more than a pre- 
defined time called TimeOut. Since deadlocks are infrequent, it is more logical 
to recover from deadlocks rather than avoiding. Various schemes for deadlock 
recovery are available in the literature[l,  6]. Compressionless routing[6] is a dead- 
lock recovery scheme based on killing the deadlocked packets and transmit t ing 
again. This scheme requires padding flits to be attached with the message when 
the message length is less than the network diameter. Moreover, messages that  
are killed and rerouted suffer large delays. A deadlock recovery scheme called 
Disha[1] uses a single flit buffer at each node. The disadvantage of this scheme 
is that  at any t ime only one message can be routed onto deadlock-free buffers, 
thus only one of the deadlocks we can recover from at a time; furthermore the 
token based mutual  exclusion on the central virtual network is implemented by 
adding additional hardware. 

We propose here two schemes for deadlock recovery. Our first scheme makes 
use of multiple central buffers; on the other hand our second scheme, also called 
2-Phase Routing divides the network into two virtual networks. Both the schemes 
eliminate the disadvantages associated with the previously proposed recovery 
schemes. Rest of the paper is organized as follows : Next section describes the 
routing algorithm. Section 3 describes the proposed deadlock recovery schemes. 
The results of simulation are given in Section 4. Section 5 concludes the paper. 

2 A d a p t i v e  R o u t i n g  

2.1 A l g o r i t h m  

Various heuristics may be used to calculate the routing probabilities Pi(j, k) 
introduced in Section 1. In this section we propose a simple heuristic as shown 
below: 

1 

wk (1) Vtr C Wbr(i), Pi(j, k) - ~ k  1 

Here Nbr(i) is the set of immediate neighbors of node i and Wk is a weight 
assigned to the neighbor k which is a linear function of the distance 5(j, k) and 
the congestion at the neighboring node k denoted as Qk. The weight Wk is 
assigned as follows : 

wk = 5(j, k) + 3 ,  (2) 

Each node is assumed to have the knowledge of the fault-status of its neighbor 
and the congestion at each neighboring node. The congestion at, any node k, 
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also denoted by Qk, is the average amount  of t ime a header has to spend at 
k normalized against a t imeout  period TimeOut. To measure the value of Qk, 
node k makes use of as many  timers as there are neighbors. If a header waits for 
more than  TimeOut period, the message is declared to be deadlocked. 

For most  regular interconnection networks, the normalized distance function 
5 0 is easy to evaluate. The scaling factors c~ and 3 are non-negative real con- 
stants, which dictate the nature of the routing algorithm; by selecting ~ = 0, 
we obtMn distance-optimal routing. Similarly, by selecting c~ = 0, we obtain 
a hot -pota to  routing algorithm. We found op t imum values of the rat io ~, by 

simulation, for uniform and bit-reversal traffic (see Section 4). 

2.2 D e t e c t i o n  o f  d e a d l o c k s  

The selection of TirneOut interval greatly affects the router performance.  If  the 
TimeOut period is very large, the deadlocked messages remain in the network 
and blocking many  other messages; on the other hand if the TimeOut period is 
small, false deadlocks are declared. Whenever node i receives a message header 
H,  a t imer T(i, H) starts counting tile number  of clock cycles the header has to 
wait before being forwarded. If for any header H, T(i, H) exceeds TirneOut at 
node i, then header is declared to be deadlocked. The op t imum TimeOut interval 
can be found by simulations (see Section 4). We also measured the frequency 
of deadlocks due to the proposed routing algorithm. It  is observed tha t  under 
m a x i m u m  load less than 5% messages are deadlocked for a 64 node hypercube 
and TimeOut = 16 clocks. 

3 D e a d l o c k - R e c o v e r y  

3.1 R e c o v e r y  S c h e m e  1 

After detecting a deadlock, the deadlock cycle is broken by switching one of the 
messages involved in the deadlock cycle to the central buffers kept aside at each 
node for routing deadlocked messages. Each node say i has K + 1 central buffers 
numbered 0, 1, 2..., K.  These buffers are accessible by all neighboring nodes of 
i. The k th central buffers of all the nodes form a central virtual network VNk, 
0 < k < K.  On any central virtual network, only one message is allowed to travel 
at a time. Thus, at most  K deadlocks can be recovered simultaneously. 

The permission to break deadlocks is given in a "round-robin" fashion to 
all the nodes. This may be implemented using K tokens corresponding to each 
central vir tual  network. Token i corresponds to the central virtual network VNi. 
These tokens are nothing but packets of one flit size, which rota te  on VNo 
along a cycle including all healthy nodes of the network. Each token carries the 
address of the next node in the cycle. Further details on token management  and 
implementat ion are given below: 

- Token synchronization: The tokens are synchronized with the router clock i.e. 
each token remains at a node for one clock cycle while circulating. The worst 
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case waiting time to capture a token is ( N ,  (Avg.Dist.)/K) clock cycles, 
where N is the number of nodes and Avg.Dist. is the average distance of 
the network. 

- Capturing a token: When a node detects a deadlock and concurrently receives 
a token j along the central buffer 0 carrying the address of the node, the 
token is captured by the node. 

- Regenerating a token: In order to make sure that messages do not get dead- 
locked on central virtual networks, a captured token j at a node Ni is regen- 
erated after 5(Ni, D) clock cycles, ensuring that  there is at most one packet 
on the network, where D is the destination node. 

3.2 R e c o v e r y  S c h e m e - 2  

The recovery scheme-2 , also called 2-phase routing discussed in this section, 
provides simultaneous recovery from all the deadlocks. Each physical channel 
is divided into two virtual channels. The network can be viewed as two virtual 
networks : the Adaptive Virtual Network(AVN) and the Deadlock-free Virtual 
Network(DVN). All the messages are initiated in AVN. Routing is carried out 
without any restrictions following the routing algorithm of Section 2. Whenever 
any message gets deadlocked, the routing enters phase 2 and the message is 
switched over to DVN. The routing procedure followed on DVN can be any 
deadlock-free routing for example, e-cube routing for hypercube, X-Y routing 
and negative-first routing for meshes and k-ary n-cubes. 

We describe here briefly, a deadlock-free, Hamiltonian path based routing 
to route on DVN, which is partially adaptive and works for various topologies 
like hypereubes, k-ary n-cubes, Star graphs, meshes etc. The nodes of DVN are 
numbered according to Hamiltonian number denoted as Hamilt(i). The DVN is 
further parti t ioned into two subnetworks the Higher Virtual Subnetwork (HSN) 
and the Lower Virtual Subnetwork (LSN). In HSN, there is an edge from any 
node i to any other node j ,  iff Hamilt(i) < Hamilt(j). There is an edge from i 
to j in the lower network iff Hamilt(i) > Hamilt(j). Each of these subnetworks 
is acyclic, thus routing in each of these networks is deadlock-free [7]. The routing 
function ~1(~2) of Equation3(4) corresponds to routing in LSN(HSN) from i to 
j ,  where EL(EH) is edge set of LSN(HSN). 

Y~l(i,j) = k: (i, k) E EL, Hamilt(i) > Hamilt(k) >_ Hamilt(j) (3) 

~2(i, j) = k: (i, k) E EH, Hamilt(i) < Hamilt(k) <_ Hamilt(j) (4) 

The routing functions defined by Equations 3 and 4 are deterministic. In a 
modification of the routing function of Equation 3, if we allow a message to switch 
from LSN to HSN, when a faulty or congested node is encountered, without 
permitt ing the message to return to LSN, the routing function ~1 continues to 
remain deadlock-free (see Theorem 1). A similar argument holds for the function 
~2. The resulting partially adaptive routing is called Adapt-Hamilt. 

T h e o r e m  1. The adaptive routing Adapt-Hamilt  is deadlock-free. 



C4,1J ~ C2,3 C ~  C3,2 

(n) (B) 

Fig. 1. (A) HSN and LSN for 2-dimensional Hypercube (B) CDG for ~1 and ~2 

�9 @ ;:::�9 G 
I ....... l 

. . . .  :::::::2::f:jf. . . . . . . . . .  
(A) (8) 

Fig. 2. CDG for adaptive routing in a 2-d Hypercube 
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Proof. We have seen that  the routing function ~1 of Equation 3 is deadlock-free, 
implying that  the channel dependency graph(CDG) induced by this function is 
acyclic [4](see Figure 1). The modified routing introduces additional edges in the 
CDG. These additional edges are of the form (Xh, Yt) as shown in Figure 2, where 
~h is a node of the higher network CDG and Yl is a node of the lower network 
CDG. The adaptive routing function Adapt-Hamilt, if allows the additional edges 
of the form (xh, xt) then edges (xl, Yh) are not permitted. Hence the theorem. [] 

4 P e r f o r m a n c e  S t u d y  

We conducted experiments to measure the performance of our adaptive routing 
with various deadlock recovery schemes on a 256 node hypercube. The perfor- 
mance metric considered are the throughput and the mean delay. Throughput of 
the network is defined as the mean number of messages going out of the net- 
work per node per clock cycle. Mean delay is the mean number of clock cycles 
elapsed from the time the first flit of the message enters the network to the t ime 
the last flit leaves the network. It may be noted that  throughput  and latency 
are measured for various applied loads, thus throughput-latency graphs do not 
represent a function. 

Each node generates messages with a poisson distribution. Two kinds of traf- 
fic patterns are generated: uniform traffic and bit-reversal traffic. In uniform traf- 
fic the destinations are generated uniformly with each node being equally proba- 
ble; on the other hand in bit-reversal traffic pattern, the destination node address 
is obtained by reversing the bits of the source node address, for example source 
s l , s2 , . . . , s , ,  sends a message to the destination node D = sn ,sn-1 ,  ...,s2, sl .  
Messages are 8 flits long. The results are taken for 4000 messages out of which 
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the information for first 2000 messages is discarded (warm-up period). It takes 
one clock cycle time to transfer a flit across a physical channel. The header is 
assumed to be one flit long. The experiment is repeated several times by varying 
the seed and the average value is plotted. 

{X 
4.1 F i n d i n g  o p t i m u m  T i m e O u t  a n d  ~- 

For fine tuning TimeOut period for each type of traffic, we conducted exper- 
iments. The network performance is measured for various TirneOut periods. 
Figure 3 shows the throughput versus latency curves for various TimeOut peri- 
ods under bit-reversal traffic pattern. It may be observed that  latency increases 
slowly initially upto throughput value of 0.02 messages per node per clock cycle 
and then there is a sharp increase. Since the highest throughput  is achieved with 
TimeOut = 16, it is chosen as the opt imum value. Similarly, for uniform traffic 
the opt imum TimeOut value is also found to be 16. The plot is not shown clue 
to the lack of space. 

For both type of traffic model, we found optimum value of the ratio ~-. 
Figure 4 shows the performance of the routing algorithm for various values Zof 

for uniform traffic. The optimum value of ~ is the value which gives highest 
peak performance. The throughput reaches its maximum value upto a certain 
applied load then starts reducing; this is the unstable condition of the network. 
From the Figure 4 it can be noticed that  the opt imum value is ~ = 10, because 
for this value the highest throughput is achieved before saturation. Similarly for 
bit-reversal traffic the optimum value of ~ is found to be 5, as shown in figure 
5. 

4.2 C o m p a r i s o n  of  various schemes  

We compared the performance of the proposed routing algorithm for various 
deadlock recovery schemes. Both the proposed recovery schemes are compared 
with the existing deadlock recovery scheme disha. Figure 6 shows a comparison 
of the three recovery schemes under uniform traffic conditions. The throughput  
value saturates at 10% with both disha and scheme-1 and at 21% with 2-phase 
routing. It is also observed that by adding more and more central virtual buffers 
(or tokens) the performance of scheme-1 improves. In figure 6, the performance 
of the scheme-1 is measured for 3 central virtual buffers at each node. 

We analyze the performance of the proposed routing in the presence of node 
faults. It is observed that  there is a negligible degradation in the performance 
routing for various fault conditions. The plots are not shown here due to the 
lack of space. 

The performance is also compared for the three recovery schemes under bit- 
reversal traffic. Figure 7 shows the comparison. It may be observed that  the 
recovery scheme-1 outperforms the recovery scheme disha, and the 2-phase rout- 
ing performs far better than both the scheme-1 and disha. Figure 7 shows that  
after saturation the mean delay increases sharply, however the throughput  value 
does not increase. In this case saturation occurs only at 6%. 
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5 C o n c l u s i o n  

We have presented a fully adaptive, restriction-free routing algorithm. Since 
deadlocks are rare we considered deadlock recovery instead of traditional dead- 
lock avoidance. We have presented two deadlock recovery schemes, the recovery 
scheme-1 and 2-phase routing. The recovery scheme-1 provides simultaneous re- 
covery from K deadlocks, where K is the number of central buffers at each 
node; on the other hand 2-phase routing provides the simultaneous recovery 
from all the deadlocks. The performance of both the proposed recovery schemes 
is compared with the recovery scheme disha [1]. It is observed that the recovery 
scheme-1 outperforms the recovery procedure of [1], under both uniform and bit- 
reversal traffic. Also the 2-phase routing performs far superior than both disha 
and the recovery scheme-1. 
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