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Abstrac t .  W4S is a real time visual surveillance system for detecting 
and tracking people and monitoring their activities in an outdoor envi- 
ronment by integrating realtime stereo computation into an intensity- 
based detection and tracking system. Unlike many systems for tracking 
people, W4S makes no use of color cues. Instead, W4S employs a com- 
bination of stereo, shape analysis and tracking to locate people and their 
parts (head, hands, feet, torso) and create models of people's appearance 
so that they can be tracked through interactions such as occlusions. W 4 S 
is capable of simultaneously tracking multiple people even with occlu- 
sion. It runs at 5-20 Hz for 320x120 resolution images on a dual-pentium 
2OO PC. 

1 I n t r o d u c t i o n  

W4S is a real time system for tracking people and their body parts in monochro- 
matic stereo imagery. It constructs dynamic models of people's movements to 
answer questions about What they are doing, and Where and When they act. 
It constructs appearance models of the people it tracks in 2�89 so that  it can 
track people (Who?) through occlusion events in the imagery. W4S represents 
the integration of a real-time stereo (SVM) system with a real-time person de- 
tection and tracking system (W4[14]) to increase its reliability. SVM [12] is a 
compact, inexpensive realtime device for computing dense stereo range images 
which was recently developed by SRI. W 4 [14] is a real t ime visual surveillance 
system for detecting and tracking people in an outdoor environment using only 
monochromatic video. 

In this paper we describe the computational models employed by W4S to 
detect and track people. These models are designed to allow W4S to determine 
types of interactions between people and objects, and to overcome the inevitable 
errors and ambiguities that arise in dynamic image analysis (such as instabil- 
ity in segmentation processes over time, splitting of objects due to coincidental 
alignment of objects parts with similarly colored background regions, etc.). W4S 
employs a combination of shape analysis and robust techniques for tracking to 
detect people, and to locate and track their body parts using both intensity and 
stereo. W4S builds "appearance" models of people so that  they can be identified 
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after occlusions or after interactions during which W4S cannot track them indi- 
vidually. The incorporation of stereo has allowed us to overcome the difficulties 
that  W 4 encountered with sudden illumination changes, shadows and occlusions. 
Even low resolution range maps allow us to continue to track people successfully, 
since stereo analysis is not significantly effected by sudden illumination changes 
and shadows, which make tracking much harder in intensity images. Stereo is 
also very helpful in analyzing occlusions and other interactions. W4S has the 
capability to construct a 2�89 model of the scene and its human inhabitants by 
combining a 2D cardboard model, which represents the relative positions and 
size of the body parts, and range as shown in figure 1. 

Fig. 1. Examples of detection result: intensity image (left), detected people and their 
body parts form the intensity only (middle) and their placement in the 2�89 scene by 
W4S (right) 

W4S has been designed to work with only visible monochromatic video 
sources. While most previous work on detection and tracking of people has relied 
heavily on color cues, W4S is designed for outdoor surveillance tasks, and partic- 
ularly for low light level situations. In such cases, color will not be available, and 
people need to be detected and tracked based on weaker appearance, motion, 
and disparity cues. W4S is a real time system. It currently is implemented on 
a dual processor Pentium PC and can process between 5-20 frames per second 
depending on the image resolution and the number of people in its field of view. 

In the long run, W4S will be extended with models to recognize the actions of 
the people it tracks. Specifically, we are interested in interactions between people 
and objects - e.g., people exchanging objects, leaving objects in the scene, taking 
objects from the scene. The descriptions of people - their global motions and the 
motions of their parts - developed by W4S are designed to support such activity 
recognition. 

W4S currently operates on video taken from a stationary camera, and many 
of its image analysis algorithms would not generalize easily to images taken from 
a moving camera. Other ongoing research in our laboratory at tempts to develop 
both appearance and motion cues from a moving sensor that might alert a system 
to the presence of people in its field of regard [10]. At this point, the surveillance 
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Fig. 2. Detection and Tracking System 

system might stop and invoke a system like W4S to verify the presence of people 
and recognize their actions. 

The system diagram of W4S is shown in Figure 2. Area-correlation based 
stereo is computed by SVM. Foreground regions in both the intensity image and 
the range image are detected in every frame using a combination of background 
analysis and simple low level processing of the resulting binary images. The back- 
ground scene is modeled in the same way for the disparity and intensity images. 
The background scene for the disparity image is statistically modeled by the min- 
imum and maximum disparity value and maximal temporal disparity derivative 
for each pixel recorded over some period. A similar statistical model is used 
to model the background scene for the intensity images using intensity values 
instead of disparity values. Both background models are updated periodically. 
These algorithms are described in Section 4. The foreground regions detected 
in the intensity and range images are combined into a unified set of foreground 
regions. Each foreground region is matched to the current set of objects using a 
combination of shape analysis and tracking. These include simple spatial occu- 
pancy overlap tests between the predicted locations of objects and the locations 
of detected foreground regions, and "dynamic" template matching algorithms 
that correlate evolving appearance models of objects with foreground regions. 
Second-order motion models, which combine robust techniques for region track- 
ing and matching of silhouette edges with recursive least square estimation, are 
used to predict the locations of objects in future frames. These algorithms are 
described in Section 6. W4S can detect and track multiple people in complicated 
scenes at 5-20 Hz speed at 320x120 resolution on a 200 MHz dual pentium PC. 
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2 R e l a t e d  W o r k  

Pfinder [1] is a real-time system for tracking a person which uses a multi-class 
statistical model of color and shape to segment a person from a background 
scene. It finds and tracks people's head and hands under a wide range of viewing 
condition. 

[6] is a general purpose system for moving object detection and event recog- 
nition where moving objects are detected using change detection and tracked 
using first-order prediction and nearest neighbor matching. Events are recog- 
nized by applying predicates to a graph formed by linking corresponding objects 
in successive frames. 

KidRooms [3, 9] is a tracking system based on "closed-world regions". These 
are regions of space and time in which the specific context of what is in the 
regions is assumed to be known. These regions are tracked in real-time domains 
where object motions are not smooth or rigid, and where multiple objects are 
interacting. 

Bregler uses many levels of representation based on mixture models, EM, 
and recursive Kalman and Markov estimation to learn and recognize human 
dynamics [5]. Deformable trackers that  track small images of people are described 
in [7]. 

P~ealtime stereo systems have recently become available and applied to de- 
tection of people. Spfinder[2] is a recent extension of Pfinder in which a wide- 
baseline stereo camera is used to obtain 3-D models. Spfinder has been used 
in a smaller desk-area environment to capture accurate 3D movements of head 
and hands. Kanade [13] has implemented a Z-keying method, where a subject 
is placed in correct alignment with a virtual world. SRI has been developing 
a person detection system which segments the range image by first learning a 
background range image and then using statistical image compression methods 
to distinguish new objects [12], hypothesized to be people. 

3 Stereo  A n a l y s i s  

W4S computes stereo using area (sum of absolute difference) correlation after 
a Laplacian of Gaussian transform. The stereo algorithm considers sixteen dis- 
parity levels, perform postfiltering with an interest operator, and a left-right 
consistency check, and finally does 4x range interpolation. The stereo computa- 
tion is done either in the SVM or on the host PC, the latter option providing us 
access to much better cameras than those used in the SVM. SVM is a hardware 
and software implementation of area correlation stereo which was implemented 
and developed by Kurt Konolige at SRI. The hardware consists of two CMOS 
320x240 grayscale imagers and lenses, low-power A/D converter, a digital signal 
processor and a small flash memory for program storage. A detailed description of 
the SVM can be found in [12]. SVM performs stereo at two resolutions (160x120 
or 320X120) in the current implementation, with speed of up to 8 frames per 
second. The SVM uses CMOS imagers; these are an order of magnitude nois- 
ier and less sensitive than corresponding CCD's. Higher quality cameras can be 
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Fig. 3. Examples of the range images calculated by area correlation stereo 

utilized by W4S, with the stereo algorithm running on the host PC, to obtain 
better quality disparity images. 

Figure 3 shows a typical disparity image produced by the SVM. Higher dis- 
parities (closer objects) are brighter. There are 64 possible levels of disparity 
and disparity 0 (black areas) are regions where the range data is rejected by the 
post-processor interest operator due to insufficient texture. 

4 B a c k g r o u n d  S c e n e  M o d e l i n g  a n d  F o r e g r o u n d  R e g i o n  
D e t e c t i o n  

The background scene is modeled and the foreground regions are detected in 
both the intensity image and the disparity image simultaneously. Frame differ- 
encing in W4S is based on a model of background variation obtained while the 
scene contains no people. The background scenes for the intensity images (the 
disparity images) are modeled by representing each pixel by three values; its 
minimum and maximum intensity (disparity) values and the maximum intensity 
(disparity) difference between consecutive frames observed during this training 
period. These values are estimated over several seconds of video and are up- 
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dated periodically for those parts of the scene that W4S determines to contain 
no foreground objects. 

Foreground objects are segmented from the background in each frame of the 
video sequence by a four stage process: thresholding, noise cleaning, morpholog- 
ical filtering and object detection. This foreground object detection algorithm is 
simultaneously applied to both the intensity and disparity image. The objects 
detected in the intensity image and the disparity image are integrated to con- 
struct the set of objects that are included in the list of foreground objects, and 
subsequently tracked. The following detection method is explained only for the 
intensity images; it is the same for the disparity images. 

Each pixel is first classified as either a background or a foreground pixel using 
the background model. Giving the minimum (M), maximum (g)  and the largest 
interframe absolute difference (D) images that represent the background scene 
model, pixel x from image I is a foreground pixel if: 

IM(x)- I(z)l > D(x) or IN(x)- I(x)l > D(x) (1) 

Thresholding alone, however, is not sufficient to obtain clear foreground re- 
gions; it results in a significant level of noise, for example, due to illumination 
changes. W4S uses region-based noise cleaning to eliminate noise regions. After 
thresholding, one iteration of erosion is applied to foreground pixels to eliminate 
one-pixel thick noise. Then, a fast binary connected-component operator is ap- 
plied to find the foreground regions, and small regions are eliminated. Since the 
remaining regions are smaller than the original ones, they should be restored to 
their original sizes by processes such as erosion and dilation. Generally, finding 
a satisfactory combination of erosion and dilation steps is quite difficult, and no 
fixed combination works well, in general, on our outdoor images. Instead, W4S 
applies morphological operators to foreground pixels only after noise pixels are 
eliminated. So, W4S reapplies background subtraction, followed by one iteration 
each of dilation and erosion, but only to those pixels inside the bounding boxes 
of the foreground regions that survived the size thresholding operation. 

5 F o r e g r o u n d  R e g i o n  S e l e c t i o n  

The foreground object detection algorithm is applied to both the disparity im- 
ages and the intensity images for each frame in the video sequence. Generally, 
intensity-based detection works better than stereo-based detection when the il- 
lumination does not change suddenly or when there are no strong light sources 
that causes sharp shadows. The main advantage of the intensity-based analysis 
are that 

- Range data may not available in background areas which do not have suf- 
ficient texture to measure disparity with high confidence. Changes in those 
areas will not be detected in the disparity image. However, the intensity- 
based algorithm can detect low textured areas when the brightness of the 
foreground regions differs significantly from the background. 
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Fig. 4. An example showing that how stereo-based detection eliminates shadows during 
object detection. 

- Foreground regions detected by the intensity-based method have more ac- 
curate shape (silhouette) then the range-based method. The silhouette is 
very useful for tracking via motion estimation, and in constructing the 
appearance-based body model used to locate and track body parts. 

However, there are three important situations where the stereo-based detection 
algorithm has an advantage over the intensity algorithm 

- When there is a sudden change in the illumination, it is more likely that the 
intensity-based detection algorithm will detect background objects as fore- 
ground objects. However, the stereo-based detection algorithm is not effected 
by illumination changes over short periods of time as much as intensity-based 
detection. 

- Shadows, which makes intensity detection and tracking harder, do not cause 
a problem in the disparity images as disparity does not change from the 
background model when a shadow is cast on the background. Figure 4 shows 
the foreground regions and their bounding boxes detected by the intensity 
based (left) and stereo-based detection (right) methods. 

- The stereo-based method more often detects intact foreground objects than 
the intensity-based method. Intensity-based foreground detection often splits 
foreground objects into multiple regions due to coincidental alignment of the 
objects parts with similarly colored background regions. 

After foreground objects are detected in both the intensity image and the 
disparity image, W4S merges these objects into one set of objects. Objects are 
selected for tracking as follows: 
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A graph is constructed in which disparity region is linked to an intensity 
region that it significantly overlaps (>_60%). The connected components of this 
graph are then considered as possible foreground objects. Generally, we find 
large disparity regions with poorly defined shapes that overlap a few intensity 
regions arising from fragmentation of a foreground object. When a connected 
component contains only one intensity and one disparity region that have very 
high overlap, then we represent the foreground object by their intersection. 

A connected component is rejected if it contains a region only from the inten- 
sity image and disparity is available for that region (but does not differ from the 
background, since no disparity foreground region was detected). This is prob- 
ably due to an illumination change or shadow. As the final step of foreground 
region detection, a binary connected component analysis is applied to the se- 
lected foreground regions to assign a unique label to each foreground object. 
W4S generates a set of features for each detected foreground object, including 
its local label, centroid, median, median of the disparity, and bounding box. 

Fig. 5. Motion estimation of body using Silhouette Edge Matching between two suc- 
cessive frame a: input image; b: detected foreground regions; c: alignment of silhouette 
edges based on difference in median; d: final alignment after silhouette correlation 

6 O b j e c t  T r a c k i n g  

The goals of the object tracking stage are to: 

- determine when a new object enters the system's field of view, and initialize 
motion models for tracking that object. 

- compute the correspondence between the foreground regions detected by the 
background subtraction and the objects currently being tracked by W4S. 

- employ tracking algorithms to estimate the position (of the torso) of each 
object, and update the motion model used for tracking. W4S employs second 
order motion models (including a velocity and, possibly zero, acceleration 
terms) to model both the overall motion of a person and the motions of its 
p arts. 

W4S has to continue to track objects even in the event that its low level 
detection algorithms fail to segment people as single foreground objects. This 



885 

might occur because an object becomes temporarily occluded (by some fixed 
object in the scene), or an object splits into pieces (possibly due to a person 
depositing an object in the scene, or a person being partially occluded by a 
small object). Finally, separately tracked objects might merge into one because 
of interactions between people. Under these conditions, the global shape analysis 
and tracking algorithms generally employed by W4S will fail, and the system, 
instead, relies on stereo to locate the objects and local correlation techniques 
to at tempt to track parts of the interacting objects. Stereo is very helpful in 
analyzing occlusion and intersection. For example, in Figure 6 one can determine 
which person is closest to the camera when two or more people interact and one 
is occluded by the other. We can continue to track the people by segmenting 
the range data into spatially disjoint blobs until the interaction is complete. The 
range data gives helpful cues to determine "who is who" during and after the 
occlusion. 

W4S first matches objects to current foreground regions by finding overlap 
between the estimated (via the global motion model) bounding boxes of objects 
and the bounding boxes of foreground regions from the current frame. For each 
object, all current foreground regions whose bounding boxes overlap sufficiently 
are candidates for matching that  object. Ideally, one to one matching (tracking) 
would be found while tracking one object. However, one to many (one tracked 
object splits into several foreground regions ), many to one (two or more tracked 
objects merge into one foreground region), one to zero (disappearing) and zero to 
one (appearing) matchings occur frequently. W4S tracks objects using different 
methods under each condition. 

6.1 Appearing Objects 

When a foreground region is detected whose bounding box does not sufficiently 
overlap any of the existing objects, it is not immediately evident whether it is a 
true object or a noise region. If the region can be tracked successfully through 
several frames, then it is added to the list of objects to be monitored and tracked. 

6.2 Track ing  

Here, we consider the situation that  an object continues to be tracked as a single 
foreground region. W4S employs a second order motion model for each object 
to estimate its location in subsequent frames. The prediction from this model 
is used to estimate a bounding box location for each object. These predicted 
bounding boxes are then compared to the actual bounding boxes of the detected 
foreground regions. Given that  an object is matched to a single foreground region 
(and the sizes of those regions are roughly the same) W4S has to determine the 
current position of the object to update its motion model. Even though the 
total motion of an object is relatively small between frames, the large changes in 
shape of the silhouette of a person in motion causes simple techniques, such as 
tracking the centroids of the foreground regions, to fail. Instead, W4S uses a two 
stage matching strategy to update its global position estimate of an object. The 
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Fig. 6. An Example how range data is useful to track the people by segmenting the 
range data during occlusion 

initial estimate of object displacement is computed as the motion of the m e d i a n  
coordinate of the object. This median coordinate is a more robust estimate of 
object position, and is not effected by the large motions of the extremities (which 
tend to influence the centroid significantly). It allows us to quickly narrow the 
search space for the motion of the object. However, this estimate is not accurate 
enough for long term tracking. Therefore, after displacing the silhouette of the 
object from the previous frame by the median-based estimate, we perform a 
binary edge correlation between the current and previous silhouette edge profiles. 
This correlation is computed only over a 5x3 set of displacements. Typically, the 
correlation is dominated by the torso and head edges, whose shape changes 
slowly from frame to frame. This tracking process is illustrated in figure 5. 

6.3 Reg ion  sp l i t t i ng  

An object being tracked might split into several foreground regions, either due 
to partial occlusion or because a person deposits an object into the scene. In 
this case, one object will be matched to two or more current foreground regions. 
W4S determines whether the split is a true-split or a false-split (due to noise 
transient) condition by monitoring subsequent frames, while tracking the split 
objects as individual objects. If W4S can track the constituent objects over 
several frames, then it assumes that they are separate objects and begins to 
track them individually. 

6.4 Reg ion  m e r g i n g  

When two people meet they are segmented as one foreground region by the 
background subtraction algorithm. W4S recognizes that  this occurs based on a 
simple analysis of the predicted bounding boxes of the tracked objects and the 
bounding box of the detected (merged) foreground region. The merged region 
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Fig. 7. W4S uses range data to detect the people during occlusion and determine their 
relative location in 2�89 

is tracked until it splits back into its constituent objects. Since the silhouette 
of the merged regions tends to change shape quickly and unpredictably, W4S 
uses a simple extrapolation method to construct its predictive motion model 
for the merged objects, and simple disparity segmentation method to predict 
the location of the objects during interactions. A segmentation is applied to the 
disparity data only inside the merged regions to locate the interacting objects. 
A hierarchical connected component algorithm [15] is used for segmentation. 
The disparity segmentation can successfully distinguish the objects when they 
are at different ranges as shown in figure 6. Intensity alone cannot determine 
whether or not the the people are in close proximity when their images merge 
into one foreground regions. Stereo helps W 4 S  to recover the relative distance 
among people when they are in the same foreground region. Figure 7 shows two 
examples of W4$ tracking people by illustrating their locations in 2�89 

A problem that arises when the merged region splits, and the people "re- 
appear", is determining the correspondence between the people that were tracked 
before the interaction and the people that emerge from the interaction. To ac- 
complish this, W 4 S  uses two types of appearance models that it constructs while 
it is tracking an isolated person. 

W4S constructs a dynamic template -called a temporal texture template - 
while it is tracking an isolated object. The temporal texture template for an 
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Fig. 8. An example of how temporal templates are updated over time 

object is defined by: 

~ t (x  ' y) = I(x, y) + wt- l (x ,  y) • ~?t-l(x, y) (2) 
wt-l(x, y) + 1 

Here, I refers to the foreground region detected during tracking of the object, 
and all coordinates are represented relative to the m e d i a n  of the template or 
foreground region. The weights in (2) are the frequency that  a pixel in ~ is 
detected as a foreground pixel during tracking. The initial weights wt(x, y) of 
are zero and are incremented each time that  the corresponding location (relative 
to the median template coordinate)is detected as a foreground pixel in the input 
image. An example of how the temporal texture template of a person evolves 
over time is shown in figure 8. 

Fig. 9. An example for W4S tracking; two people are entering, walking, meeting and 
leaving 

After separation, each constituent object is matched with the separating ob- 
jects by correlating their temporal templates. Since the temporal texture tern- 
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plate is view-based, it could fail to match if there were a large change in the pose 
of the object during the occlusion event. Therefore, a non-view-based method, 
which uses a symbolic object representation, is also used to analyze the occlu- 
sion. For example, if the temporal texture templates fail to yield sufficiently 
high correlation values, then we match objects based on the average intensities 
in their upper, lower and middle parts, in an attempt to identify objects when 
they separates. Figure 9 illustrates W4S tracking objects; W4S detects people, 
assigns unique labels to them and tracks them through occlusion and interaction. 

"" .... "" L(t) ':'-~'" 

Ca~lbo~-r Mr Head M~ioa Mndel Hand M~ioa/r 

{a] {bl {r 

Fig. 10. Cardboard model used in W4S (a), and motion models used for the head (b) 
and hands (c). 

7 T r a c k i n g  P e o p l e ' s  P a r t s  

In addition to tracking the body as a whole, we want to locate body parts such 
as the head, hands, torso, legs and feet, and track them in order to understand 
actions. W4S uses a combination of shape analysis and template matching to 
track these parts (when a person is occluded, and its shape is not easily pre- 
dictable, then only template matching is used to track body parts). The shape 
model is implemented using a a Cardboard Model [11] which represents the rel- 
ative positions and sizes of the body parts. Along with second order predictive 
motion models of the body and its parts, the Cardboard Model can be used to 
predict the positions of the individual body parts from frame to frame. Figure l0 
illustrates the motion models used for the hands and head. These positions are 
verified (and refined) using dynamic template matching based on the temporal 
texture templates of the observed body parts. 

The cardboard model represents a person who is in an upright standing pose, 
as shown in figure 10(a). It is used to predict the locations of the body parts 
(head, torso, feet, hands, legs). The height of the bounding box of an object 
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Fig. 11. An example of Cardboard Model to show How Head, Torso, Legs Hands 
and Feet are Located. Initial Bounding boxes are located on foreground regions (a); 
Cardboard model analysis locates the body part (b); illustration of body part location 
by ellipsis (c) 

is taken as the height of the cardboard model. Then, fixed vertical scales are 
used to determine the initial approximate location (bounding box) of individual 
body parts, as shown in Figure 11. The lengths of the initial bounding boxes 
of the head, torso, and legs are calculated as 1/5, 1/2 and 1/2 of the length of 
bounding box of the object, respectively. The widths of the bounding boxes of 
the head, torso, and legs are calculated by finding the median width (horizontal 
line widths) inside their initial bounding boxes. In addition to finding sizes and 
locations, the moments of the foreground pixels inside the initial bounding boxes 
are calculated for estimating their principal axis. The principal axis provide 
information about the pose of the parts. The head is located first, followed 
by the torso and legs. The hands are located after the torso by finding extreme 
regions which are connected to the torso and are outside of the torso. The feet are 
located as extreme regions in the direction of the principal axes of the respective 
leg. Figure 11 show an example of how the cardboard model can be used to 
predict the locations of body parts in two stages (approximate initial location 
and final estimated location) and represent them as ellipsis. 

After predicting the locations of the head and hands using the cardboard 
model, their positions are verified and refined using temporal texture templates. 
These temporal  texture templates are then updated as described previously, 
unless they are located within the silhouette of the torso. In this case, the pixels 
corresponding to the head and hand are embedded in the larger component 
corresponding to the torso. This makes it difficult to accurately estimate the 
median position of the part, or to determine which pixels within the torso are 
actual part  pixels. In these cases, the parts are tracked using correlation, but 
the templates are not updated. 

The correlation results are monitored during tracking to determine if the 
correlation is good enough to track the parts correctly. Analyzing the changes in 
the correlation scores allows us to make predictions about whether a part is be- 
coming occluded. For example, the graph in Figure 13 shows how the correlation 
(sum of absolute differences, SAD) results for the left hand of a person changes 
over time. Time intervals I,II,III and IV in the graph are the frame intervals in 
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Fig. 12. Examples of using the cardboard model to locate the body parts in different 
actions: four people meet and talk (first line), a person sits on a bench (second line), 
two people meet (third line). 

which the left hand is occluded by the body, and they have significantly worse 
correlation scores (higher SAD). 

8 D i s c u s s i o n  

We described a real t ime visual surveillance system (W4S) for detecting and 
tracking people and monitoring their activities in an outdoor environment by 
integrating realtime stereo computat ion into an intensity-based detection and 
tracking system. W4S has been implemented in C + +  and runs under the Win- 
dows NT operating system. Currently, for 320z120 resolution images, W4S runs 
at 20 Hz on a PC which has dual 200 Mhz pent ium processor. I t  has the capa- 

i!i 
Fig. 13. An Example of hands and head tracking of a walking person and correlation 
results for the left hand of that person. 
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bility to track multiple people against complex background. Figure 12 illustrates 
some results of the W 4 S  system in scenes of parking lots and parkland. 

There are several directions that  we are pursuing to improve the performance 
of W 4 S  and to extend its capabilities. Firstly, the cardboard model used to pre- 
dict body pose and position is restricted to upright people. We would like to 
be able to recognize and track people in other generic poses, such as crawling, 
climbing, etc. We believe this might be accomplished based on an analysis of 
convex hull-like representations of the silhouettes of people. Finally, our long 
term goal is to be able to recognize interactions between the people that  W 4 S  
is tracking. We are studying the use of temporal  logic programs for the repre- 
sentation of actions, and to control the application of visual routines to peoples 
movements. 
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