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Abs t rac t .  The paper describes the methodology for feature selection 
and the concept of a user-oriented software package (FS Expert) for fea- 
ture selection with a consulting system integrated into the package. It 
attempts to provide a guideline which approach to choose with respect 
to the extent of a priori knowledge of the problem. The methods imple- 
mented in FS Expert are based mostly on the methodology developed 
by the authors, though it is being built as an open system. 

1 I n t r o d u c t i o n  

Abundance of various methods for feature selection can be found in the literature, 
however, for somebody in need of choosing the proper method for his particular 
problem, it is rather difficult to do so. The optimal choice depends certainly on a 
number of conditions. Certainly different methods will be appropriate for optimal 
data  representation and for discrimination. Also the original dimensionality of 
the problem at hand, the level of apriori knowledge of the form of underlying 
probability structures and the availability of a reasonably sized training set will 
influence the choice. 

With the aim to ease the .situation, we are currently developing in our re- 
search team a software package to solve semi-automatically the Fubset Selection 
problem. It will be equipped with a kind of expert or consulting system which 
should guide a less experienced user through the methods included into the pack- 
age. With respect to the level of problem knowledge, the user will arrive to the 
particular method fitting best his knowledge of the problem at hand. Though a 
number of currently available methods will be included, the core of the package 
will be formed by the novel methods we have developed ourselves. These meth- 
ods are briefly described in the sequel. At the end of this paper we are presenting 
a simplified example of the flow chart of such a consulting system. 

0 Supported by the Grant No. A2075703 of the Academy of Sciences, by the Grant 
No. 402/97/1242 of the Czech Grant Agency and by the Grant of the Ministry of 
Education No. VS 96063 of the Czech Republic. 
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2 F e a t u r e  S e l e c t i o n  P r o b l e m  in  S t a t i s t i c a l  P R  

Following the statistical approach to pattern recognition, we assume that a pat- 
tern or object described by a real D-dimensional vector x = (xl, x2,- . . ,  XD) w E 
,~ C ~D is to be classified into one of a finite set of C different classes f2 = 
{wl,w2," ",wc}. The patterns are supposed to occur randomly according to 
some true class conditional probability density functions (pdfs) p*(xlw ) and the 
respective a priori probabilities P*(w). Since the class conditional pdfs and the 
a priori class probabilities are seldom specified in practice, it is necessary to esti- 
mate these functions from the training sets of samples with known classification. 
The aim of feature selection is to find a subset of d features out of D original 
ones so as not to deteriorate the performance of the classifier. 

Our own research and experience with feature selection has led us to the 
conclusion that there exists no unique optimal approach to the problem. Some 
approaches are more suitable under certain conditions, and different approaches 
are more appropriate "under other conditions. These conditions are related to the 
level of our knowledge  of the  problem,  thus we can talk about "knowledge- 
based subset selection". Hence we have attempted to extend the "battery" of 
available tools by developing several new methods, each of them suitable for 
different conditions, trying to cover the majority of situations which can be 
encountered in practice. These methods are introduced in the next pages. 

3 B a s i c  S i t u a t i o n  w i t h  R e s p e c t  t o  P r o b l e m  K n o w l e d g e  

There are perhaps two basic classes of situations with respect to a priori knowl- 
edge of the form of underlying probability structures: 

1. Some apr ior i  knowledge is available (at least that pdfs are unimodal) 
In these cases the use of some probabilistic distance measures (like Mahalanobis, 
Bhattacharyya, etc.) may be appropriate as the evaluation criterion. As pointed 
out by [2] the error rate is even better (provided it can be reasonably computed). 

For this type of situations we have developed a family of Floating Search 
algorithms which yield close to optimal solution, are computationally effective 
(facilitating FS in high dimensional problems) and do not require the fulfilment 
of monotonicity condition. In a recent comparative study of currently available 
subset search strategies carried out by Jain [4] were the Floating Search algo- 
rithms evaluated as the most powerful ones. 

2. No a priori  knowledge is available 
We cannot even assume that pdfs are unimodal (or suspect they are multimodal). 
The only source of available information is provided by the training data. Fea- 
ture selection in such a case becomes a very challenging problem. The early 
solutions of this problem suffer from serious shortcomings. For these situations 
we have developed two new approaches aimed to cope reasonably well in such 
circumstances, conceptually very different from those mentioned above. They 
are based on approximating unknown conditional pdfs by finite mixtures of a 
special type and are discussed later. 
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4 Floating Search Methods 

Various search strategies are used to find the subset of features optimizing an 
adopted criterion, once this criterion has been chosen. They range from simple 
but popular ones, like sequential forward (SFS) and sequential backward (SBS) 
selection, to more sophisticated but computationally more difficult ones. The so 
called "nesting of feature subsets" may rapidly result in deteriorating perfor- 
mance of both the SFS and SBS algorithms. This can be partially overcome by 
employing either the so-called (I, r) (in one step include I and exclude r features) 
or generalized (l, r) algorithms ([1]). Unfortunately, there is no theoretical way 
of predicting the values of I and r so as to achieve the best feature set. 

To counteract these problems we developed recently a novel family of search 
strategies based on the principle of iterative search in both directions, but as 
opposed to the bidirectional search proposed in [2], exploiting a flexible level 
of repeated backtracking. Instead of fixing the values of 1 and r, these values 
are allowed to "float", i.e. to flexibly change so as to approximate the optimal 
solution as much as possible. Consequently, the resulting dimensionality in re- 
spective intermediate stages of the algorithm is not changing monotonously but 
is actually '~oating" up and down. Because of this "floating" characteristics, 
the two methods have been named f loat ing search m e t h o d s  ([11]). Although 
they both switch between feature inclusion and exclusion, they are based on two 
different algorithms according to the dominant direction of the search: 
Sequent ia l  f o rward  f loat ing search (SFFS)  

- the search dominantly in the forward direction 
Sequential backward floating search (SBFS)  

- the search dominantly in the forward direction 
A more exact description of the algorithms is given in [11]. A simplified flow 

chart of the SFFS algorithm is given in Fig.l: 

. , , I ,  L_m ~ conditionally ~ ' 

I . . . .  I I exc'u  f°a u ° I ' I 

' • . • / .  " . .. . . Y e s  . 

I Apply I ~ " ' - ~  / ~ . , ,  No I Conditionally exclude I ,~,~..:~ 
_,.J onestepof L.=J Let ~ . . . . .  ~NA.=J one feature found ~ ' , =~ '~J .~ .^~ . . .  
,1"1 SFS I ' ~  k = k + l  ~'~x '~-='~ " /  ~l by applying one step I ~ . ~ , ~ - ~ = ~ u = , ~  

• ' ' feature back t k 

Fig. 1. Flow Chart of SFFS algorithm 
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The terminating condition k = d + 5 in the flowchart means that in order 
to fully utilize the prbperties of SFFS search we should not stop the algorithm 
immediately after it reaches for the first time the dimensionality d. By leaving 
it to float up and back a bit further, the potential of the algorithm is better 
utilized and a subset of cardinality d outperforming the first one achieved is 
usually found. In practice we can let the algorithm either go up to the original 
dimensionality D, or if it is too large, then the value of ~ can be determined 
heuristically (e.g. according to the value of maximum number of backtracking 
steps prior to reaching d first time). 

Unlike the (l, r) and generalized (l, r) algorithms in which factors such as the 
net change in the size of the current feature set, and especially the amount of 
computational time, are governed by the values of I and r, the SFFS and SBFS 
methods are not restricted by these factors. By means of conditional "floating 
down and up" both the methods are freely allowed to correct wrong decisions 
made in the previous steps so as to approximate the optimal solution as much 
as possible. 

The results achieved so far on various sets of data demonstrate clearly a great 
potential of floating search strategies ([11, 3, 4]). Generally, though of heuristic 
nature, Floating Search methods provide either the optimal or a close to optimal 
solution, but also require much less computational time than the Branch and 
Bound method and most other currently used suboptimal strategies. Moreover, 
as opposed to the branch and bound method, the floating search methods are also 
tolerant to deviations from monotonic behaviour of the feature selection criterion 
function. It makes them particularly suited in conjunction with nonmonotonic 
FS criterion like the error rate of the classifier. 

5 F e a t u r e  S e l e c t i o n  b y  M o d i f i e d  G a u s s i a n  M i x t u r e s  

Now we shall address the feature selection problem arising when  we have the  
d a t a  bu t  no o the r  i n fo rma t ion  which occurs in a number of real situations. 
Though various nonparametric methods of classification are available, none of 
them is problem free and universal. 

In order to facilitate the solution under these conditions, we have developed 
a completely new approach that can serve the multiple goM of: 

1. learning the structure of multivariate distributions, 
2. identifying the most important variables and thus facilitating the dimension- 

ality reduction, 
3. deriving automatically a decision rule based on the selected features 

The approach is based on approximating the unknown class conditional dis- 
tributions by finite mixtures of parametrized densities of a special type. In terms 
of the required computer storage it is considerably more efficient than nonpara- 
metric pdf estimation methods. 

As far as the FS problem is concerned, there are two different methods with 
respect to the criterion employed. Though both methods exploit a common basic 
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approximation model, the way of selecting features is completely different. The 
same holds for their purpose and optimal applicability. Since it is not possible 
to present a detailed formalized description of the approach in this paper, the 
reader is referred to respective original sources. However, we attempt to provide 
at least an outline of the common statistical model used for both the methods 
and then the respective methods of FS. 

5.1 Modified Gaussian MixtureModei 

The approach to feature selection taken here is to approximate the ¢0th class 
density of x by the following modified Gaussian model with latent structure or 
modified latent subclass Gaussian model ([10, 7, 6]): 

M~ 

; (x l~)  : ~ ~7~g0(xle0)g(xle~, e0,~), x e x ,  (1) 
r n = l  

M~ where a ~  is the mixing probability for the mth subclass, ~,~=1 a ~  = 1. The 
function go is a nonzero "background" density common to all classes and func- 
tions g(x[O~, 0o, ¢) include structural parameters ¢i: 

go(xiOo) = I I  k(xdOo,), g(xtO~, oo,~') = YI L f~(x,10o~) J ' (2) 
i=1 i=1 

00 {00i}~=1, ~ ~ " = = {¢di=1- = {0~}~=1, ¢~ {0,1}, ~ =  

The univariate function f is assumed to be from a family of univariate normal 
densities {/(el0) = f (e i , ,  ~), e e n ,  , e *e, ~ e (0, oo)}. Our model is based 
on the idea to posit a common "background" normal density for all classes and 
to express each class pdf as a mixture of a product of this "background" density 
with a class-specific function defined on a subspace of the feature vector space. 
This subspace is chosen by means of the parameters ¢i and the same subspace of 
X for each component density is used in all classes. Any specific univariate func- 
tion k (xi 10~i) is substituted by the respective "background" density k (xi 100i) 
whenever ¢i is zero. In this way the binary parameters ¢~ can be looked upon 
as control variables since the structure of the mixture (1) can be controlled by 
means of these parameters. 
For any choice of ¢~ the finite mixture (1) can be rewritten by using (2) as 

M~, D 

p(xl~',e',eo,~) = ~ ~ II[k(x, leoO](>*')[k(~le~,)] ~', (3) 
r n = l  i=1  

olW r w ~ M ~  Ow M ~  

Setting some ¢i = 1, we replace the function f~(xilOo~) in the product in (3) by 
fi(xi[ ,~i) and introduce a new independent parameter 0~i in the mixture (3). 
The number of involved parameters is specified by ~D=I ¢i = 7, 1 < 7 _< D. 
The parameter sets a W, 0 ~, 00,4~ are unknown and can be estimated from the 
training sets. X~0. The EM ("Expectation-Maximization') iterative algorithm 
([12]) provides a convenient method for maximizing the likelihood function. 
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5.2 Feature Selection for Approximation 

Two methods have been derived depending on different criteria for features eval- 
uation ([10, 7, 6]). The first method selects a feature subset Xd by choosing ~ 
(i.e. parameter vector ~ restricted to have just d components equal to 1 and 
D - d components equal to 0) such that the best approximation is obtained. In 
the " a p p r o x i m a t i o n "  m e t h o d  for FS the criterion we use is a mixture, in the 
true proportions P(wl),.", P(wc), of the Kullback-Leibler distances between 
the true and the postulated class densities of x. A simplified float chart of that 
method can be found in [8]. 
The "approximation" method has the following interesting characteristics: 

1. owing to the convenient form of the postulated model the "contribution" 
Q(¢) of a feature subset to the chosen criterion is the sum of individual 
contributions 

Mw ~w boi 2 Qi = ~o~e~ ~m=l P(w)o%log~, which can be assessed independently 

for each feature: Q(~) D ^ 
2. only the operation of ranking of individual feature contributions is therefore 

required (without any search procedure) in order to obtain a required subset 
of d features. 

Though the "approximation method" yielded very good results in many prob- 
lems ranging from image analysis to classification, we should be aware of the fact 
that the features are selected with respect to their "approximation" or "repre- 
sentation" quality, which may not in particular eases coincide with their "dis- 
criminative" quality. Consequently, the method is particularly convenient for 
the problems of multivariate data representation in a lower-dimensional space 
or pattern interpretation. It is also applicable to multiclass problems. For the 
cases when the discrimination between classes is the primary goal, the following 
"divergence" method has been developed. 

5.3 Feature Selection for Discrimination 

In order to select those features that are most useful in describing differences be- 
tween two possible classes, we have developed another method ([7, 6]) for feature 
selection. Similarly to the "approximation" method it utilizes the same general 
model for approximating unknown class conditional pdfs by finite mixtures of 
parametrized densities (1). However, in this case the Knllback's J-divergence be- 
tween two classes defined in terms of a posteriori probabilities (or equivalently 
the Kullback-Leibler measures of discriminatory information between two classes 
mixed in the proportions in which the classes truly occur) is used as the appro- 
priate evaluation criterion. The goal of the method is to maximize the divergence 
discrimination, hence the name of "divergence" method. 

The proposed approach is especially suitable for multimodat data and is 
restricted to two classes. The two interesting characteristics specified above for 
the approximation method hold for the divergence method too ([7]]. 
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5.4 P rope r t i e s  o f  Approx ima t ion  and  Divergence M e t h o d s  

An important chaxacteristic of our approach is that it effectively partitions the 
feature set X of all D features into two disjunct subsets Xd and X - Xd, where 
the joint distribution of the features from X - Xd is common to all the classes 
and constitutes the background distribution, as opposed to the features forming 
Xd, which are significant for discriminating the classes. The joint distribution of 
these features constitutes the "specific" distribution defined in (2). According to 
these features alone, a new pattern x is classified into one of C classes. 

It has been proved that just under this partition of the set X the following 
holds: 

1. For the "approximation" method: the Kullback-Leibler distance between the 
true and the postulated class conditional pdfs is minimized. 

2. For the "divergence" method: the Kullback J-divergence is maximized. 

For those interested in clasification problems it may be of interest that our ap- 
proach is not only a classification procedure but also a data reduction tool. The 
modified mixture (3) reduces also the computational complexity of the corre- 
sponding Bayes decision rule. We can represent multiclass data by d features, 
where d < D if ¢i = 1 for i = 1,--- d. Given the approximations p(xl&~, ~ ,  00, ~d) 
it can be easily seen that the background pdf go may be reduced in the Bayes 
decision rule. Thus we may classify the observation of x according to the pseudo- 
Bayes decision rule: decide that x is from class wt if 

Mw d M~ d 
^ oJz ~ w j  

P(~') ~_, ~ H f,(x,~ ^~' = max j=l._,c{P(~i) [ I  
m = l  k = l  m = l  k = l  

We use the term "pseudo-Bayes" as the rule is applied in a lower-dimensional 
subspace corresponding to the selected subset and, furthermore, the true con- 
ditional pdfs are in the formulas substituted by their approximations. It means 
that a new feature vector x is classified into one of the classes according to only 
d features xil, " • •, xi~. 

6 F e a t u r e  S e l e c t i o n  E x p e r t  S y s t e m  

Though it is certainly too premature to claim a real development of the knowl- 
edge guided approach to subset selection, the presented methods can serve as 
a starting point to achieve such an ambitious goal. To implement it, we are 
developing an integrated environment which would incorporate a whole family 
of methods together with a sort of expert system. It should guide a user ac- 
cording to his goals and the degree of the problem knowledge he has to the 
semi-automatic choice of the most suitable method. We hope that the flow chart 
of the "prototype" Subset Selection Guide presented in Figure 2. will give the 
reader the idea how it is being built. 

The flow-chart and the questions are certainly very simplified here. Neverthe- 
less, we would like to draw readers' attention to the fact that in a great number 
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Brief  guide through the new methodologica l  advances  in Subset  Select ion 

• , . L , %  L 

an appropriate subset ~ . , 

some apriori knowledge of ~-~..~.:Tes .' ~ : ~J 
underlying probability ~ ,L 

structures ? / = i ~ - - ~ ' -  
i Use a feature subset 

search method 

/Jd 

Fig. 2. Flow chart of '~prototype" Subset Selection Guide 

of real situations there exists a generally accepted and appropriate criterion to 
evaluate the selected subset for a given problem (e.g. for multiple stepwise re- 
gresion analysis). In all these cases the subset search techniques may be used as 
depicted in the flow-chart. 

The FS Expert system is provided by a context sensitive help. A user will 
be guided by a rule-based consulting system which is realized in the form of so 
called wizards. Having in mind less experienced users or teaching purposes, the 
help modul contains sample files with the description of various FS methods and 
examples of their use. To demonstrate how the system looks like, two snapshots 
of the FS Expert screens are given in Figures 3 and 4. 

Finally, we should stress that  the system is being built as an open one. 
Accordingly it will not contain only our own new or recently developed methods, 
but eventually also other methods. 

Obviously, there are some research issues yet to be pursued, like a possible 
combination of genetic Mgorithms and floating search, however, we believe that  
the research community may benefit already from the currently achieved results. 



581 

. k .  , ,  . , , , • . • . . . . . . . . . . . . .  

, . . . . t _ % 1 ~ 7 ~  ~ , - ~ = ~ = , ~ . . 7 . : ~ = ~ , ~ . ~ . . - ' - : ' : - : : - ~ - - - - : ~ ' - - : ' ' : ~  - -  -::--~=,i=,~-~-~ ;=~-.~.- ' : ' " ' ~  ~ : "~ ' ~ ; ' ' : i  = ' ~ "  ": i ~i~ .... :~ ' " "~: '~"" =i:~T=" i! ~ ~::" ~ :  . . . . . . . .  :":: '1~: ' . " "  

Fig. 3. FS Expert Snapshot No.1 

Fig. 4. FS Expert Snapshot No.2 
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