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Abstract: A virtual machine placement optimization model based on optimized ant colony algorithm is proposed. The model is 
able to determine the physical machines suitable for hosting migrated virtual machines. Thus, it solves the problem of redundant 
power consumption resulting from idle resource waste of physical machines. First, based on the utilization parameters of the 
virtual machine, idle resources and energy consumption models are proposed. The models are dedicated to quantifying the 
features of virtual resource utilization and energy consumption of physical machines. Next, a multi-objective optimization 
strategy is derived for virtual machine placement in cloud environments. Finally, an optimal virtual machines placement scheme 
is determined based on feature metrics, multi-objective optimization, and the ant colony algorithm. Experimental results 
indicate that compared with the traditional genetic algorithms-based MGGA model, the convergence rate is increased by 16%, 
and the optimized highest average energy consumption is reduced by 18%. The model exhibits advantages in terms of algorithm 
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1  Introduction

Cloud computing improves the utilization rate of 
physical resources. It facilitates a single physical 
platform with rich system environments and application 
services via optimized integration and allocation of 
physical resources through virtualization technology. 

However, cloud service platforms are facing serious 
challenges such as excessive consumption of power, 
computing, storage, bandwidth, and other resources 
because the platform often provides all-weather real-
time response services via centralized hardware 
devices, high-density application software, and 
massively complex computing tasks. According to 
the green and low-carbon initiative policies in China, 
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the primary goal of green cloud computing is to 
improve resource utilization (including networks, 
servers, storage, applications, and services), reduce 
the amount of physical equipment used, and reduce 
the energy consumption of traditional cloud platforms. 
Virtual machines are the core services provided by 
cloud computing platforms. Therefore, the virtual 
machine deployment strategy is the key to reducing the 
amount of physical equipment and improving physical 
resource utilization. Although scheduling and allocation 
of virtual resources are of utmost importance, the core 
idea of traditional the load balancing and scheduling 
strategy is to avoid overly heavy or light workloads on 
the physical server. It does not describe the resources 
utilization from the perspective of how much resources 
virtual machines take from the physical machine at a 
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often hosting virtual machines with both heavy and 
light resource utilization. If the virtual machines were 
to be classified according to utilization, and some 
selectively migrated, then some physical machines 
could be shut down, which would electively reduce the 
overall energy consumption of cloud platforms. Thus, 
on the premise of ensuring Service Level Agreement, 
this paper proposes a placement optimization model 
for cloud platforms that provides theoretical and 
technical support for the construction of low-power 
cloud computing platforms. 

The remainder of this paper is organized as follows. 
In section 2, related research efforts are presented 
and summarized. Section 3 outlines how optimized 
virtual machine placement can be conducted in 
cloud computing. Section 4 explains the virtual 
machine optimization placement model and defines 
the optimization problem. Section 5 introduces our 
ant colony based multi-objective optimal algorithm 
for virtual machine placement. Section 6 presents 
the results of simulation experiments conducted 
to evaluate the feasibility and performance of the 
proposed algorithm. Section 7 concludes the paper.

2  Related work

Virtual machine placement is a process in which 
groups of virtual machines are mapped into a 
number of physical servers. Virtualization is one of 
the fundamental technologies of cloud computing. 
However, the problem of virtual machine placement 
has become a challenging issue in this area. 
Consequently, methods of optimizing the placement 
strategies have also became key research topics 
associated with improving resource utilization and 
energy efficiency. Many researchers have already 
underscored the importance of virtual machine 
placement in various studies[1,2]. The related methods 
proposed for solving virtual machine placement 
problems are categorized into four classes below.

Linear programming is widely used for traditional 
analysis. Based on linear and quadratic programming, 
Chaisiri et al. propose an optimized virtual machine 
placement method that reduces the number nodes 
used in cloud clusters[3].  In Refs.[4,5], linear 
programming is employed to describe the server 
consolidation problem. Constraint conditions have 
also been extended to allocation of virtual machines 
onto specific physical servers according to special 
attributes, thereby limiting the number of virtual 
machines accommodated on a physical server. This 
ensures restriction of the overall number of migrations 
and some virtual machines can be assigned to different 
physical servers. The LP-relaxation based heuristic 
method has also been applied to reduce the calculation 
overhead of application of linear programming.

Genetic algorithms have also been applied for 
virtual machine placement. GABA is an adaptive 
algorithm that automatically configures virtual 
machines in data centers[6]. It is able to effectively 
determine the optimal deployment location for 
virtual machines according to time varying demands 
and dynamic environmental conditions. In Ref.[7], 
the virtual machine placement is characterized as a 
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multi-objective optimization problem with the aim of 
reducing resource wastage, energy consumption, and 
heat dissipation cost. Based on fuzzy multi-objective 
evaluation, this method utilizes an improved genetic 
algorithm to effectively search a large solution space 
����
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������

Constraint programming has also been used 
for virtual machines placement under various 
environmental conditions. Van, et al. proposed a 
resource management framework based on the 
combination of utility based dynamic virtual machine 
manager and dynamic virtual machine placement 
manager[8]. The configuration and deployment of 
virtual machines are presented as two constraint 
satisfaction problems. An information entropy based 
resource manager has been proposed for homogeneous 
clusters. This resource manager enables dynamic 
integration via the constraint programming method. 
Further, it can resolve the problems of assigning the 
virtual machine to available nodes and how the virtual 
machines are migrating to these nodes.

Bin packing problem that usually describes the virtual 
machine deployment as an optimized vector packing 
problem. Many researchers have proposed heuristic 
methods to solve the problem[9-13]. For example, the 
pMapper system can pack virtual machines on a few 
physical machines to reduce the migration overhead. 
It solves the problem of energy consumption tradeoff 
under fixed performance constraints. The packing 
algorithm of pMapper is an extension of the FFD 
heuristic method. In addition, Feller et al. proposed 
a single-objective optimization algorithm based on 
MMAS. The proposed algorithm reduces the number 
of physical machines required without affecting 
services according to the current load.

Most of the proposed methods are appropriate for 
optimization of the placement of virtual machines 
in a single environment. However, placement in real 
environments needs to consider a number of factors, 
and multi objective virtual machine optimization and 

placement issues have become the main research 
issues in this field. Although hardware technology 
is developing, the energy consumption of cloud 
server still increases with the system load. The basic 
power support equipment of data centers also has 
a high energy consumption problem. Most of the 
energy consumption in data centers result from non-
computing services. Fig.1 shows the relationship 
between server load and the energy consumption of 
three commonly used cloud servers. Fig.2 shows the 
average power consumption distribution of a server 
cluster in a typical cloud environment[14]. Among 
them, the CPU and memory power consumptions 
are 31% and 11%. Other power consumptions total 
44%, which comprises heat dissipation, fan, and DC/
DC and AC/DC power conversion electrical energy 
loss. In fact, when the processor utilization rate of the 
server is only 10%, it still consumes more than 50% 
of the peak power[15]. Similarly, when performance 
bottleneck of cloud clusters occurs, such as the 
disk, network, or any such resource, the idle power 
consumption of other resources will rise accordingly. 
Therefore, this paper proposes a virtual machine 
placement method for the randomly available virtual 
machine optimization placement problem as a multi-
objective combinatorial optimization problem 
that simultaneously optimizes the over-all energy 
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consumption and idle resources. An improved ant 
colony system-based algorithm is proposed to solve 
the potential problem of large scale solution space in 
large scale data centers.

3  Optimized virtual machine place- 

ment in cloud computing

Fig.3 demonstrates an optimization method for 
virtual machine placement in a typical virtualized 
environment. The cloud server cluster consists of 
four physical machines. Each server has physical 
resources to host virtual machine services. In the 

current scenario, the whole system consists of four 
virtual machines, each of which is used to run an 
independent application service. The calculation 
procedure for optimization of virtual machine 
placement is as follows[16]. 
step 1  For each server, calculate the resource require-
ments of the application services using server re-
sources utilization statistics. 
step 2  Choose a target physical machine that has 
certain similarities to the source physical machine in 
terms of software, CPU type, network connectivity, 
and shared memory.
step 3  The candidate virtual machine will be 
deployed to the server in step 2. If the subsequent 
virtual machines are able to meet the resource 
requirement, it will also be deployed on the first 
server. If it does not satisfy the requirements, a 
different physical server will need to be introduced 
to accommodate more virtual machines, until all 
the virtual machines of the cluster have all been 
deployed.
step 4  The result of physical machine placement 
in step 3 is a server cluster under the specific 
working environment. Therefore, under the same 
service conditions, the number of physical machines 
decreases from four to two.
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Figure 2  Average power consumption of the system

Figure 3  Optimized placement in virtualized environment



Journal of Communications and Information Networks120

3.1  Ant colony optimization

ACO (Ant Colony Optimization) is a meta heuristic 
algorithm inspired by the collective foraging behavior 
of ants in a colony[17]. Ants are social insects whose 
behavior is influenced by the group’s survival 
objectives, often between the nest and the food 
source. In the initial stage, the ants randomly explore 
the surrounding areas of the nest. While moving, they 
leave pheromone on the path to supply information 
for other ants. The concentration of pheromone is 
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quality of the food, and takes some back to the nest. 
On its return journey to the nest, the ant will leave an 
amount of pheromone corresponding to the quality 
and quantity of the food found. This pheromone 
guides other ants to the food source. Through this 
indirect communication between ants, ants can obtain 
the shortest path between the nest and the food 
source.

ACO has been applied to many study areas 
such as the traveling salesman problem[18], the 
flow shop scheduling problem[19] and the quadratic 
assignment problem[20]. In addition to the original 
combinatorial optimization field, ACO is also used 
to solve continuous optimization problems[21]. 
Extensions to ACO have also been proposed. Typical 
extensions include ACS[18], AS[22] and MMAS[23]. 
Researchers have also used ACO for multi objective 
optimization[24]. These algorithms are different in 
three aspects:
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pheromone trail, it is necessary to select the 
pheromone release method from the construction 
solution. There are two kinds of pheromone trail 
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the pheromone matrix with the iteration-best 
or best-so-far method for each objective. The 
second strategy is to collect and store the non-

dominated solutions of the external set. Only 
the non-dominated solution method can update 
the pheromone.
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In each solution construction step, the selection 
of candidate solutions usually depends on the 
probability between the pheromone and the 
heuristic factor. The definition of pheromone 
and the heuristic information is generally 
implemented using a single matrix or multiple 
matrices. When using a single matrix, each 
objective associated pheromone is integrated 
to convert the multiple objectives into a 
single objective. When multiple matrices are 
used, each matrix usually corresponds to an 
objective. For the pheromone information, each 
matrix can contain different values according 
to the implementation strategy used. This is 
also applicable to determination of heuristic 
information.
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When multiple matrices are being used, a 
variety of methods are required to aggregate the 
pheromone or the heuristic matrix. In general, 
there are three strategies: (1) weighted sum 
operation, in which aggregation is performed 
on the pheromone or the heuristic matrix, 
(2) weighted product operation, in which 
aggregation is performed on the pheromone or 
the heuristic matrix, and (3) in each step, the 
objective is  optimized randomly. Whenever 
the weight value is used to aggregate multiple 
matrices, two strategies can be used to set the 
weight of the algorithm in each iteration: (a) 
dynamic weights, in which ,each ant can be 
assigned different weights by other ants, and 
@�L��`�����
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ant is assigned equally and the weight of each 
objective is an equivalence at the runtime of the 
algorithm.
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3.2  Multi-objective evolutionary algorithms

A MOEA(Multi-Objective Evolutionary Algorithm) 
is a stochastic optimization method that is often used 
to find optimal Pareto solutions. In the selection 
process, most of the existing multi-objective 
evolutionary algorithms are built on the dominant 
theory. Therefore, this paper focuses on the study of 
a multi-objective evolutionary algorithm based on 
���
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is as follows: In the case of no loss of generality, with 
m parameters (decision variables) and n objectives 
of the multi-objective minimization problem, the 
following description can be given:

 (1)

where

     (2)

Here  is the decision (parameter) vector in 
parameter space X, and  is the objective vector in 
objective space Y. At this point, the “solution” can 
be seen as a decision vector, and “points” as the 
corresponding objective vector. When the following 
conditions are true, it can be considered that  is the 
dominant solution of [25, 26].

« �����������z���
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« �'�� ����������������z���
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���  is more 

dominant than .
A point that is not dominated by any other point 

is called a non-dominated point. Such points usually 
form the optimal solution of the objective space. 
Thus, these points belong to the optimal solution 
space. Therefore, they can be called Pareto points, 
the corresponding vector can also be called the Pareto 
optimal solution.

The above concepts can be extended to search 
for non dominated solution sets. Assume there are 
N solutions, where each solution contains M(M>1) 
objective function values. The non dominated 

solutions set is obtained via the following steps[27]:
step 1  Let i = 1;
step 2  For j�Í�i, for all objectives M, the solution of  
and  is calculated by the above judgment condition, 
and the dominating solution is obtained; 
step 3  For any j, if  is dominant to  , then   is 
tagged, the iteration factor i is computed as i + +, then 
go to step 2;
step 4  Repeat the above operation, until the solution 
is complete, that is i = N, then go to step 5;
step 5  All the tagged solutions are non dominated 
solutions.

4  The virtual machine optimization 

placement model

A typical cloud environment consists of a server node 
pool and services running on it. Assuming that all the 
applications in the cluster are running on the virtual 
machine, then the virtual machine placement problem 
of the service node pool can be extended to the multi-
dimensional vector packing problem. The dimension 
of the bin packing problem is the utilization of 
resources. As illustrated in Fig.2, the CPU power 
consumption and memory power consumption were 
31% and 11%, with other power consumption at 
44%, consisting of the cooling fan, DC/DC and AC/
DC power conversion loss. (The study of other power 
consumption is beyond the scope of this paper.) 
Fig.1 demonstrates the relationship between energy 
consumption and load in three commonly used server 
cluster systems. When the system load increases, 
the overall energy consumption of the system also 
increases. This indicating that there is a linear 
relationship between load and power consumption.

Therefore, this paper describes the energy consu- 
mption of the virtual machine and the server node in 
two dimensions: CPU and memory attributes. The 
storage device is not considered because the general 
storage facility in the cloud environment mainly uses 
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storage servers as the main memory of clusters. If two 
virtual machines are running on the same physical 
machine, the CPU utilization rate of the server can be 
reacted by the sum of the CPU utilization of the two 
virtual machines. Similarly, the memory utilization 
rate of the physical machine can also be reacted 
by the sum of the memory utilization of the two 
virtual machines. For example, assume that a virtual 
machine’s CPU utilization and memory occupancy 
rates are 10% and 20%, and the corresponding values 
for another virtual machine are 45% and 30%. Then, 
the corresponding attributes of the physical machine 
hosting the two virtual machines are 55% and 50%. 
That is the summary of the attribute vector of the 
virtual machine. In order to ensure that the CPU and 
memory utilization rates of the physical machine 
server are lower than the maximum load value of 
100%, the threshold value of the physical ma- chine 
is set as the upper resource usage limit. Because, if 
the resource utilization rate of the physical machine 
was fully loaded, serious performance degradation 
would occur to affect the service level agreement. 
Meanwhile, the migration of virtual machines is also 
required to use CPU resources.

4.1  Resource idle model

The remaining available resources of each physical 
machine varies depending on the virtual machine 
deployed on it. In order to fully utilize these multi-
dimensional resources, the following formula is used 
to calculate the potential cost of idle resources:

                      (3)

where Is is the resource idle rate of the physical 
machine s, Os

p and Os
m represent the normalized CPU 

and memory utilization respectively. Rs
p  and Rs

m  
represent the normalized remaining CPU and memory 
resources respectively. 2 is a very small positive real 

number, with value set to 0.000 1. The core idea of 
the formula is to effectively utilize resources in all 
dimensions and balance the remaining resources on 
each server in different dimensions.

4.2  Energy consumption model

The power consumption of the server can be 
accurately described by the linear relationship 
between CPU utilization and power consumption[28]. 
In order to achieve energy saving, the server needs 
to be shut down when the server runs into an idle 
state. Therefore, the idle power consumption of the 
server is not an effective component of total energy 
consumption. Finally, the power consumption of 
the server s can be defined according to the CPU 
utilization function.

 

(4)
where Cj

idle and Cj
busy are the average idle consumption 

and average full load consumption of server j. Oj
p 

and Oj
m represent the normalized CPU and memory 

utilization respectively.
In addition, in a state of migration, the energy 

consumption varies when a virtual machine is 
migrated from physical server i to j.

  

(5)

�
�����ÁOi
p��ÁOi

m is the energy needed when a virtual 
machine is migrated from physical machine i to j. 
Á�Oj

pÁ�Oj
m�
������
����
����������ÁOi

pÁ�Oi
m.
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In this section, optimization of virtual machine 
placement is formally described. Assume that 
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there are n virtual machines i I to be placed on the m 
servers j J. For simplicity, it is assumed that no virtual 
machine requires computing resources that exceed 
the provided resource of a single physical machine. 
Further, assume that Rpi is the required CPU resource 
of each virtual machine, Tpj is the threshold of the 
CPU utilization rate of each physical server, Rmi is the 
required memory resource of each virtual machine, 
Tmj is the threshold of memory utilization rate of 
each physical server. Binary variable xij is adopted 
to indicate whether the virtual machine i is assigned 
to the physical machine j. yj indicates the utilization 
of physical server j��	
����z���
���
���
�������������
reduction of the energy consumption and resource 

����������
��������������	
�������������
�
�������
��
optimization deployment problem is specified by 
Eqs.(6) and (7).

Eqs.(6) and (7) are subject to

 

(6)

 

(7)

       
(8)

                            (9)

                     (10)

             (11)

            (12)

         (13)

where, constraint in Eq.(9) indicates that the virtual 
machine moved out will no longer move back to 
�
����
�
�����
��
�������
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��
continual work of our studies[29] for reducing the 
overall energy consumption of the cloud platform. 
Constraint in Eq.(10) limits virtual machine i to only 
be assigned to one physical machine. Constraint in 
Eqs.(11) and (12) depict the capacity condition of the 
physical machine. Constraint in Eq.(13) define the 
variable domain of the problem. When given virtual 
machine set n and the physical machine set m, in fact, 
there are mn schemes for optimizing virtual machine 
deployment.

For Eq.(4), there are mn optimization schemes. From 
Fig.1 it is clear that there is little difference between 
the measurement factors of energy consumption 
of the physical machines when the load reaches a 
certain threshold. For real case analysis, the energy 
consumption of the physical machine moving out of 
the virtual machine set and the energy consumption 
of the other physical machine after moving into the 
virtual machine can be regarded as an approximate 
�������	
��� 
��ÁOi

pÎ�4j
p� ����ÁOi

mÎ�4j
m, therefore 

Ci
busyÎCj

idle and Ci
idleÎCi

busy. Then according to Eq.(5), 
migration will appear as follows:

 

(14)

When Oi
p+Oi

m ÁOi
p ÁOi

m=0, which indicates 
that all of the virtual machines on a certain physical 
machine have been migrated, the physical machine 
can be powered off. However, the actual situation is 
that the physical machine’s idle energy consumption 
accounts for 70% of the average energy consumption of 
�
�������������	

��
����������������
���
���
��������[30]. 
In order to reduce the overall objective numbers, the 
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objective function can be minimized; thus, Eq.(6) is 
optimized as Eq.(8).

In fact, when all the physical machines have 
�
����������������
���� �
�������������
����������
���
������	
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������������yi will be reduced to 
one, to achieve objectives minimization, according 
to Eq.(8), the literature[30], and ACO. Then the 
method proposed in Ref.[30] can be used for the 
migration to achieve the goal of physical machine 
shutdown.

5  Ant colony based multi-objective 

optimal algorithm for virtual machine 

placement

A complete and feasible solution to the optimization 
problem of the multi objective virtual machine 
placement is to obtain the effective virtual machine 
arrangement scheme. Therefore, based on ACO, 
this paper proposes an optimal multi-objective 
method, ACVMP, for virtual machine placement. 
Algorithm 1 describes the pseudo code as follows: 
During the initialization of the algorithm, all the 
parameters are initialized, and the pheromone trail 
is set to 60. In the iteration of the algorithm, each ant 
receives the request of all the virtual machines, and 
then calls a physical server to distribute the virtual 
machine. This is achieved by using the pseudo 
random proportional rule to describe the tendency 
of the ants to place a particular virtual machine on 
the host. This rule is based on the heuristic basis of 
pheromone concentration in the current path and 
on the basis of guiding the ants choosing the best 
heuristic advantage. When an ant creates a path, 
the corresponding local pheromone is updated. 
When all the ants have completed construction of 
their solutions, each solution to the current Pareto 
set is updated. Assignment of a virtual machine to 
a physical machine is called a movement, and is 
represented by VM  PS.

���� �&�'���������'����
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As with the ACO algorithm, the ACVMP algorithm 
takes the pheromone matrix and the heuristic 
information matrix as the initial step. The quality of 
�
��'%*������
�
����������������������
������
�
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of pheromone trail[22]. The fundamental problem is the 
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pheromone structures exist: 1) the pheromone trail 
is associated with VM  PS path; 2) the pheromone 
trail is associated with each virtual machine pair. 
In this paper, we only use the first possibility to 
release pheromone, that is to define the pheromone 
trail 6i,j by referencing the benefits of migrating 
virtual machine i to physical machine j. The initial 
pheromone concentration can be obtained from 

 , where n is the number of 

virtual machines, S0 is the solution generated by the 
FFD heuristic method, I(S0) are the resources idle rate 
towards solution S0, C¸@S0) is the energy consumption 
of solution S0 after the normalization. The calculation 
is as follows:

                 (15)

where, Cj
Max is the peak energy consumption for 

server j.
In addition to pheromone, another important 

consideration in the use of the ACO is to select the 
appropriate heuristic method. The heuristic method is 
combined with the pheromone information to obtain 
a solution. It will become an important basis for the 
ant to construct the probability solution. In this paper, 
!i,j is adopted to describe the heuristic information 
and characterize the desirability of allocating virtual 
machine i to host j. In order to accurately evaluate 
the desirability of the movement of ants, the current 
state of the ants is calculated dynamically to obtain 
heuristic information. As the calculation of heuristic 
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information needs to traverse all the movements 
of the ants, it significantly affects the efficiency of 
the algorithm. In order to avoid this, an algorithm 
is needed to calculate the heuristic information 
effectively. Therefore, a heuristic information 
algorithm that fully considers the contribution of 
every movement of ants to the value of the overall 
objective function is proposed. Let PMC be the 
cluster of all physical machines. When constructing 
the solution, each ant will have all the virtual machine 
set and random PMC set. The ant will assign the 
�
���������

�������
��������
��
�������

���
��PMC 
individually. When the first physical machine is not 
able to accept any more virtual machines, the ant 
will assign the remaining virtual machines to the 
second physical machine until all virtual machines 
are assigned. Therefore, when calculating !i,j, the 
placement of virtual machines from host 1 to host j 
has a known order. Then, the local contribution value 
����
���������z���
��������
����������
�����������
������
machine i to physical machine j can be calculated by 
the following equation:

                
(16)

Accordingly, the local contribution value of the 
second objective function for assignment of virtual 
machine i to physical machine j can be calculated by 
the following equation:

                     
(17)

Algorithm 1  Part 1 ACVMP algorithm

Require:
Virtual machine collection;
Physical machine collection (including details of 

�������������
���������������������
��L¨
Resource utilization threshold;
Ensure:

Pareto solution set P;
/*Algorithm initialization*/
1: Initialize parameters 21, 22, �, 60, q0, Number of 

ants N, Number of Iterations M
2: Empty P
G!�"��������
������������������Ð0

/*Iterations*/
4: repeat
5: '�
 j = 1 to N do
6: Random sort physical machine list PMC 

/*solution construction*/
7: repeat
8: Select a new physical machine from set PMC
9: repeat
10: '�
������Virtual machine that can be deployed 

to the current physical machine do
11: Based on in Eq.(18) calculate the overall 

desirability of the virtual machine to be deployed on 
the physical machine

12: Based on in Eq.(21) calculate the probability of 
the ants to deploy the virtual machine on the physical 
machine

13: ����'�

/*Determine the deployment of virtual machines*/
14: Draw q

Algorithm 1  Part 2 ACVMP algorithm

15:��' q q0 then
16: exploitation
17: else
18: exploration
19: �����'
/*Updated local pheromone*/
20: Based on in Eq.(22) apply local update rule
21: until The current physical machine is not 

suitable for the deployment of any remaining virtual 
machine

22: until All virtual machines are deployed
23: ����'�
 /*Evaluation process*/
24: Calculate the two target values of each solution 

under the current ant colony size
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25: If the current ant colony size is not dominated 
by any other solution or Pareto solution, the current 
solution is added to set P, then remove the remaining 
dominating solutions from set P

/*Global pheromone update*/
26: '�
����� Non dominated solution of Pareto’s 

solution set P do
27: Based on in Eq.(23) apply global update rule
28: ����'�

29: until reach the set value
30: return Pareto solution set P

For the multi-objective optimization problem, the 
overall desirability of each movement is generally 
obtained through the integrated local desirability, and 
there are many ways to integrate it. In this paper, an 
integration method to describe the overall desirability 
of allocating virtual machine i to physical machine j 
is proposed:

.                      (18)

5.2  Problem solution

For a collection of virtual machines that needs to be 
placed, the ant will select virtual machine i as the 
target for the next load of current host machine j 
according to the following pseudo random proportion 
rule.

 

(19)
where, � is a parameter that allows the user to control 
the relative importance of the pheromone trail, q is 
a random number evenly distributed in the range 
[0,1]. When q > q0 the process is called exploration; 
conversely,  when q<q 0 the process is  called 
exploitation. q0 determines the fixed parameters by 
means of the relative importance of the exploration 
and exploration of the accumulated knowledge of the 
problem (0 q0 1). �k(J) is a virtual machine set 

that meets the conditions of the deployment of host 
machine j. Thus,

          (20)

!i,j������������
�����@F\L��	
���
��������������6i, j 
is given in Eq.(23), where s is a random variable that 
is selected according to random probability[31]. In fact, 
it is the probability of ant k selecting virtual machine 
i to place on host machine j:

 (21)

There are two reasons for the calculation of the 
probability of selection by the method mentioned 
above. First, in order to simplify the process, Ref.[31] 
proposes the relative importance of using a single 
control parameter (�) to map the pheromone quality 
and the desirability of each path. Secondly, the 
computation efficiency of the proposed method is 
improved by using multiplication operation instead of 
the exponential operation. 

5.3  Pheromone update

Another core importance of the ACVMP algorithm 
is the pheromone trail update. Pheromone trail value 
increases with the pheromone released from the 
ants, and it decreases with pheromone evaporation. 
The release of new pheromone is generally based 
on the fact that some of the advantage solution 
contain information that needs to be tracked through 
pheromone trails. The path information of the 
advantage solution can be deviated as other ants 
construct subsequent solutions. However, pheromone 
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evaporation also contains a practical forgetting 
function, which avoids the fast convergence of 
the algorithm in the suboptimal region, which is 
favorable for the exploration of new fields in the 
�����
��������	

��
����?
�������
����
����
�������������
The algorithm proposed in this paper includes two 
steps: local and global pheromone update. When 
performing the assignment of virtual machine i to 
host machine j, ants will reduce the pheromone trail 
concentration between the path of virtual machine i 
and host machine j with the following local update 
rules:

 

(22)

where,� 60 is the initial pheromone concentration, 
2 l(0<2l<1) is the parameter of local pheromone 
evaporation, Ij is the idle rate of physical machine j, 
m is the total number of physical machines.

Global update rules are applied when all ants have 
completed construction of the solution. Because all 
non dominated solutions or Pareto solutions can be 
considered to be the optimal solution for the multi-
objective optimization problem, this paper assumes 
that all the non dominated solutions have the same 
high quality and ignore all the dominated solutions. 
Therefore, for each solution of the current Pareto 
solution S, the global update method is calculated by 
the following equation:

     (23)

subject to,

 ,                       (24)

where, 2g(0<2<1) is the global update parameter of 
pheromone evaporation. The global non dominated 
solutions of the Pareto set will be stored in the 
external set. If the solution in the current iteration 

is not dominated by any other solution or other non 
dominated solutions in the external set, the solution is 
added to the external set and increases the number of 
pheromones that contains the solution path. Then, in 
an external set, all other solutions that are dominated 
by this solution will be cleared. In Eq.(24), N is the 
number of ants, NIS represents the solution, and S has 
joined the  external collection. ( is a self-adaptive 
coefficient, that is used to control the contribution 
of the solution to the pheromone information in the 
external set. This global updating rule can increase 
the learning ability of the ants.

6  Experimental results and analysis

In this section, the feasibility and performance of 
the proposed algorithm are evaluated via simulation 
experiments. For performance comparison, the 
proposed ACVMP algor i thm and two other 
algorithms, MGGA[32] and VMPACS[30],  were 
implemented in Python. The algorithms were executed 
on a Lenovo M8400T Think Center computer with 
3.39 Intel Core i7GHz processor, 8 GB RAM, and 
operating system Fedora 22, as shown in Tab.1.

The performance of the algorithm is directly 
affected by the setting of various parameters of 
ACVMP. In this study, the appropriate parameter 
values were determined by preliminary experiments: 
N = 10, M = 100, �= 0.45, 2l = 2g = 0.35 and q0 = 0:8. 
Referring to VMPACS, the population size was set to 
12, the initial population was generated by a random 
method, the crossover rate was 0.7, the mutation 
rate was 0.005, the maximum number of generations 
for each search procedure was 10. In contrast to 
VMPACS, the threshold of the CPU and memory 
utilization were set to Tpj = Tmj = 75% in the entire 
experiment. This is because the minimum lower 
bound for the optimal operating state of the processor 
is 70%[33]. Therefore, the threshold value 90% used in 
VMPACS, should be carefully considered. Because, 
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there should be a serious impact on the physical 
machine after the migration when the CPU runs at 
high load.

Tab.1 shows the hardware configuration of the 
experimental environment. The cloud platform used 
was OpenStack, with 10 physical machines, all 
Think Server RD550 models with operating system 
CentOS 7. Each physical machine server hosted two 
virtual machines. The virtualization environment was 
KVM. The virtual machine operating system was 
Fedora 22 server. All virtual machines ran the same 
P		[�'���
������
������������
����#�
����
��[�����
load testing tool, test plans were set respectively for 
different virtual machines. To simulate the actual load 
conditions, all virtual machines had different memory 
and CPU resource requirements. For simplicity, the 
experiment was arranged in a homogeneous physical 
server environment (this does not mean that the 
proposed method can not be used in a heterogeneous 
server environment). When there are multiple non-
dominated solutions after the operation of the 
algorithms, the solution is randomly selected from the 
non-dominated solution set.

In the initialization process, the experimental data 
were measured using a the power analyzer on idle 
energy consumption of 10 physical machine servers. 
Then, the HTTP services of 20 virtual machines were 
called through the Pylot. At this point, the status of 
the virtual machine servers can be seen as the normal 
operation of the entire cloud environment. Then, the 
power analyzer readings, and the CPU and memory 
utilization parameters of each physical machine server 

were recorded. The experimental dataset thus can be 
imported into the algorithm operating environment. 
Successively, the Python language was used to call 
the OpenStack API according to the results of the 
algorithm for live migration of the virtual machines. 
Then, physical machines that had no virtual machines 
were shut down, and the power analyzer readings 
recorded.

Experiments were repeated for four times using 
ACVMP and two other algorithms. Each runs was 
two minutes. Pylot were set different parameters 
for load call. Fig.4 is the experimental result for the 
ACVMP algorithm. Fig.4(a) is the data sampling 
plot of the first 60 seconds of the power analyzer. 
The x axis is the time unit in seconds, the y axis is 
the sum of the power analyzer attached to the power 
interface of each physical machine. It can be seen 
that the total energy consumption of the physical 
machine cluster achieves a gradient descent in about 
30 seconds after starting the experiment. The first 
point at which energy consumption starts to decrease 
is about 8 seconds, and it stops at about 15 seconds. 
This is because after the start of the algorithm, it is 
necessary to calculate the current iteration of the 
contents in the optimal solution. Then, the virtual 
machine is deployed; the virtual machines that needs 
to be live migrated should be selected, the original 
physical machine should be powered off. The live 
migration generally took 2~4 seconds, and the power 
off generally took 3~5 seconds. This is because the 
virtual machine used the Fedora 22 server system 
which does not contain a graphical user interface, and 

Table 1����`���
��������������
��

model number CPU memory OS

control node Lenovo ThinkCenter 
M8400T 1

Intel core I7

3.39 GHZ

8 GB, DDR3

1 600 Mhz
fedora 22 workstation

physical server Lenovo ThinkServer 
RD550 10

Xeon E5-2609

2 GHz

16 GB, DDR4

2 133 Mhz
CentOS 7

virtual machine 20 kvm vcpu 512 MB fedora 22 server
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Figure 4  Results of optimization of VM placement: (a) power meter of test batch 1; (b) physical server numbers of test 
batch 1; (c) power meter of test batch 2; (d) physical server numbers of test batch 2; (e) power meter of test batch 3; 
(f) physical server numbers of test batch 3; (g) power meter of test batch 4; (h) physical server numbers of test batch 4
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NAS server. After 30 seconds, the overall energy 
consumption became smooth, which shows that the 
algorithm is complete, and the optimal number of 
servers to power off has been identified. Figure4(a) 
shows an obvious effect that, in the case of ensuring 
the availability and stability of cluster services, the 
overall energy consumption decreased by about 
900 watts. Fig.4(b) shows the number of virtual 
���

��������
���
���
�������BH����������	
��`��`
��
is time, and the y axis is the number of physical 
machines. Through the comparison in Fig.4, it is 
obvious that the number of physical  machines has a 
�
��
������
����������
�������������������������
���
of the cluster. In comparison with he VMPAC and 
MGGA algorithms for four runs of the experiment, 
the ACVMP algorithm proposed in this paper has a 
relatively high shutdown ratio and the best effect, as 
can be seen in Tab.2.

Table 2  Comparison of physical machine numbers

batch 1 batch 2 batch 3 batch 4 shutdown rate

ACVMP 6  7 7  5  0.375

VMPAC  7  8  7  6  0.3

MGGA 8  8  7 8 0.225

In terms of energy consumption, in order to 
compare the application effect of the three algorithms, 
the average value of the four experimental results was 
computed, and the average energy of 60 seconds after 
the start of the experiment was plotted, as shown in 
�
��]�����������
�
����������������������
��������
���
scenarios to compare them in terms of time, which is 
represented by convergence rate. The three algorithms 
were set the same starting time. It can be seen that 
about 2~4 seconds after application of the algorithms, 
the overall energy consumption of the system 
begins to decrease. VMPAC obtains the optimized 
solution slightly earlier than the proposed ACVMP. 
This is because VMPAC obtained fewer physical 
machines for power o than ACVMP. Among the three 

algorithms, MGGA has the slowest convergence 
rate, which is as a result of the nature of the genetic 
algorithm. In roughly the same case, compared with 
VMPAC, the ACVMP algorithm proposed in this 
paper further reduces the energy consumption by 
about 5%, and improves the convergence speed by 
about 0.05%. Compared with MGGA, ACVMP can 
further reduce the energy consumption by about 
18%, and improves the convergence speed by about 
16%. In this scenario, the application results and 
performance of this algorithm are higher than those of 
the other two algorithms, and is closer to the optimal 
solution.

algorithm started
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0 20 40 60
time/s
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ACVMP

Figure 5  Effect comparison among algorithms

7  Conclusion

In this paper, a virtual machine placement optimization 
problem was studied in the context of green cloud 
computing. Consequently, an ant colony optimization 
model was proposed for virtual machine deployment. 
The model can be used to map virtual machines to 
suitable physical machines considering resource 
utilization. The model extends the optimization 
placement problem to a multi-objective optimization 
problem with multidimensional vector packing. By 
means of two sub-models, resource idle and energy 
consumption, the model can be utilized to find an 
optimal placement scheme. Experiments conducted 
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via simulations verify the effectiveness of the model 
and algorithm. Compared with similar models, the 
convergence rate was shown to have improved by a 
maximum of 16% , and average energy consumption 
reduced by as much as 18%. The experimental 
results also show that the algorithm proposed in this 
paper can indeed play a useful green, energy-saving 
role.
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