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The potential advantages of using digital techniques 
instead of film-based radiography have been dis- 
cussed extensively for the past 10 years. A major 
future application of digital techniques is computer- 
assisted diagnosis: the use of computer techniques to 
assist the radiologist in the diagnostic process. One 
aspect of this assistance is computer-assisted detec- 
tion. The detection of small lung nodule has been 
recognized as a clinically difficult task for many years. 
Most of the literature has indicated that the rate for 
finding lung nodules (size range from 3 mm to 15 mm) 
is only approximately 65%, in those cases in which the 
undetected nodules could be found retrospectively. In 
recent published research, image processing tech- 
niques, such as thresholding and morphological analy- 
sis, have been used to enhance true-positive detec- 
tion. However, these methods still produce many 
false-positive detections. We have been investigating 
the use of neural networks to distinguish true- 
positives nodule detections among those areas of 
interest that are generated from a signal enhanced 
image. The initial results show that the trained neural 
networks program can increase true-positive detec- 
tions and moderately reduce the number of false- 
positive detections. The program reported here can 
perform three modes of lung nodule detection: thresh- 
olding, profile matching analysis, and neural network. 
This program is fully automatic and has been imple- 
mented in a DEC 5000/200 (Digital Equipment Corp, 
Maynard, MA) workstation. The total processing time 
for all three methods is less than 35 seconds. In this 
report, key image processing techniques and neural 
network for the lung nodule detection are described 
and the results of this initial study are reported. 
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imaging, etc) have been growing very rapidly. 
The development of picture archiving and com- 
munications systems (PACS) has been greeted 
with great enthusiasm. 1-3 Besides rapid digital 
communication and huge on-line storage using 
the current digital technology for medical imag- 
ing, clinicians are also interested in potential 
applications of artificial intelligence in medicine 
based on advanced computer power. Medical 
imaging, artificial intelligence, and computer 
technology are closely associated and have com- 
mon goals in the improvement of patient care. 
These research activities are currently being 
pursued in the radiology research community. 

Although skilled pulmonary radiologists have 
a high degree of accuracy in diagnosis, problems 
remain in the detection of disease, problems 
that cannot be corrected with current methods 
of training and high levels of clinical skill and 
experience. These problems include the miss 
rate for detection of small pulmonary nodules, 
the detection of minimal interstitial lung dis- 
ease, and the detection of changes in pre- 
existing interstitial lung disease. Enhancing the 
detection of small pulmonary nodules by com- 
puter-assisted diagnosis, the goal of this project, 
is important because studies in the use of chest 
radiographs for the detection of lung nodules 4's 
have shown that even with highly skilled and 
highly motivated radiologists who are task- 
directed to detect any finding suspicious for a 
pulmonary nodule and working with high qual- 
ity chest radiographs, only 68% of all retrospec- 
tively detected lung cancers were detected pro- 
spectively when read by one reader, and only 
82% were detected by two readers. In the series 
reported by Stitik, many of the missed lesions 
would be classified as T1MxNx lesions, the stage 
of non-small cell lung cancer that Mountain 
indicates has the best prognosis (42%, 5-year 
survival). 6 This is the same stage of lung cancer 
that our current computer-assisted diagnostic 
program has proven best in detecting (nodules 3 
to 20 mm in diameter, separate from the hilum). 
In Stitik's analyses, the three most frequent 
causes of error are: observer error, fil defined 
lesions, and lesions overlying bone. 
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The current film/screen procedure and cur- 
rent radiologist reading techniques have been 
practised for many years, and the diagnostic 
yield from the established techniques is not 
likely to improve. Alternative methods are there- 
fore of potentially great clinical importance. 
Because cost-effective high speed computers, 
such as the "reduced instruction set"-type com- 
puters, which can range from 25 to 75 million 
instructions per second, ate applied to the 
rapidly developing areas of pattern recognition 
and artificial intelligence, the use of these tech- 
niques for radiographic pattern recognition be- 
comes a practical and qui.ck method to assist the 
radiologist by serving as an additional check on 
the radiologists skills at disease detection. 

M A T E R I A L  A N D  M E T H O D S  

Chest radiographs for patients who have p r ima~  and 
metastatic cancer and one or several lung nodules are 
converted into digital form using a laser film digitizer. The 
digital data are transmitted and stored in our PACS until 
needed for the research project. The images are then 
retrieved to a high speed workstation. Sequential computer  
searches are then performed consisting of a thresholding 
evaluation, use of background subtraction for nodule en- 
hancement, a test of profile matching rate, and, finally, 
neural network classification. It takes 25 to 35 seconds to 
search for suspected nodules and report the probability (ie, 
confidence level) of having a nodule in the area. 

Clinical Cases 
We selected 30 patients who had primary or metastatic 

cancer (and, in some cases, one or several who had calcified 
granulomata) whose chest radiographs each eontained one 
of several lung nodules of 3 to 15 mm in size, separated from 
the hilum. We selected 3 mm as the minimum size because 
most radiographically detectable nodules are larger than 3 
mm in diameter (ie, =18 pixels in 2,048 x 2,500). We 
selected additional patients as normal controls from pa- 
tients without known cancer and with chest radiographs 
considered by two radiologists to be free of nodules. 

Film Digitization Method 
The selected chest radiographic images are converted to 

digital format with a laser film digitizer (Konica Laser Film 
Scanner Model: KDFR-S; Tokyo, Japan). This scanner 
undergoes routine quality control test including 7 gray value 
response, spatial linearity, flat field uniformity, and fre- 
quency response function (or modulation transfer function). 

Once digitized, the image data is transmitted to a Micro- 
VAX II computer (the host of the film scanner) through a 
D R l l - W  channel. These images are formatted in 2,048 • 
2,500 x 10 bits of computer  information (for a 14 inch x 17 
inch area where each image pixel represents 175 ~m 
square). These images can be sent to the PACS and/or  the 
high speed workstation. Each pulmonary radiograph is 
shrunk to 512 x 625 x 12 bits by a convolution process, s 
This reduces the number of calculations by a factor of 16. 

Imaging Processing for Enhancement of Lung 
Nodule Detectability 

Potential nodule information in a pulmonary radiograph 
was enhanced by subtracting a nodule suppressed image (le, 
a kernel size of 15 mm for the median filter) from a nodule 
enhanced image (ie, a matched filter of a sphere profile with 
15 mm in diameter). Besides median and match filters, the 
nodule enhanced algorithms involve two-dimensional fast 
Fouier transfer and background correction. The algorithms 
were composed as indicated in Fig 1.9 We call the resulting 
image a "nodule enhanced image." 

Suspected Lung Nodule Extraction and 
Determination 

Feature extraction to detect round or nearly round 
objects is conducted on the nodule enhanced image as the 
first step in the nodule searching procedure. This image is 
processed by a feature extraction technique using edge and 
gray value tracking with different gray values for threshold- 
ing. 9,a~ This is followed by a sphere profile matching 
techniques involving two steps: 

Feature extraction. Once ah atea meets criteria for a 
possible nodule based on edge detection and gray value 
thresholding, the image block of the area (32 x 32 pixels 
representing 55 mm x 55 mm on the original image) is 
selected for further analysis. First the image block is 
background corrected and processed for background re- 
moval. The latter is done by calculating the averaged value 

Fooyi~" Ixansforrn of a sphere protŸ 

Fourier Tr~sfonn 

Inv�91 Fourie~ Tmnsform 

Fig 1. Processes of the nod- 
ule enhancement. 
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of the pixels just outside the tracking boundaries on the 
background eorrected image. These tracking boundaries ar e  

the corresponding boundaries of the initial area search on 
the nodule enhanced image. 

Sphereprofile matching technique. A sphere profile match- 
ing technique is then used. Several two-dimensional syn- 
thetic sphere profiles corresponding to various diameters 
w e r e  made and stored in the computer memory of disk. 
Each profile has a third dimension representing normalized 
intensity. The density in the profile atea is proportional to 
the integration of attenuation through a sphere. 

After the suspeeted area has its background removed, the 
a r e a  equivalent synthetic profile is fetched for the calcula- 
tion of the matching rete given below: 

:~A(x, y)S(x, y) 
Mr - [~A2(x ' y)]l;2[,~S2(X ' y)]li2 (1) 

where S(x,y) is the synthetic nodule block andA(x,y) is the 
background subtracted image block which is given by: 

A(x, y) = f'(x, y) - B (2) 

w h e r e  f ' (x ,y)  denotes the background corrected image 
bloek and Bis  the calculated background value. 

To obtain the reasonable matching rate, several con- 
stants, one constant al a time, are added to (or subtracted) 
from the background eliminated image block (B). These 
calculations are used to search for the greatest match with a 
profi le--we used a maximum matching rate in this experi- 
men~. The higher the values of lhe matching retes c~btained 
in the corresponding extracted image block, the higher the 
probability that a nodule is in the atea. We preset t h r e e  

different levels of matching rete for various detection 
sensitivities: low confidence (high sensitivity)--0.8 to 0.85, 
moderate confidence (moderate sensitivity)--0.85 to 0.9, 
and high confidence (low sensitivity)---0.9 to 1.0. A brief set 
of computer execution steps is given below: 

Slep 0: Search a pixel value greater than the threshotd 
value. 
Step 1: Trace the boundary of ah atea containing pixel 
values greater than the threshold value. 
Step 2: Find the centroid of the atea. 
Step 3: Artificially make (of retrieve from memory) a 
two-dimensional sphere profile having an equivalent 
radius. 
Step 4: Calculate the matching rate between the artificial 
profile and the suspected atea. 
Step 5: Find the most probable case of matching. 
Step 6: Mask the atea with a value below the threshold 
value (eg, 0). 
Step 7: Go back Step 0 to continue. 

Through the nodule enhancing processes and matching 
tate determination, all round and nearly round objects in 
the nodule-enhanced image ate selected. However, many 
vessel spots, vessel ctusters, and some rib crossing a r e a s  are  

also sometimes identified as suspected areas (le, at this 
point the sensitivity of the system is 100%, but the specificity 
is low). These are false-positive detections and an addi- 
tional step (the neural network) is used to decrease their 
frequency. 

Nodule Detection Using a Back-Propagation 
Neural Network 

A neural network has been trained a sa  classifier to help 
to distinguish the rib crossings and round vessels flora the 
true nodules. The results ofour  initial attempt are encourag- 
ing and are reported below. 

Clinical cases used. Image blocks used for both the 
training and testing of the neural network were selected 
from true-positive and false-positive detections based on 
the nodule detection computer program running in the high 
sensitivity selection mode (le, matching rete >0.7). For 
training the neural network, the database was divided into 
three categories: non-nodule, nodule, and calcified nodule 
cases. All classifications were confirmed by the radiologist. 

Training cases. The neural ne~wvrk was trained on 
extracted 32 pixel x 32 pixel boxes taken from chest images. 
The true nodule cases were taken from chest images of 
patients who had cancer metastatic to the lung, each of 
which contained several lung nodules. In experiments 1 and 
2 (described below) the normal training images were ob- 
tained from chest images in patients without known cancer 
considered by at least two radiologists to be free from 
nodules. For both experiments, original images including 
their extracted image blocks ate separated into two catego- 
ries: for training and testing. For experiment 3, 30% of 
nodule-free image blocks for training come from test images 
in which each image contains a single true nodule. However, 
no image blocks are reused for both training and testing. 

Nodu]es considered to be ca]cified inctuded nodules 
unequivocally calcified and those thought to be calcified and 
unchanged for at least 1 y e a r .  

Test cases. The lung nodule ceses used to test the neural 
network were mainly those in which the patients h a d a  
single proved nodule. Three cases with several metastatic 
nodules were also included in the true-positive category, 
each contributing one nodule to the series. 

The Neural Network Structure and 
Back-Propagation: Training the Neural Network 

The structure of the neural network. The neural network 11 
was established by a two-layer structure (ie, single hidden 
layer neural network): ( i )  the input layer which consists of 
1,024 nodes and each node accepts each pixel value on the 
image block (32 x 32 elements); (2) the hidden layer which 
consists of 100 to 200 nodes in this experiment; and (3) the 
output layer which has two or three nodes. The nodes 
between adjacent layer are fully connected. Figure 2 shows 
the construction of this neural network. 

On the output layer, node 0, is assigned to non-nodule 
cases, node l i s  assigned to nodule cases, and node 2 is 

(Assigned value) 0 1 2 
Output layer ~ 2 - 3 nodes 

Hidden layer  ~ ,  . �9 100 - 200 nodes 

Input layer �9 1024 nodes 

Fig 2. A neural network structure for evaluation of lung 
nodute blocks. 
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assigned to calcified nodule cases. In some experiments, 
only two nodes were use& That means node 2 was deleted 
and merged into node 1. Each of the gray values of the 
nodule-enhanced image block (32 • 32 elements) of the 
suspected area (selected by the prelimina~ computer seareh 
set for higb sensitivity) enters into each input node (total 
1,024 input nodes) of the neural network. Through the 
back-propagation training, each weighting factor of the 
synapse (the connection between nodes) would be assigned 
a value. Two sets of weighting factors (calculated by the 
neural network during training), corresponding to input and 
hidden layers and hidden and output layers, were stored in 
the computer disk files for the future test, for which 
feed-forward propagation is used. 

In typical neural network ]earning, the design of the 
network structure, a good set of the training samples, and 
sufficient repetition are essential. During the iteration of 
the training, the sum of the square output errors should 
converge during the training to estabtish a good set of 
weighting factors. 

Parameter presets for the neural network e:tperiments. Sev- 
eral parameters ate preset in the neural network training 
using the above network structure. The learning gain is set 
at 0.15. In the forward-propagation, each node received a 
nonlinear weighting contribution using a sigmoid function. 
In the neural network experiments, three different training 
arrangements were tested with variations of either 100 or 
200 nodes in the hidden layer and with two or three output 
nodes. In experiment 3, some of the false-positive image 
blocks from chest images with true-positive findings were 
included in the training set. 

Feed-Forward Propagation and Outputs: 
Classification of Unknown lmage Block 

For testing ah image block, each weighting factor calcu- 
lated during the training sessions must first be assigned to 
the appropriate position within the neural network. In this 

study, the value at each output was normalized to provide a 
threshold for assigning an image block to that output node. 
Only nodes I and 2 were of concern. This is because the 
normalized output value at node 1, Pt, is equivalent to the 
probability of the test image block containing a nodule. Pi is 
given by: 

(~ v:)_ v0 
Pi - ( 3 )  

vk 
k 

where I/k is the original output value at node k. 
To test a chest image, the image is first evaluated by the 

nodule enhancement proeess. Image blocks are extracted 
based on their detection by the high sensitivity mode of the 
matching rate evaluation. The suspected image blocks (both 
true- and false-positive detections) are then fed into the 
trained neural network. Once the normalized output value 
at node 1 is greater than a preset threshold, the system 
draws a circle on the digitized image of the whole chest to 
surround the detected area. The program places a check 
mark on the top of the circle. The larger the check mark, the 
higher the probabiliiy of nodule assigned to that detection 
by the neural network. An example of this final alerting 
scheme is shown in Fig 3. 

Data Analysis 
The values of P1 resulting from the neural network test 

for each suspected image block from the test set were 
recorded classifying the image blocks into two categories, 
non-nodule and nodule. The first category contains the Pi 
values from the non-nodule blocks and the second catego~ 
contains the Pi values from the nodule blocks. Both catego- 
des were analyzed by receiver operating characteristic 
methods 12 (LABROC program developed by C. Mertz, MD, 
et al) for evaluation to see how the neural network performs 
using the above setup. 

Fig 3. Ar diagno- 
sis panel with detection of the high 
confidence level. 
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RESULTS 

Convergence of The Neural Network 

Using this network with its preset factors, the 
sum of the square output errors eonverged 
starting from approximately 200 iterations and 
continuing up to 400 to 500 iterations for all 
training. Image blocks in the training set receive 
100% correct detection of nodule and non- 
nodule when the cutoff is set at 0.5 for the 
normalized output value at node 1 (or the sum 
of nodes 1 and 2). The results including the 
receiver operating characteristic (ROC) curve 
of the performance response are illustrated in 
the following section. 

Classification Accuracy of The Neural Network 

Experiment 1. The training set was four 
images consisting of 20 multiple nodules and 40 
false nodules detected from the preliminary 
evaluation. The test set was 26 images consist- 
ing of 39 true nodules and 135 false nodules. 
The number of nodes on the hidden layer was 
200, and the number of output  nodes was 3. 

Figure 4 shows ah ROC curve in whichA (z) is 
0.634 with standard deviation (SD) 0.049 (where 
A (z) denotes the area under the curve). 

Experiment 2. The training set was four 
images consisting of 20 multiple nodules and 40 
false nodules detected from the preliminary 
evaluation. The test set was 26 images consist- 
ing of 39 true noduIes and 135 false nodules. 
The number of nodes on the hidden layer was 
100, and the number of output nodes was two. 
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Fig 4. An ROC curve in which A(z) is 0.634 with SD = 0.049. 
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Fig 5. An ROC curve in which A(z) is 0,645 with SD = 0.052. 

Figure 5 shows an ROC curve in which A(z) is 
0.645 with SD = 0.052. 

Expetiment 3. The training set was 12 im- 
ages consisting of 20 multiple nodules and 40 
false nodules detected from the preliminary 
evaluation. The test set was 22 images consist- 
ing of 36 true nodules and 117 false nodules. 
(Some images were used in both sets, however, 
cases ate not mixed in both sets). The number 
of nodes on the hidden layer was 200, and the 
number of output nodes was two. 

Figure 6 shows an ROC curve in which A(z) is 
0.782 with SD = 0.044. 

From the above data, it can be seen that 
different patterns of the neural network ( the  
number of nodes in the hidden layer and in the 
output layer) do not affect the ROC area. I t is  
interesting to see ah inerease in the ROC area 
with the use of some of the false-positive detec- 
tions from the test images in the training set. 
This particular result indicates that the neural 
net would perform much better  when more 
background information about the test images 
is provided. 

DISCUSSlON 

Substantial work in the field of computer- 
aided diagnosis has been done by a group of 
researchers led by K. Doi ~3.L4 in pulmonary 
nodule detection, ~�91176 interstitial Iung diseases, 
analysis of heart size, detection of clustered 
microca]cification and mammographic masses, 
analysis of stenotic lesions, etc. Giger has pre- 
sented two effective lung nodule detection meth- 
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Fig 6. Ah ROC curve in which A(z) is 0.782 with SD = 0.044. 

ods: the evaluation of circularity with incremen- 
tal thresholding and the evaluation of circularity 
using a morphological "open"  operation. The 
results indicated that these methods achieved a 
true-positive detection rate of approximately 
70% with an average of three to four false- 
positive detections per chest image. In their 
experiment, an image database consisting of 60 
chest radiographs was used. Thirty chest images 
were normal and the remaining 30 radiographs 
contained nodules. Using a VAX-11/750 com- 
puter (Digital Equipment Corp, Maynard, CA), 
the process times for incremental thresholding 
and morphological operation methods were 
approximately 3 to 4 minutes and 1 hour, 
respectively. 

Results of another  independent  research 
project in computer  search of chest radiographs 
for lung nodules was presented by W. Lampeter  
and J. Wandtke. 15 They manuaily masked the 
nonlung regions (ie, from the chest wall border  
to the sides and top of the radiograph, the 
regions of the diaphragm, mediastinum, and 
heart shadow). An image of the lung area was 
processed by a circle finder approach based on 
Hough transform 16,19 and edge enhancement  by 
a spline filter. Lampeter  and Wandtke also used 
a "nodule expert" algorithm to classify sus- 
pected nodules based on a linear discriminant 
function. The experiment trained the program 
with 37 radiographs and can detect 92% true- 
positives of nodules using the same set of 37 
radiographs. This program takes 30 minutes 
with a VAX 11/780. 

There  are several differences in the image 
processing algorithms used in our work and 
those previously reported. These are the use of 
a sphere profile matching algorithm that looks 
for the maximal fit by comparing the suspect 
area with several potential sphere profiles. Our 
total computer  program is based on fast or 
semifast (due to memory swapping) algorithms 
and completes its task in approximately 35 
seconds, substantially faster than prior pro- 
grams. The neural network classifier was success- 
fui in getting the data to converge. 

In experiments 1 and 2, the performance 
indeces A(z) of ROC curve are = 64% by using 
the neural network. Experiment 3 shows that 
the detection is greatly improved (A[z] = 78%) 
when both training and testing use separate sets 
of image blocks, however, they share some 
images (ie, some of the image blocks in training 
and testing sets were selected from same chest 
images). The improvement performance in ex- 
periment 3 may result from two reasons (1) the 
correlation of both the training and the test 
image blocks from the same images in experi- 
ment 3 and (2) training image blocks were 
selected from only four chest images in experi- 
ments 1 and 2; thus, not many varieties of 
background information were learned by the 
neural network. We do not know which is the 
dominate factor, further evaluation using a 
larger database is planned. 

The work reported here used image process- 
ing techniques as preliminary scanning methods 
to define suspected nodule areas. The final 
nodule classification was analyzed using back- 
propagation neuraI network. The neural net- 
work technique may offer advantages when 
compared with the image processing techniques 
alone. This is because the conventional image 
processing techniques result in several false- 
positive detections for each true-positive detec- 
tion. We believe that some of the false-positive 
detections can be eliminated by the neural 
network. Further  development of the algorithm 
and expansion of the data base are continuing. 
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