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PROPORTIONAL HAZARDS ( C o x )  REGRESSION is a power-  
ful analytic tool for testing whe the r  several factors 
(e.g., cigarette smoking,  hyper tens ion)  are indepen-  
dent ly  related to the rate (over  t ime)  of  a specific event  
(e.g., heart  attack yes /no) .  It can also be  used to control  
for baseline differences be t ween  groups  in nonrandom- 
ized studies and randomized  clinical trials (RCTs). 

The availabili ty of  desktop  compute r s  and user- 
fr iendly software has resul ted in a marked increase in 
the use of  propor t iona l  hazards regression by  clinical 
researchers.  However ,  most  detai led reviews of  the 
t echnique  1-5 cannot  be  unders tood  by  non-statisticians. 
In this article we  begin  wi th  a rev iew of s impler  types of  
survival analyses, highl ight ing the concepts  of  rate of  
ou t come  and censored  observations.  Building on these 
two concepts ,  we  descr ibe the statistical propert ies ,  
under lying assumptions,  interpretat ion,  and applica-  
t ion of propor t iona l  hazards regression. Also we  de- 
scribe t ime-dependen t  covariates,  the use of  propor-  
t ional hazards regression versus logistic regression, and 
other  technical  aspects of  propor t iona l  hazards regres- 
sion. Finally, we  illustrate the appl icat ions of  this tech- 
n ique  by  reviewing 80 articles f rom the New England 
Journal o f  Medicine and the Annals of  Internal Medi- 
cine that used propor t iona l  hazards regression dur ing 
1984, 1987, and 1990.  Our  goal is to enable  non-statis- 
ticians to in terpret  these models  and to provide  guide- 
lines for clinical researchers  per forming  this type of  
analysis. 

SURVIVAL ANALYSIS 

Proport ional  hazards regression belongs to a family 
of  analytic techniques  referred to as survival analysis. 
Survival analysis measures  the risk (occur rence)  of  an 
ou tcome  (an event  such as death)  over  time. Although 
the te rm is "survival  analysis," the me thod  appl ies  to 
analysis of  any t ime-to-event  data, whe the r  the event  is 
death  or  something  else. 

The starting po in t  ( '  ' zero  t i m e " )  for survival analy- 
sis of  a RCT is general ly  the t ime  of  randomizat ion.  In 
observational  studies, the cho ice  of  starting point  is not  
always straightforward. For example ,  in de termining  
survival t imes for pat ients  wi th  coronary  artery disease, 
the starting point  cou ld  be  the date a pat ient  first devel- 
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oped  chest  pain, the date the pat ient  was first diagnosed 
wi th  coronary artery disease by  a physician,  or the date 
angiography demonst ra ted  significant coronary artery 
stenosis. Because there is no " r igh t "  starting point  for 
observational  studies, investigators should  choose the 
starting point  most  appropr ia te  for their  research ques- 
t ion and state their  choice  clearly in the methods sec- 
t ion of  their  report .  

The endpoin t  for survival analysis is the date of  the 
ou t come  of interest. The ou tcome  must  be dichoto- 
mous  (e.g., heart at tack yes /no)  rather  than ordinal 
(e.g., small, moderate ,  or large areas of  the heart not 
funct ioning)  or cont inuous  (e.g., cardiac enzyme 
levels).  In some studies the ou tcome  may be a compos-  
ite event.  An example  of  a compos i te  event  is develop- 
men t  of  a cardiac complicat ion:  a heart  attack, an epi- 
sode of  pu lmonary  edema,  or a ca rd iopulmonary  arrest. 
With a composi te  ou tcome,  the date of  the first event  is 
used. A study may have bo th  pr imary  (e.g., heart attack) 
and secondary (e.g., mortal i ty)  ou tcomes .  

Survival analysis assesses the risk of  an event "over  
t ime . "  This is in contrast  to other  statistical techniques,  
wh ich  assess the cumula t ive  risk of  an event  at a particu- 
lar poin t  in time. For example ,  a s imple  propor t ion  can 
be used to describe survival of  a g roup  of  patients three 
years after a heart attack. We can say that after three 
years, 60% of  the pat ients  are still alive. However,  we  
wou ld  still not know whe the r  most  of  the deaths oc- 
curred  within days of  the heart  attack, years after the 
heart  attack, or at a constant  rate during the study 
period.  

A focus on rate of  ou tcome  is part icularly impor- 
tant in studies of  l ife-threatening diseases, such as 
cancer  and AIDS. With these diseases, we  are interested 
in t reatments  that s low the rate of  death, even if most  
subjects ul t imately die f rom that disease. For example ,  
in a s tudy of  patients  wi th  brain metastases, patients 
were  randomized  to surgery fo l lowed by  radiotherapy 
versus radiotherapy alone. At two years none of the sub- 
jects w h o  had rece ived  surgery were  alive and only 4% 
of  the subjects who  had received radiotherapy alone 
were  alive .6 However ,  survival was significantly longer 
for those w h o  had received surgery than for those who  
had rece ived  only radio therapy (median  survival, 40 
weeks  versus 15 weeks) .  

Using a s imple  p ropor t ion  to descr ibe  the survival 
of  a g roup  suffers f rom a second major  limitation: it 
cannot  accommoda te  subjects wi th  variable durations 
of  fol low-up.  If  a third of  subjects have been  fo l lowed 
for a year, a third for two  years, and a third for three 
years, the p ropor t ion  of  subjects alive at three years 
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could  be  based only on those wi th  a three-year follow- 
up  and so would  not represent  the exper ience  of  the 
entire group.  

Variable durations of  fo l low-up occur  in clinical 
trials for a variety of  reasons. Usually, clinical trials 
accrue subjects over  a per iod  of months  to years, but  
end fol low-up at a c o m m o n  poin t  pr ior  to all subjects '  
deve loping  the ou tcome  of  interest.  Therefore,  at the 
end of the trial some subjects will  have been  fo l lowed 
for longer per iods of  t ime than others.  Variable lengths 
of  fo l low-up may also occu r  because  subjects move,  
lose interest  in the study, or  b e c o m e  too ill to partici- 
pate. On occasion, subjects must  be  wi thdrawn prema-  
turely f rom a trial because  of  a non-endpoin t  illness that 
p rec ludes  them f rom cont inuing  in the s tudy or pre- 
vents them from being evaluated for the ou tcome  in 
question.  For example ,  in a RCT compar ing  warfarin 
wi th  no t rea tment  or aspirin (control  g roup)  in pre- 
vent ing stroke, 7 subjects we re  wi thdrawn if they  died 
f rom causes other  than stroke. 

Survival analyses ove rcome  the l imitations of  sim- 
ple  proport ions ,  a l lowing us to descr ibe the exper ience  
of  a g roup  over  t ime and to accommoda te  variable 
lengths of  fol low-up in our  studies. 

Estimation of Survival Curves 

Because there are numerous  descr ipt ions of  h o w  to 
construct  survival curves, 8-11 we only briefly rev iew 
these methods.  Survival curves are graphic  representa-  
tions of  the cumulat ive  p ropor t ion  of  subjects  remain- 
ing event-free at each poin t  in t ime. The two c o m m o n l y  
used methods  for est imating the survival t ime of  a g roup  
are the life-table (somet imes  cal led actuarial  or  Cutler- 
Ederer) and the product - l imi t  (Kaplan-Meier) 
methods.  With the life-table method ,  the probabi l i ty  of  
survival is est imated for discrete  t ime intervals (e.g., 
three months,  six months) .  With the Kaplan-Meier 
method,  an interval is defined by  each occur rence  of  
the ou tcome  (e.g., death)  in the sample.  

To a l low for variable lengths of  fol low-up,  these 
methods  "censo r "  subjects w h o  have not  expe r i enced  
the specified ou tcome  at the t ime of  the last observat ion 
date. In effect, a subject  is r emoved  f rom the analysis at 
the censor  date. The advantage of  this approach  is that a 
subject  w h o  is lost to fo l low-up at three years of  a four- 
year s tudy can contr ibute  three  years of  event-free t ime 
to the analysis. 

The advantages of  be ing able to incorpora te  infor- 
mat ion f rom censored observat ions is i l lustrated by  a 
four-year RCT compar ing  fluoride wi th  p l acebo  for the 
prevent ion  of  fractures among  w o m e n  wi th  os teoporo-  
sis. t 2 Of  the 202 w o m e n  w h o  began the study, only  135 
(67%) c o m p l e t e d  the four  years of  t reatment .  Had the 
investigators chosen a m e t hod  of  analysis that  did not  
a l low for censoring, a third of  the w o m e n  wou ld  have 
been  d ropped  f rom the analysis. By using survival analy- 

sis the investigators could  inc lude  observat ions f rom 
the t ime that these w o m e n  entered  into the s tudy until  
the t ime they wi thdrew,  thus making ful ler  use of  avail- 
able information.  

Survival analysis assumes that censor ing occurs  in- 
dependen t  of  the rate of  ou tcome.  In o ther  words,  if 
subjects could  be  fo l lowed beyond  the censored  point ,  
they wou ld  have the same rate of  ou t come  as those not  
censored.  When  censoring is not  independen t  f rom the 
rate of  ou tcome,  survival analysis is not valid. Censoring 
due  to ending fol low-up of  all subjects at a c o m m o n  
poin t  is general ly  assumed to be  independen t  of  rate of  
ou tcome.  An illustration of  non independen t  censor ing 
is a trial in wh ich  subjects in one t rea tment  arm are 
more  likely to d rop  out  than subjects  in the o ther  arm 
due  to a side effect of  t rea tment  that wou ld  ul t imate ly  
result  in an ou t come  event  (e.g., death) .  In the example  
discussed above of the four-year RCT compar ing  fluo- 
r ide wi th  p lacebo  for the prevent ion  of  fractures,  the 
investigators repor ted  that the d ropou t  rates were  simi- 
lar for the t rea tment  group  and the p lacebo  group.  This 
finding is consistent  wi th  censor ing occurr ing  indepen-  
den t  of  the rate of  ou t come  and s trengthens the val idi ty 
of  their  findings. 

In a clinical trial, observat ions are not  necessari ly 
censored  w h e n  t rea tment  is s topped.  In many  studies, 
pat ients  are fo l lowed for years after t rea tment  has ended  
in order  to observe long-term outcomes .  Also, analysis is 
often conduc ted  fol lowing the intention-to-treat  princi-  
ple.  The pr inc ip le  is that t ime at risk and ou tcome  
events  are al located to the initially assigned t rea tment  
g roup  whe the r  or  not  the subject  consumes  that 
t reatment .  
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FIGURE 1. Kaplan-Meier curve showing estimated probability of 
stroke. The broken line represents the control group, and the solid line the 
warfarin group. Adapted with permission from information appearing in: 
Boston Area Anticoagulation Trial for Atrial Fibrillation Investigators. The 
effect of low-dose warfarin on the risk of stroke in patients with nonrheu- 
matic atrial fibrillation. N Engl J Med. 1990;323:1505-11. 



7 0 4  Katz, Hauck. PROPORTIONAL HAZARDS REGRESSION 

Based on the probabi l i ty  of  survival at different 
points  in t ime,  survival curves can be  graphed.  Figure 1 
shows two Kaplan-Meier curves represent ing  the sur- 
vival expe r i ence  of  subjects in the RCT compar ing  war- 
farin wi th  no t rea tment  or aspirin (control  group)  in 
prevent ing  stroke. 7 Survival curves for two or more  
groups  may  be compared  using the log-rank (also re- 
ferred to as the Savage, Mantel-Cox, or Mantel-Haens- 
zel) test or  the Wi lcoxon (also referred to as the Bres- 
low or Gehan)  test. The Wi lcoxon  test p laces  greater  
weight  on early events in a s tudy than on late events, 
whi le  the log-rank test gives equal  weights  to events 
that occur  th roughout  the study. 4 These statistics test 
whe the r  the curves are significantly different f rom one 
another  in t ime to ou tcome.  Because these statistics 
compare  the entire curves, they should not  be  used to 
conc lude  that the curves differ at a par t icular  poin t  in 
t ime. In the case of  the compar i son  be tween  warfarin 
and control ,  the log-rank test showed  that there were  
significantly more  strokes over  t ime in the control  
g roup  than in the warfarin g roup  (p = 0 .01) .  

Assessing the Effect of Covariates on the Rate 
of Survival 

Compar i son  of  survival curves wi th  statistical test- 
ing answers the quest ion of  whe the r  two or more  
groups  differ in their  t ime to ou tcome.  However ,  pro- 
por t ional  hazards regression is needed  to assess the si- 
mul taneous  effect of  mul t ip le  covariates on survival. 
(The te rm covariate is used th roughout  this review; the 
reader  should  be  aware that covariates are also referred 
to in the l i terature as variables, predictors ,  prognost ic  
factors, risk factors, and confounders .  The dist inction 
be tween  a "r isk  fac tor"  and a " c o n f o u n d e r "  is impor-  
tant to the interpretat ion of  a study. However ,  in a sta- 
tistical model ,  risk factors and confounders  are t reated 
mathemat ica l ly  in the same way, as covariates.)  

The need  for propor t iona l  hazards regression is 
best  apprec ia ted  w h e n  considering an alternative 
me thod  of  studying the effect of  mul t ip le  prognost ic  
factors on the rate of  an ou tcome.  For example ,  Elwes et 
al., using three separate Kaplan-Meier analyses wi th  
log-rank tests, repor ted  that the predic tors  of  seizures 
inc luded a neurologic  handicap,  a social handicap,  and 
a psychiatr ic  handicap.  13 The p r o b l e m  wi th  this analy- 
sis is that the reader  cannot  evaluate whe the r  these co- 
variates are independently related to rate of  seizure 
recurrence .  Because these covariates are not  mutual ly  
exclusive,  it is l ikely that only  one or two of  them wou ld  
have independen t ly  p red ic ted  rate of  seizure recur- 
rence  in a propor t iona l  hazards model .  

Proport ional  hazards regression p roduces  a coeffi- 
c ient  (a number )  that provides  a measure  of  the associa- 
t ion be tween  a covariate and rate of  ou t come  after con- 
troll ing for  o ther  covariates. The coefficient for each 
covariate es t imated by  the propor t iona l  hazards model  

can be used to predic t  the rate at wh ich  outcomes  will  
occur  for groups of  subjects. 

PROPORTIONAL HAZARDS MODEL 

The model  is specified in terms of the hazard. The 
hazard is the probabi l i ty  that a subject  will  exper ience  
an ou tcome  (e.g., death)  in the next  unit  interval of  
t ime given that the subject has not  yet  had the ou tcome  
(e.g., is still al ive).  It is also referred to as the instanta- 
neous risk or  force of  mortality. 

In a propor t iona l  hazards mode l  wi th  three covar- 
iates, the hazard (h)  for a given subject  is: 

h = h0(t)e b,x' +b~xz + b # ,  (1) 

where  h0 is the under lying hazard at t ime t. A strength of  
the model  is that h o is arbitrary; that is, the underlying 
relat ionship of  the hazard to t ime need not be  specified 
(modeled) .  The symbols  bl,  b2, and b 3 represent  the 
regression coefficients ( the measures  of  effect for each 
of  the three covariates),  and xl,  x2, and x 3 represent  a 
part icular  subject ' s  values for the three covariates. 

For example ,  in a study of  rate of  heart attack, three 
important  covariates are diastolic b lood  pressure at 
randomizat ion - 90 m m  Hg (yes /no) ,  history of dia- 
betes  (yes /no) ,  and current  cigarette smoker  (yes /no) .  
For ease of  interpretat ion,  d icho tomous  covariates are 
general ly coded  as 0 (no or absent)  or 1 (yes or 
present) .  Thus, if  a subject 's  value for all the covariates 
is 0 (not hypertensive or diabetic,  nonsmoker) ,  then  
the formula  reduces  to h = h o, indicat ing that the haz- 
ard for this subject  is the same as the underlying hazard. 
The hazard of  a hypertensive,  diabetic smoker  (covar- 
iates all = 1) wou ld  be higher than the underlying haz- 
ard. How m u c h  higher is found as e (bt +bl +b3) and de- 
pends  on the magni tude  of the coefficients. 

Interpretation of Regression Coefficients 

The values of  the regression coefficients are ini- 
tially unknown and are est imated by  fitting the model  to 
the data. Part of  Cox 's  contr ibut ion to the field was to 
provide  a me thod  for estimating the best  value for the 
coefficients and their  associated standard errors (a mea- 
sure of  the variat ion of  the es t imated coefficient due to 
chance) .  The regression coefficients associated wi th  a 
part icular  covariate can be posi t ive or  negative. A posi- 
tive coefficient indicates that as the covariate (e.g., 
total cholesterol  level)  increases, the hazard increases 
(e.g., higher rate of  heart  attack). A negative coefficient 
indicates that as the covariate (e.g., high-density lipo- 
prote in  choles terol)  increases the hazard decreases 
(e.g., lower  rate of  heart  attack). 

A chi-square statistic can be used to test the null  
hypothesis  that all the regression coefficients are simul- 
taneously equal  to zero (covariates are not  associated 
wi th  rate of  ou tcome) .  A significant chi-square indi- 
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cates that the null  hypothesis  should be  rejected. This 
global chi-square test is nonspecificl~; it does not indi- 
cate which  covariates are associated wi th  rate of  
outcome.  

The regression coefficients p roduced  by  the mode l  
are estimates of  the popula t ion  coefficients. The quo- 
t ient of  the regression coefficient divided by  its stan- 
dard error (cal led the Wald test) can be used to derive a 
p value using the normal  (z) distr ibution (this is an 
approximat ion  that assumes a large sample  size).  Other  
tests of  the statistical significance of  the regression coef- 
ficients are the l ikel ihood ratio rest and the score test. 

One can est imate the increase or decrease in the 
hazard due to a one-unit  change in the covariate by  
comput ing  the exponent ia ted  coefficient (i.e., e b, the 
mathematical  constant  e raised to the power  of  the coef- 
ficient 's value) .  This is cal led the relative hazard. In the 
case of  a d icho tomous  variable, such as gender  ( m a l e /  
female coded  as 1 /0) ,  the relative hazard is a measure  of  
the relative difference in rates be tween  men  and 
women.  A relative hazard greater  than 1 indicates that  
men have a higher  rate of  ou tcome,  whi le  a relative 
hazard less than 1 indicates that w o m e n  have a higher  
rate of  ou tcome.  

Confidence intervals for relative h a z a r d s - - w h i c h  
indicate the precis ion of the est imate and the interval of  
plausible  v a l u e s - -  can also be  calculated.  The formula  
for determining the confidence interval for the relative 
hazard is e b ± z (stan~d c~or), where  z is the standard nor- 
mal  deviate for a lpha (e.g., 1.96 for 95% confidence 
intervals).  

Multlplicative Assumption 

Impl ic i t  in the propor t iona l  hazards model  is the 
assumption that the covariates have a mul t ip l ica t ive  
effect on the hazard. Examination of equat ion 1 indi- 
cates that the effect of  the covariates are addit ive on a 
logari thmic scale D the same as being mul t ip l ica t ive  
on an ar i thmetic  scale ( log (a) + log (b)  = log (a >( 
b)) .9 If  two covariates, each of  which  are associated 
wi th  an increase in rate of  ou tcome,  are entered  into a 
propor t ional  hazards analysis, the increase in the hazard 
for patients wi th  bo th  factors, relative to patients  wi th  
nei ther  factor should  be  the p roduc t  of  the increases in 
rate (as de te rmined  f rom the analysis of  the two covar- 
iates together)  associated wi th  each of the two 
covariates. 

In general,  w h e n  model ing  event  rates, we  wou ld  
expec t  independen t  prognost ic  factors to influence 
their  joint effect mult ipl icat ively.  In clinical research 
there may be situations when  the joint effect of  two 
factors is less than addit ive (antagonistic) ,  additive, 
more  than addit ive and less than mult ipl icat ive,  or  more  
than mult ipl icat ive.  15 In these cases an interact ion is 
said to be  present ,  and adding an " in terac t ion  t e r m "  
(usually done by  adding the p roduc t  of  the two vari- 

ables) to the model  may  he lp  reveal  the nature of  the 
relat ionship.  For example ,  a s tudy in New York City of  
survival t ime fol lowing an AIDS diagnosis found that 
persons w h o  had Pneumocyst is  p n e u m o n i a  and were  
intravenous drug users had a risk of  death greater  than 
the mult ipl icat ive risk of  having Pneumocyst is  pneu-  
monia  and being an intravenous drug u s e r .  16 This was 
demonst ra ted  statistically by  showing that the coeffi- 
c ient  o f  the p roduc t  t e rm (Pneumocyst is  pneu-  
monia  )< intravenous drug use)  was posit ive and statis- 
t ically significant. 

Exponential Increase in Rate with Increases in 
Continuous Covariates 

When cont inuous  (rather  than d ichotomous)  co- 
variates are used in p ropor t iona l  hazards regression, the 
mode l  assumes that a uni t  change in the covariate at any 
point  in the scale is associated wi th  a fixed change in the 
hazard. As the covariate increases, there is an exponen-  
tial increase in the hazard. For example ,  in a mode l  that 
uses diastolic b lood  pressure  as a cont inuous  variable to 
predic t  rate of  coronary  artery disease, the propor t iona l  
increase in the hazard of  coronary  artery disease as 
b lood  pressure increases f rom 80 to 89 m m  Hg should  
be  the same as the propor t iona l  increase in the hazard as 
b lood  pressure increases f rom 90 to 99 m m  Hg. Assum- 
ing that a ten-point  change in b lood  pressure is asso- 
ciated wi th  a twofold  increase in the hazard, then  the 
increase in the hazard for a 30-point  increase in b lood  
pressure  wou ld  be  23, or  an eightfold increase. Because 
increasing b lood  pressure  is general ly  associated wi th  
an exponent ia l ly  increasing hazard of  coronary  artery 
disease, b lood  pressure  is f requent ly  left as a con- 
t inuous covariate in propor t iona l  hazards regres- 
sion.17, is 

Many clinical covariates are not  associated wi th  an 
exponent ia l  increase in hazard and should not  be  kept  
cont inuous.  The re la t ionship be tween  levels of  a covar- 
iate and rate of  o u t c o m e  may be U-shaped, J-shaped, or  
wi th  a threshold.  For example ,  the investigators of  a 
nonrandomized  s tudy repor ted  that  for pat ients  wi th  
myelodysplasia,  the longer  after a diagnosis a t ransplant  
was pe r fo rmed  the higher  the rate of  relapse.  19 How- 
ever, as can be seen in Figure 2, the association be tween  
t ime after a diagnosis and rate of  relapse was U-shaped, 
wi th  higher rates of  re lapse w h e n  transplants were  per- 
fo rmed  soon and long after diagnosis. This effect was 
obscured  in the propor t iona l  hazards model  because  
the variable ( t ime f rom diagnosis to t ransplantat ion) 
was entered into the analysis as a single variable mea- 
sured on a four-level  scale ( <  12 months,  1 2 - 3 0  
months,  3 1 -  60 months ,  > 60 months) .  

When changes in a cont inuous  covariate are not  
associated wi th  exponent ia l  increases in the hazard, 
then the covariate can be  a c c o m m o d a t e d  by  dividing 
the variable into mul t ip le  variables and assigning each  
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subject  a yes /no  (numer ica l ly  1 /0)  on each variable 
(referred to as dummyvar iab les ) .  One less variable than 
the n u m b e r  of  categories  is needed,  and the reference  
group is represen ted  by  a " n o "  category for each of the 
other  variables. For the s tudy of transplantat ion wi th  
myelodysplasia,  length of  t ime from diagnosis could  
have been  represen ted  as three d u m m y  variables: 12 - 
30 months  (yes /no) ,  3 1 - 6 0  months  (yes /no) ,  and > 
60 months  (yes /no) .  A subject  w h o  had received trans- 
plantat ion 40 months  post  diagnosis wou ld  have the 
values for the three d u m m y  variables of  0, 1, and 0, 
respectively.  

Although d u m m y  variables a l low incorpora t ion  of  
covariates that are not  associated wi th  exponent ia l  in- 
creases in the hazard, there are several p roblems.  The 
choice  of  cutoff  points  is often arbitrary and does not  
necessari ly reflect the biologic  relat ionship of  the vari- 
able to the rate of  ou tcome.  Also, the increase in the 
n u m b e r  of  variables often decreases the p o w e r  of  the 
analysis. 2o An alternative me thod  for incorporat ing con- 
t inuous covariates is to pe r fo rm a mathemat ica l  trans- 
format ion (e.g., logar i thm scale) to p roduce  a new 
scale on wh ich  changes in the covariate are associated 
wi th  exponent ia l  changes in the hazard. For example ,  
Cello et al.21 found that the log of creat inine was signifi- 
cantly associated wi th  survival in pat ients  wi th  cirrho- 
sis. Mathematical  t ransformations will  not  he lp  wi th  
U-shaped or J-shaped distributions. 

Proportional Assumption 

The te rm propor t iona l  in propor t iona l  hazards re- 
gression refers to the fact that in these models  the ratios 
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of the hazards for persons wi th  different patterns of  
covariates are constant  over  t ime. When there is only  
one covariate, the validity of  the propor t ional i ty  as- 
sumpt ion  can be  verified by examinat ion of the survival 
curves. The curves should initially show a steadily in- 
creasing difference be tween  the two curves. 22 Ulti- 
mately, if the ou tcome  is death or a condi t ion that 
occurs  in a very high p ropor t ion  of  exposed  persons 
(e.g., AIDS in persons infected with  HIV), the two 
curves will  come  together  w h e n  most  subjects have 
exper ienced  the ou tcome  of  the study. Figure 1 shows a 
steadily increasing benefit  for the warfarin group  over  
the control  g roup  in prevent ing  strokes. 7 In contrast, 
Figure 3 shows a s tudy of  bone  mar row transplantation 
versus chemothe rapy  for patients  wi th  acute nonlym- 
phoblast ic  leukemia  where  the differences are not con- 
stant over  t ime. Early on, the rate of  death is greater  for 
those undergoing transplantat ion than for those receiv- 
ing chemotherapy ,  and then it reverses, result ing in the 
curves '  crossing. 23 

When the differences in the hazards be tween  
groups wi th  different pat terns  of  covariates are not pro- 
portional,  then  propor t iona l  hazards regression is not 
valid. Graphic  methods,  referred to as log-minus-log 
survival plots,  have been  deve loped  to he lp  assess 
whe ther  the hazards of  subjects wi th  different covariate 
patterns are propor t iona l  over  t ime after adjusting for 
other  covariates. 1, 24 An example  is shown in Figure 4. 
We note that the difference be tween  the two groups is 
propor t ional  over  t ime after adjusting for  other  
covariates. 

A second test  of  whe the r  the data fit the proport ion-  
ality assumpt ion is to create an interaction variable that 
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is the p roduc t  of  the covariate and survival t ime (or  the 
logari thm of  survival t ime) .  Enter the interact ion vari- 
able, along wi th  the covariate itself, into a propor t iona l  
hazards model .  I f  the propor t iona l i ty  assumpt ion  is 
valid, the effect of  the interact ion te rm will  be  near  
zero.4, 24 This me thod  inherent ly  creates a t ime-depen-  
dent  variable (see be low) .  It works  best  for dichoto- 
mous covariates, and w h e n  it is expec ted  that  the effect 
of  the covariate varies monotonica l ly  (stays the same or 
consistently increases or  decreases)  wi th  increasing 
survival t ime. 

If  there is an indicat ion that the data do not  fit the 
propor t ional i ty  assumption,  it is somet imes  still possi- 
ble to use propor t iona l  hazards methods  by  per forming  
a stratified analysis. ~ The covariate that does not  fit the 
propor t ional i ty  assumpt ion is used to stratify the sam- 
ple.  In a stratified model ,  the baseline hazard (ho) is 
distinct in each stratum but  the regression coefficients 
are calculated across strata.24 By giving each  stratum its 
own baseline hazard, the hazard for each s t ratum has a 
c o m p o n e n t  that can vary over  t ime differently than in 
the other  strata. 

Applications of Proportional Hazards Analysis 

Proport ional  hazards regression may  be  used for 
bo th  nonrandomized  and randomized  studies. Al- 
though we focus on the appl ica t ion of  propor t iona l  
hazards regression for medical  studies, these tech- 
niques are equal ly  useful  for the analysis of  behavioral  
data. 25 

N o n r a n d o m i z e d  studies. Proport ional  hazards 
regression has two major purposes  in nonrandomized  
studies: to de te rmine  prognost ic  factors whi le  control-  
ling for confounders ,  and to compare  t rea tment  regi- 
mens after adjustment  for imbalances  be t ween  the 
t reatment  groups.  

In nonrandomized  studies of  prognosis,  propor-  
tional hazards regression is used to de te rmine  whe the r  
a covariate is related to an ou tcome  after control l ing for 
other  covariates. For example ,  Rubin et al. m found an 
increased rate of  death among  elder ly m e n  wi th  ele- 
vated cholesterol  levels after control l ing for  other  
covariates known to be  associated wi th  mortali ty,  in- 
c luding age, smoking, and hypertension.  Wi thout  con- 
trolling for confounding,  their  findings w o u l d  be  less 
convincing; perhaps  e levated cholesterol  levels were  
associated wi th  an increased rate of  death only  because  
men  wi th  high cholesterol  levels were  o lder  and more  
likely to smoke or be  hypertensive.  

In uncont ro l led  t rea tment  trials propor t iona l  haz- 
ards regression may be used to de te rmine  subgroups  of  
patients w h o  have a par t icular ly  good prognosis.  For 
example ,  a s tudy using propor t iona l  hazards regression 
de te rmined  that a poo r  human  leukocyte  ant igen (HLA) 
match  was associated wi th  a higher  rate of  k idney  graft 

rejection. 26 The use of  propor t iona l  hazards regression 
was impor tan t  to exc lude  confounding  factors; it could  
have been  that degree  of  HLA match  was impor tant  only  
because  it was associated wi th  o ther  covariates (such as 
pr ior  t ransplant  loss), which,  in turn, affected rate of  
graft rejection. After control l ing for these covariates, 
degree  of  HLA match  remained  significant. The demon-  
stration of  an independen t  association be tween  HLA 
match  and kidney reject ion has fueled efforts to use 
organ-sharing networks  to op t imize  the match  be tween  
donor  and recipient .  

Finally, in nonrandomized,  cont ro l led  trials, pro- 
por t ional  hazards regression may be  used in an a t tempt  
to adjust for basel ine differences be tween  the t rea tment  
and control  groups  that occur red  because  t rea tment  
was not randomly  assigned. For example ,  the efficacy of  
angiotensin-convert ing enzyme (ACE) inhibitors was 
studied in pat ients  wi th  systemic sclerosis and renal 
crisis. 27 Subjects w h o  received ACE inhibitors had a 
higher  rate of  survival. Because t rea tment  was not  ran- 
domized,  the investigators used propor t iona l  hazards 
regression to adjust for two covariates that were  known 
to be  associated wi th  rate of  survival: hyper tens ion and 
age. After statistical adjustment,  use of  ACE inhibitors 
was still associated wi th  a higher  rate of  survival. 

The abili ty to adjust for measured  basel ine differ- 
ences  in nonrandomized  t rea tment  trials is one  of  the 
strengths of  propor t iona l  hazards regression. In situa- 
tions w h e n  randomized  clinical trials are not pract ical  
m b e c a u s e  of  expense,  logistic or ethical  difficulties in 
randomizing patients,  or need  for a rapid answer  1°, 28 
m n o n r a n d o m i z e d  trials analyzed wi th  propor t iona l  
hazards regression may be useful.  2a, 29 For example ,  it 
wou ld  have taken years to enroll  enough  pat ients  to 
establish the efficacy of  ACE inhibitors for pat ients  wi th  
systemic sclerosis and renal crisis. More important ly,  it 
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would  have been  unethical  to randomize  patients  to 
p lacebo  because  of  the high mortal i ty  for the disease 
w h e n  pat ients  go untreated and the high probabi l i ty  
that ACE inhibitors wou ld  be  helpful  given clinical ex- 
pe r ience  wi th  similar diseases. However ,  statistical ad- 
jus tment  for baseline differences can be successful  only  
when  the other  prognost ic  factors of  a disease are 
known and measured;  only  randomizat ion has the capa- 
bil i ty of  control l ing for the influence of  unmeasured  
confounders .  

R a n d o m i z e d  Contro l led  Trials. Although ran- 
domiza t ion  usually creates s tudy groups  that  are similar 
wi th  respect  to baseline characteristics,  randomizat ion  
may, by  chance,  result  in an unequal  distr ibution of  
characteristics, especial ly  in smaller  studies. These 
random differences may confound  the results of  a 
study 29 if the covariate differing be tween  the groups  is 
casually related to the ou tcome.  Proport ional  hazards 
regression can be used to adjust statistically for these 
differences. For example ,  in one RCT, patients  wi th  
tuberculosis  were  randomized  to ei ther  a s ix-month or 
a n ine-month  reg imen of  ant i tuberculosis  t reatment.  3° 
The s ix-month reg imen was as efficacious as the nine- 
month  regimen.  However ,  the g roup  randomized  to the 
s ix-month regimen appeared  to be  less ill at baseline: 
they were  significantly less l ikely to have cavitary and 
pleural  disease than were  the n ine-month  reg imen 
group.  These baseline differences raised the possibil i ty 
that the s ix-month reg imen was less effective and only 
appeared  to be  as effective as the n ine-month reg imen 
because  the subjects randomized  to the s ix-month regi- 
men  were  less sick. However ,  the investigators adjusted 
for the p resence  of  cavitary and pleura[  disease in pro- 
port ional  hazards analysis and found that the two regi- 
mens still had similar levels of  efficacy. 

In addit ion to adjusting for baseline differences, 
propor t iona l  hazards regression may be used in RCTs to 
uncover  factors other  than the randomized  t rea tment  
that are associated wi th  rate of  outcome.  For example ,  
in a RCT of  cort icosteroids versus p lacebo  for adjunc- 
tive therapy of  Pneumocyst is  pneumonia ,  hypoxia,  in 
addit ion to rece ip t  of  p lacebo,  was associated with  a 
higher rate of  respiratory failure. 31 

Proport ional  hazards regression may also be  used 
to investigate subgroup  effects. Using a p roduc t  t e rm 
(covariate X t reatment  assignment) ,  investigators can 
detect  subgroups  for w h o m  treatment  is par t icular ly 
effective or demonstra te  a consistent  ineffectiveness of  
t rea tment  across subgroups  of  subjects. For example ,  in 
a RCT of  beta  carotene versus p lacebo  to prevent  skin 
cancer,  32 the investigators found  that the rates of  cancer  
did not  differ by  t rea tment  group.  The lack of  signifi- 
cant interact ion be tween  t rea tment  group  and covar- 
lares (such as plasma beta-carotene level)  s t rengthened 
their  conclus ion  that  beta  carotene  use was not  effica- 
cious in prevent ing  skin cancer.  

Time-dependent Covariates 

Proport ional  hazards regression can accommoda te  
covariates that change their  values during the course of  
a study. 4, 33 For example ,  during a study a subject may 
start a new medic ine  or deve lop  a new symptom. Time- 
dependen t  covariates were  used in one study to test 
whe the r  certain symptoms were  associated with  devel- 
opmen t  of  Pneumocyst is  p n e u m o n i a  in patients wi th  
low CD4 lymphocyte  counts.  34 In the model  the covar- 
iates changed their  values f rom absent  to present  at the 
t ime they appeared  in a subject  wi th  a CD4 count  less 
than 200 cells. The investigators found that the pres- 
ences of  oral candidiasis and fever, but  not of  fatigue or 
weight  loss, were  associated wi th  an increased relative 
hazard of  deve lop ing  Pneumocyst is  pneumonia .  

Another use of  t ime-dependent  covariates is to de- 
te rmine  whe the r  sicker subjects are more  likely to be  
lost to fo l low-up ( thereby violat ing the assumption of  
survival analysis that censoring be  independent  of  rate 
of  ou tcome) .  This was done in a s tudy of  zidovudine for 
asymptomat ic  HIV infection. 35 The last CD4 lympho-  
cyte count,  mode led  as a t ime-dependent  covariate, was 
used as an indicator  of  degree of  illness. The count  was 
not, however ,  significantly related to the hazard of  
being lost to fol low-up.  If subjects were  more l ikely to 
drop  out  w h e n  they became sick, then this analysis 
would  have found that CD4 counts  were  related to the 
hazard of be ing lost to fol low-up.  Use of  a s imple t-test 
to compare  the last CD4 count  of  subjects lost to fol- 
low-up with  the last CD4 count  of  subjects who  stayed 
in the study wou ld  not have been  valid. HIV infect ion 
causes a progressive decl ine in CD4 counts; therefore  
even if sicker patients  were  more  l ikely to drop out, this 
finding wou ld  have been obscured  because subjects 
who  stayed in the trial the longest  would  tend to have 
the lowest  CD4 counts.  

Comparison with Logistic Regression Analysis 

Logistic regression is a mult ivar iable  technique for 
assessing the independent  effect o f  mul t ip le  covariates 
on the occur rence  of a binary event.  9, 10, ~5 It is similar to 
propor t ional  hazards regression, and investigators may 
be unsure wh ich  method  wou ld  be bet ter  to use. A 
detailed compar i son  of  the statistical proper t ies  of  the 
two models  has been  presented  elsewhere.  36 Here we  
note  a few general  differences in the two techniques.  

Proport ional  hazards analysis is based on rate of  
outcome,  whi le  logistic regression analysis is based on 
cumula t ive  risk of  ou tcome at a par t icular  point  in t ime 
(e.g., three years after the randomizat ion date).  Using 
cumulat ive  risk means that early events have the same 
weight  in the analysis as events that occur  later. Since 
the goal of  many  medical  t reatments  is extending life 
ra ther  than cur ing disease, the t iming  of ou tcomes  is 
important .  

Observat ions cannot  be  t reated as censored wi th  
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TABLE 1 

Time Trends in the Use of Proportional Hazards Regression (PHR)* 

709  

Articles Using PHR Total Articles % Articles Using PHR 

Year NEJM Annals Both NEJM Annals Both NEEM Annals Both 

1984 11 4 15 501 294 795 2% 1% 2% 
1987 18 6 24 449 268 717 4% 2% 3% 
1990 33 8 41 476 259 735 7% 3% 6% 

TOTAL 62 18 80 1,426 821 2,247 4% 2% 4% 

*p < 0.001 for chi-square for trend for NKIM alone and the two journals together; p = O. 17 for Annals alone. NEJM refers to the New England 
Journal of Medicine and Annals refers to the Annals of Internal Medicine. 

logistic regression. Therefore  a subject lost to fol low-up 
a few days before three years cannot  contr ibute  to a 
logistic analysis comparing subjects who  died within 
three years with subjects still alive at three years. Also, a 
subject who  has an ou tcome  (e.g., death) a few days 
after the chosen  analysis point  is treated in the analysis 
as belonging to the group that did not  exper ience  the 
ou tcome (e.g., still alive). On the other  hand, an advan- 
tage of  logistic regression is that the proport ional i ty  
assumption does not have to be valid (because the 
model  does not take into account  when  events occur) .  
Both models  assume a mult ipl icat ive relationship of  the 
covariates to outcome,  though in different scales. 

In general, the use of  logistic regression in place of 
proport ional  hazards models  works best if the number  
of subjects lost to fol low-up is smalP 7, 38 and the pro- 
port ion of  subjects exper iencing an ou tcome  is small .39 
If the propor t ion of subjects exper iencing an ou tcome 
is large, then the differences be tween the relative haz- 
ards (from the proport ional  hazards model )  and the 
odds ratios (from the logistic model)  will  be  large. 

Technical Issues 

Several user-friendly software packages perform 
proport ional  hazards regression. 24, 40-42 These programs 
allow for forward and backward (stepwise) select ion of  
covariates (instead of  enter ing all variables simulta- 
neously into the model) .  As with other  types of  regres- 
sion analysis, there are advantages and disadvantages to 
using these selection techniques.~4, 15, 43 Guides for de- 
termination of sample size calculations for propor-  
tional hazards regression are available, 44 and the use of  
this technique  with matched  data is an area of  active 
research.45 

REVIEW OF THE LITERATURE 

To assess the f requency  and manner  in which  pro- 
port ional  hazards regression is being used in the litera- 
ture, we reviewed all articles (excluding editorials and 
letters) in the New England Journal  o f  Medicine and 
the Annals  o f  Internal Medicine during the years 
1984, 1987, and 1990. Eighty articles that used pro- 
port ional  hazards analysis were  identified. Excluded 

TABLE Z 

Characteristics of Articles Using Proportional Hazards Regression 
(n = 80)* 

Use of proportional hazards regression 
Nonrandomized studies 
Randomized clinical trials 

51 (64%) 
29 (36%) 

Term used for exponent of coefficient 
Relative risk 34 (43%) 
Risk 5 ( 6 % )  
Relative hazards 5 ( 6 % )  
Risk ratio 2 ( 3 % )  
Hazard ratio 2 ( 3 % )  
Rate ratio 2 ( 3 % )  
Relative fertility 1 ( 1 % )  
Odds ratio 1 ( 1 % )  
Not reported 28 (35%) 

Reported p values 61 (76%) 

Reported confidence intervals of coefficients 

Did not report p values or confidence intervals 

Assessed multiplicative assumption 

Assessed proportionality assumptiont 

38 (48%) 

7 (9%) 

8 (10%) 

12 (15%) 

*Percentages may not add up to 100% because of rounding off. 
tone article, which incorporated time into the model, is excluded. 

were  six articles that used proport ional  hazards regres- 
sion only  for comput ing  bivariate statistics, and one 
article for which  the authors stated that they considered 
using proport ional  hazards regression but  did not be- 
cause their  data did not  fit the propor t ional i ty  
assumption. 

There  was a significant increase in the propor t ion  
of  articles from these two journals report ing propor-  
tional hazards analysis, from 2% in 1984 to 3% in 1987, 
and 6% in 1990 (p < 0.001 for t rend) (Table 1). The 
increase in the propor t ion  of  articles from the Annals  o f  
Internal Medicine alone was not  statistically signifi- 
cant (p ----- 0 .17) .  

Of  these 80 articles, 51 (64%) were nonrandom- 
ized studies and 29 (36%) were  RCTs (Table 2). We 
found enormous variability in the terms used to de- 
scribe e b. Relative risk, risk, and risk ratio were  com- 
monly used but  have the disadvantage of  also being used 
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to desc r ibe  resul ts  f rom m o d e l s  (e.g.,  logis t ic  regres- 

s ion ) ,  w h i c h  focus  on  c u m u l a t i v e  risk of  o u t c o m e  
ra ther  than  rate of  o u t c o m e .  Relat ive hazard is a more  
specif ic  t e rm  and  therefore  m o r e  appropr ia te .  Of  the  
ar t ic les  r ev iewed ,  61 (76%)  gave the  p va lue  of  the  
coefficients,  38 (48%) r e p o r t e d  con f idence  intervals ,  
and  seven  (9%) r epo r t ed  ne i the r .  O n l y  e igh t  s tudies  
(10%) r e p o r t e d  that  they  assessed the  m u l t i p l i c a t i v e  
r e l a t i onsh ip  of  the  covariates.  And o n l y  12 of  79  ar t ic les  
( e x c l u d i n g  o n e  ar t ic le  that  i n c o r p o r a t e d  t ime  in to  the  

m o d e l )  i nd i ca t ed  that  they  assessed the  va l id i ty  of the  
p r o p o r t i o n a l i t y  a s sumpt ion .  Of  these  12 art icles,  four  
(33%)  n o t e d  that  the  data d id  n o t  fu l ly  fit the  propor-  

t i ona l i ty  a s sumpt ion .  

CONCLUSIONS 

Propor t iona l  hazards regress ion  is an  inc reas ing ly  
u sed  tool  of  c l in ica l  researchers .  The  m a i n  pu rposes  of  
p r o p o r t i o n a l  hazards regress ion  are to eva lua te  rate of  
o u t c o m e ,  to a c c o m m o d a t e  var iab le  l eng ths  of  fol low- 
up ,  and  to assess the  effect of  m u l t i p l e  covaria tes  o n  the  
rate of  o u t c o m e .  

To eva lua te  p r o p o r t i o n a l  hazards analysis,  readers  
n e e d  to k n o w  w h e t h e r  the u n d e r l y i n g  a s s u m p t i o n s  of  
the  m o d e l  we re  fulf i l led.  O u r  review,  as we l l  a r ev i ew  
of  ar t ic les  u s ing  logis t ic  and  p r o p o r t i o n a l  hazards re- 
gress ion  f rom the  New England Journal of  Medicine 
and  Lancet, 46 ind ica tes  that  invest igators  do  no t  consist-  

en t l y  repor t  w h e t h e r  they  tes ted  the  m u l t i p l i c a t i v e  and  
p r o p o r t i o n a l  a s sumpt ions .  Researchers  s h o u l d  repor t  
h o w  they  tes ted these  a s s u m p t i o n s  and  w h e t h e r  there  
w e r e  depa r tu res  f rom them.  Use of  the  t e rm  rela t ive  
hazard makes  it c lear  to readers  that  t h e  es t imates  are 
based  on  a p r o p o r t i o n a l  hazards mode l .  Repor t ing  the 

con f idence  in tervals  of the  re la t ive  hazards he lps  
readers  to eva lua te  the p r ec i s i on  of  the  f indings.  

G iven  the  f lexib i l i ty  of  p r o p o r t i o n a l  hazards re- 
gress ion  for h a n d l i n g  c l in ica l  data,  its use  in  c l in ica l  
research  is l ike ly  to c o n t i n u e  to increase .  Wi th  an  appre-  
c i a t ion  of  the  s t rengths  and  weaknesses  of  these  models ,  
readers  can  be t t e r  i n t e rp re t  the  va l id i ty  of  s tud ies  that  
use  these  t e c h n i q u e s .  
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REFLECTIONS 

Medic ine  is a s c i ence  w h i c h  ha th  b e e n ,  as w e  have  said, m o r e  p ro fe s sed  t han  
l aboured ,  and  yet  m o r e  l a b o u r e d  t h a n  advanced ;  t he  l a b o u r  h a v i n g  b e e n ,  in  m y  
j u d g m e n t ,  r a the r  in  a c i rc le  t han  in p rogress ion .  - -  SIR FRANCIS BACON ( 1 5 6 1 -  
1 6 2 6 ) ,  Engl ish  p h i l o s o p h e r ,  lawyer ,  and  p o l i t i c i a n  ( A d v a n c e m e n t  o f  L e a r n i n g ,  
Bk. II)  


