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Summary, - In a recent paper [1] Ezeilo considered the nonlinear third order differential equation $x^{\prime \prime \prime}+\psi\left(x^{\prime}\right) x^{\prime \prime}+\varphi(x) x^{\prime}+\theta\left(x, x^{\prime}, x^{\prime \prime}\right)=p(t)$. He proved the ultimate boundedness of the solutions on rather general conditions for the nonlinear terms $\psi, \varphi, \theta$. These conditions (in a little weaker form) are also sufficient in order to prove the existence of forced oscillations in the case when the exeitation is w-periodic. For this purpose the Leray-Schauder principle in a form suggested by G. Guissefeldt [2] is applicable.

We study the differential equation

$$
\begin{equation*}
x^{\prime \prime \prime}+\psi\left(x^{\prime}\right) x^{\prime \prime}+\varphi(x) x^{\prime}+\theta\left(t, x, x^{\prime}, x^{\prime \prime}\right)=p(t) \tag{1}
\end{equation*}
$$

where the functions $\psi, \varphi, \theta, p$ are continuous and $\omega$-periodic with respect to $t$. According to [1] we define

$$
P(t)=\int_{0}^{t} p(\tau) d \tau, \quad \Phi\left(x_{1}\right)=\int_{0}^{x_{1}} \varphi(\xi) d \xi, \quad \Psi\left(x_{2}\right)=\int_{0}^{x_{2}} \psi(\xi) d \xi
$$

Theorem. - Suppose, that
(i) $\quad \Psi\left(x_{2}\right) \operatorname{sgn} x_{2} \rightarrow+\infty \quad$ as $\left|x_{2}\right| \rightarrow \infty$
(ii) $\left|\theta\left(t, x_{1}, \ldots\right)\right| \leqq F$ for all values of the independent variables, $\theta\left(t, x_{1}, \ldots\right) \operatorname{sgn} x_{1} \geqq 0 \quad$ for $\left|x_{1}\right| \geqq h$
(iii) $\quad\left|\Phi\left(x_{1}\right)-b x_{1}\right| \leqq M \quad(b>0$ constant $)$
(iv) $|P(t)| \leqq m \quad$ for all $t\left(\right.$ i.e. $\left.\int_{0}^{\infty} p(\tau) d \tau=0\right)$.

Then there exists at least one $\omega$-periodic solution of equation (1).
Proof. - Choosing an arbitrary constant $c \neq 0$ we introduce the following first order system depending on a parameter $\mu \in[0,1]$ :

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}  \tag{2}\\
x_{2}^{\prime}=x_{3}+\left\{\left(b x_{1}-\Phi\left(x_{1}, \mu\right)\right)-\Psi\left(x_{2}, \mu\right)+\mu P(t)\right\} \\
x_{3}^{\prime}=-c x_{1}-b x_{2}+\left\{x_{1}-g\left(t, x_{1}, x_{2}, x_{3}, \mu\right)\right\}
\end{array}\right.
$$

(*) Entrata in Redazione il 21 ottobre 1971.

These equations are regarded as components of a vector differential equation

$$
\boldsymbol{x}^{\prime}=\boldsymbol{A} \boldsymbol{x}+\boldsymbol{f}(t, \boldsymbol{x}, \mu) ; \quad \boldsymbol{x}=\left(\begin{array}{c}
x_{1}  \tag{3}\\
x_{2} \\
x_{3}
\end{array}\right), \quad f=\left(\begin{array}{c}
0 \\
b x_{1}-\Phi-\Psi+\mu P \\
c x_{1}-g
\end{array}\right)
$$

The homogeneous linear equation

$$
\begin{equation*}
x^{\prime}=\boldsymbol{A} \boldsymbol{x} \tag{4}
\end{equation*}
$$

admits only the trivial $\omega$-periodic solution $\boldsymbol{x}(t) \equiv 0$ since the characteristic equation

$$
\operatorname{Det}(\lambda \boldsymbol{E}-\boldsymbol{A})=\lambda^{3}+b \lambda+a=0
$$

has no purely imaginary root.
The following denotations are used:

$$
\begin{gathered}
\Phi\left(x_{1}, \mu\right)=\frac{\Phi\left(x_{1}\right)}{2-\mu}-\frac{1-\mu}{2-\mu} \Phi\left(-x_{1}\right)=\int_{0}^{x_{1}} \varphi(\xi, \mu) d \xi \\
\varphi\left(x_{1}, \mu\right)=\frac{\varphi\left(x_{1}\right)}{2-\mu}+\frac{1-\mu}{2-\mu} \varphi\left(-x_{1}\right) \\
{\left[\Phi\left(x_{1}, 0\right)=\frac{1}{2}\left\{\Phi\left(x_{1}\right)-\Phi\left(-x_{1}\right)\right\}=-\Phi\left(-x_{1}, 0\right), \Phi\left(x_{1}, 1\right)=\Phi\left(x_{1}\right)\right]}
\end{gathered}
$$

$\Psi\left(x_{2}, \mu\right)$ and $\psi\left(x_{2}, \mu\right)$ are defined in an analogous way,

$$
\begin{aligned}
& g\left(t, x_{1}, x_{2}, x_{3}, \mu\right)=\mu \theta\left(t, x_{1}, x_{2}, x_{2}^{\prime}\right)+(1-\mu) F \frac{x_{1}}{1+\left|x_{1}\right|} \\
& {\left[g\left(t, x_{1}, x_{2}, x_{3}, 0\right)=\frac{F x_{1}}{1+\left|x_{1}\right|} \text { odd }\right] .}
\end{aligned}
$$

Evidently, the succeeding relations are valid:
(5)

$$
\begin{cases}\left.\Psi\left(x_{2}, \mu\right) \operatorname{sgn} x_{2} \rightarrow \infty \quad \text { as }\left|x_{2}\right| \rightarrow \infty \text { (uniformly with respect to } \mu \in[0,1]\right) \\ \left|g\left(t, x_{1}, x_{2}, x_{3}, \mu\right)\right| \leqq \mu|0|+(1-\mu) F \leqq F & \text { for } \mu \in[0,1] \\ g(\ldots) \operatorname{sgn} x_{1} \geqq(1-\mu) F \frac{\left|x_{1}\right|}{1+\left|x_{1}\right|}>0\left(\left|x_{1}\right| \geqq h\right) & \text { for } \mu \in[0,1) \\ \left|\Phi\left(x_{1}, \mu\right)-b x_{1}\right| \leqq M \text { by virtue of } x_{1}=\frac{x_{1}}{2-\mu}-\frac{1-\mu}{2-\mu}\left(-x_{1}\right)\end{cases}
$$

System (2) respectively (3) is equivalent to the third order differential equation

$$
\begin{equation*}
x^{\prime \prime}+y\left(x^{\prime}, \mu\right) x^{n}+\varphi(x, \mu) x^{\prime}+g(t, x, \ldots)=\mu p(t), \quad x=x_{1} \tag{6}
\end{equation*}
$$

which is identical with the original equation (1) if $\mu=1$.

For $\mu=0$ the nonlinear terms $\Psi, \Phi, g$ are odd with respect to $x_{1}, x_{2}, x_{3}$ (the last component does not occur); that is

$$
\boldsymbol{f}(t,-\boldsymbol{x}, 0)=-\boldsymbol{f}(t, \boldsymbol{x}, 0)
$$

where $\boldsymbol{f}(t, \boldsymbol{x}, \mu)$ is the nonlinear perturbance term in equation (3). This term is a continuous function of

$$
(t, x, \mu) \in[0, \omega] \times R^{3} \times[0,1]
$$

For $0 \leqq t \leqq \omega$ the $\omega$-periodic solutions $\boldsymbol{x}(t)$ of equation (3) can be represented as the continuous solutions of an integral equation of Hammerstern type:

$$
\begin{equation*}
\boldsymbol{x}(t)=T\{\boldsymbol{x}(t), \mu\}=\int_{0}^{\omega} \boldsymbol{G}(t-\tau) \boldsymbol{f}(\tau, \boldsymbol{x}(\tau), \mu) d \tau \tag{7}
\end{equation*}
$$

or shortly

$$
V_{\mu} \boldsymbol{x} \equiv \boldsymbol{x}(t)-T\{\boldsymbol{x}(t), \mu\}=0
$$

The Green matrix $\boldsymbol{G}(s), s \in[-\omega,+\omega]$ is continuous for $s \neq 0$, and it fulfils the jump condition

$$
\boldsymbol{G}(+0)-\boldsymbol{G}(-0)=\boldsymbol{E} .
$$

Let $B$ be the Banacil space of continuous vectors $\boldsymbol{x}(t), 0 \leqq t \leqq \omega$ with the boundary condition $\boldsymbol{x}(0)=\boldsymbol{x}(\omega)$ and normed by virtue of

$$
\|\ldots\|=\sup _{[0, \omega]}|\boldsymbol{x}(t)|
$$

The operator $T$ generates a continuous and compact (i.e. completely continuous) mapping of the normed product space $B \times[0,1]$ into the Banach space $B$. The periodic solutions of (3) correspond to the fixed points of $T$ or to the null vectors of $V_{\mu}$.

Let

$$
\mathcal{S}_{R}=\{\boldsymbol{x}(t) \in B:\|x(t)\|=R\}, \quad B_{R}^{\nabla}=\{x(t) \in B:\|x(t)\|<R\}
$$

On the sphere $\boldsymbol{S}_{\boldsymbol{n}}$ we study the vector field $\nabla_{\mu}\left(V_{\mu} \boldsymbol{x}=\boldsymbol{x}-T\{\boldsymbol{x}, \mu\}\right)$ for every fixed $\mu \in[0,1]$. If there is no null vector on $S_{R}$ the vector fields $V_{0}$ and $V_{1}$ are called homotopic. The rotations of homotopic vector fields are identical. Since $V_{0}$ is an odd vector field,

$$
V_{0}(-\boldsymbol{x})=-\boldsymbol{x}(t)-\int_{0}^{\omega} \boldsymbol{G}(t-\tau) \boldsymbol{f}(\tau,-\boldsymbol{x}(\tau), 0) d \tau=-V_{0} \boldsymbol{x}
$$

its rotation is an odd number. The rotation of $V_{0}$ on the sphere $S_{R}$ being different from zero the ball $B_{R}$ contains at least one null vector of $V_{0}$. This result is also true
of all vector fields $V_{\mu}(0 \leqq \mu \leqq 1)$. Consequently, for every parameter value system (2) admits at least one $\omega$-periodic solution $\boldsymbol{x}(t)$ the norm of which is less than $R$. (For further details see [2] and [3].)

If we can show that the solutions of integral equation (7) on the parameter interval $0 \leqq \mu<1$ are a priori bounded $(\|x(t)\|<R, R$ a uniform bound) then only two alternative possibilities exist:
a) for $\mu=1$ there is at least one solution $x(t)$ with norm $R$ of integral equation (7);
b) such a solution does not occur, the vector field $V_{\mu}(0 \leqq \mu \leqq 1)$ has no null vector on the sphere $S_{R}$, but at least one null vector within $B_{R}$.

At any case the asserted theorem is proved, the differential equation (1) has a periodic solution bounded by $R$.

For the purpose of an a priori estimate we consider a periodic solution of system (2) where $0 \leqq \mu<1$. At first we study the components $x_{2}(t), x_{3}(t)$ with the aid of the positive auxiliary function

$$
W\left(x_{2}, x_{3}\right)=\frac{1}{2}\left(b x_{2}^{2}+x_{3}^{2}\right)-F\left(\left|x_{2}\right|+\left|x_{3}\right|-\left|\left|x_{2}\right|-\left|x_{3}\right|\right|\right) \operatorname{sgn}\left(x_{2} x_{3}\right)+\frac{1+b}{b} 2 F^{2}
$$

tending to infinity as $\left|x_{2}\right|+\left|x_{3}\right| \rightarrow \infty$, cp. [4].
Let $W^{\prime}$ be the total time derivative by virtue of (2); evaluating this expression (which is depending on $t, x_{1}, x_{2}, x_{3}, \mu$ ) we could easily show that

$$
W^{\prime} \leqq-1 \quad \text { if } \operatorname{Max}\left(\left|x_{2}\right|-H_{2},\left|x_{3}\right|-H_{3}\right) \geqq 0
$$

this domain being the same for all $\mu$. The calculations are omitted because they are similar to those carried out in [4].

Now, following Liapunov's second method we should obtain the estimates

$$
\begin{equation*}
\left|x_{2}(t)\right|<B_{2}, \quad\left|x_{3}(t)\right|<B_{3} \tag{8}
\end{equation*}
$$

where the bounds $B_{2}, B_{3}$ are determined by the system characteristics ( $b, m, M, F$ and the properties of $\Psi$ ). Of course, they do not depend on $\mu$.

In order to obtain some information about the component $x_{1}(t)$ we integrate the differential equation (6) from $t=0$ to $t=\omega$ :

$$
\int_{0}^{\infty} g\left(t, x_{1}(t), x_{2}(t), x_{3}(t), \mu\right) d t=0
$$

This equation contradicts to relation (5) if $\left|x_{1}(t)\right| \geqq h$ for all $t$. Consequently,

$$
\left|x_{1}(\tau)\right|<h \quad \text { for a value } \tau \in(0, \omega)
$$

On the interval $\tau \leqq t \leqq \tau+\omega$ we have

$$
\begin{align*}
& \left|x_{1}(t)-x_{1}(\tau)\right|=(t-\tau)\left|x_{2}(\tau+\vartheta(t-\tau))\right|<\omega B_{2}, \\
& \left|x_{1}(t)\right|<B_{1}=h+\omega B_{2} . \tag{9}
\end{align*}
$$

By virtue of periodicity this estimate must hold for all $t$.
Finally, introducing $R=\sqrt{B_{1}^{2}+B_{2}^{2}+B_{3}^{2}}$ we realise the alternative statements $a$ ) and $b$ ) on which the proof of our theorem is based.

Remark 1. - The theorem remains true if we assume

$$
\theta\left(t, x_{1}, \ldots\right) \operatorname{sgn} x_{1} \leqq 0(\text { instead of } \geqq 0) \quad \text { for }\left|x_{1}\right| \geqq h
$$

In this case we should define

$$
g=\mu \theta-(1-\mu) F \frac{x_{1}}{1+\left|x_{1}\right|}
$$

preserving the previous argumentation.
Remark 2. - The theorem remains true if we assume

$$
\left.\Psi\left(x_{2}\right) \operatorname{sgn} x_{2} \rightarrow-\infty \text { (instead of }+\infty\right) \quad \text { as }\left|x_{2}\right| \rightarrow \infty
$$

Namely, introducing the new independent variable $s=-t$ and denoting $\dot{x}=d x / d s$ we derive from (1)

$$
\dddot{x}-\psi(-\dot{x}) \ddot{x}+\varphi(x) \dot{x}-\theta(-s, x,-\dot{x}, \ddot{x})=-p(-s)
$$

written as

$$
\begin{equation*}
\dddot{x}+\bar{\psi}(\dot{x}) \ddot{x}+\bar{\varphi}(x) \dot{x}+\bar{\theta}(s, x, \dot{x}, \ddot{x})=\bar{p}(s) . \tag{10}
\end{equation*}
$$

We obtain

$$
\begin{gathered}
\bar{Y}\left(x_{2}\right)=\int_{0}^{x_{2}} \tilde{\psi}(\xi) d \xi=-\int_{0}^{x_{2}} \psi(-\xi) d \xi=\Psi\left(-x_{2}\right), \\
\bar{\Psi}\left(x_{2}\right) \operatorname{sgn} x_{2}=\Psi\left(-x_{2}\right) \operatorname{sgn} x_{2} \rightarrow+\infty \quad\left(\left|x_{2}\right| \rightarrow \infty\right)
\end{gathered}
$$

and

$$
\bar{\theta}\left(s, x_{1}, \ldots\right) \operatorname{sgn} x_{1}=-\theta\left(-s, x_{1}, \ldots\right) \operatorname{sgn} x_{1} \leqq 0 \quad\left(\left|x_{1}\right| \geqq h\right)
$$

According to the preceding remark equation (10) admits a periodic solution $x(s)$. Thus, equation (1) possesses the periodic solution

$$
x(-t)[x(-t+\omega) \equiv x(-t) \text { or } x(-t) \equiv x(-(t+\omega))]
$$

If the function $\theta$ in equation (1) only depends on $x$ the theorem can be completed by the following

## Appendix 1.

Differential equation (1) possesses a periodic solution, too, if
(i) $\quad \theta\left(x_{1}\right) \operatorname{sgn} x_{1} \geqq 0 \quad\left(\left|x_{1}\right| \geqq h\right)$
(ii) $\left|\Phi\left(x_{1}\right)-b x_{1}\right| \leqq M \quad(b \leqq 0$ constant $)$
(iii) $|P(t)| \leqq m$.

Proof. - In equation (6) the function $g=g(x, \mu)$ is constructed by means of an arbitrary positive number $F$ since $\theta(x)$ must not be bounded. Multiplying this equation $b y x^{\prime}$ and integrating from 0 to we obtain the result:
$\left[x^{\prime \prime} x^{\prime}+\int_{0}^{x^{\prime}} \psi(\eta, \mu) \eta d \eta+x^{\prime} \int_{0}^{x} \varphi(\xi, \mu) d \xi+\int_{0}^{x} g(\xi, \mu) d \xi-\mu x^{\prime} P(t)\right]_{0}^{\omega}-$

$$
-\int_{0}^{\omega} x^{n}\left(x^{\prime \prime}+\Phi(x, \mu)-\mu P(t)\right) d t=0
$$

Assuming that $x(t)$ is a periodic solution the result will be simplified:

$$
\int_{0}^{a} x^{n}\left(x^{\prime \prime}+b x+(\Phi(x, \mu)-b x)-\mu P(t)\right) d t=0
$$

Because of

$$
|\Phi(x, \mu)-b x| \leqq M, \quad|P(t)| \leqq m
$$

and

$$
\int_{0}^{\omega} x^{\prime \prime} x d t=-\int_{0}^{\omega} x^{\prime 2} d t
$$

we have the equation

$$
\int_{0}^{\infty} x^{r^{2}} d t-b \int_{0}^{\omega} x^{\prime 2} d t+\int_{0}^{\omega} x^{\prime \prime}\{(\Phi(x, \mu)-b x)-\mu P(t)\} d t=0
$$

from which we conclude:

$$
\int_{0}^{\omega} x^{n 2} d t \leqq \omega(m+M)^{2}
$$

$x(t)$ being periodic the derivative $x^{\prime}(t)$ must have a zero on $[0, \omega]$, say $\tau$. Then

$$
x^{\prime}(t)=\int_{\tau}^{i} x^{\prime \prime}(s) d s, \quad \tau \leqq t \leqq \tau+\omega
$$

and

$$
\begin{equation*}
\left|x^{\prime}(t)\right| \leqq \omega(m+M) \quad \text { for all } t \tag{11}
\end{equation*}
$$

Now, following the same conclusion as above (applying condition (i)) we should estimate

$$
\begin{equation*}
|\infty(t)|<h+\omega^{2}(m+M) \quad \text { if } \mu \in[0,1) . \tag{12}
\end{equation*}
$$

The estimates (11) and (12) are already sufficient in order to complete the proof. Namely, the third component of the vector integral equation (7) can be omitted since the nonlinear term $\boldsymbol{f}$ only depends on the components $x_{1}=x$ and $x_{2}=w^{\prime}$.

Evidently, condition (i) of the Appendix can be modified into

$$
\theta\left(x_{1}\right) \operatorname{sgn} x_{1} \leqq 0 \quad\left(\left|x_{1}\right| \geqq h\right)
$$

Example. - The equation

$$
\begin{equation*}
x^{\prime \prime \prime}=p(t), \quad \int_{0}^{\omega} p(t) d t=0 \tag{13}
\end{equation*}
$$

fulfils the conditions of the appendic $\left(\psi\left(x^{\prime}\right) \equiv 0, \varphi(x) \equiv 0\right.$ and $\left.b=0, \theta(x) \equiv 0\right)$.
Let (as above)

$$
P(t)=\int_{0}^{t} p(\tau) d \tau \quad(\omega \text {-periodic })
$$

moreover, let

$$
\begin{aligned}
& \int_{0}^{t} P(\tau) d \tau=P_{1}(t)+c t \\
& {\left[P_{1}(t+\omega) \equiv P_{1}(t), \quad \text { i.e. } \quad c=\frac{1}{\omega} \int_{0}^{\omega} P(t) d t\right]}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{0}^{t} P_{1}(\tau) d \tau=P_{2}(t)+c_{1} t \\
& {\left[P_{2}(t+\omega) \equiv P_{2}(t), \quad \text { i.e. } \quad c_{1}=\frac{1}{\omega} \int_{0}^{\omega} P_{1}(t) d t\right] .}
\end{aligned}
$$

Then

$$
\int_{0}^{t}\left(\int_{0}^{\tau_{1}}\left(\int_{0}^{\tau_{2}} p\left(\tau_{3}\right) d \tau_{3}\right) d \tau_{2}\right) d \tau_{1}=P_{2}(t)+c_{1} t+\frac{c}{2} t^{2}
$$

and equation (13) possesses the general solution

$$
x(t)=a+a_{1} t+a_{2} t^{2}+P_{2}(t)+c_{1} t+\frac{c}{2} t^{2}
$$

( $a, a_{1}, a_{2}$ arbitrary constant values).
Ohoosing

$$
a_{1}=-c_{1}, \quad a_{2}=-\frac{c}{2}
$$

we obtain a family of $\omega$-periodic solutions:

$$
x(t)=a+P_{2}(t)
$$

In two further special cases based on the assumption $\theta=\theta(x)$ the conditions of the general theorem can be weakened considerably, too.

## Appendix 2.

Equation (1) admits a periodic solution if
(i) $\quad \theta\left(x_{1}\right) \operatorname{sgn} x_{1} \geqq 0(\leqq 0) \quad$ for $\left|x_{1}\right| \geqq h$
(ii) $\quad\left|\Phi\left(x_{1}\right)-b x_{1}\right| \leqq M \quad\left(0<b<\frac{4 \pi^{2}}{\omega^{2}}\right)$
(iii) $|P(t)| \leqq m$.

Proof. - Again, assuming $0 \leqq \mu<1$ and $x(t) \equiv x(t+\omega)$ we multiply equation (6) by $x^{\prime}$ and integrate from 0 to $\omega$ :

$$
\begin{equation*}
\int_{0}^{\omega} x^{\prime 2} d t-b \int_{0}^{\omega} x^{\prime 2} d t+\int_{0}^{\omega} x^{\prime \prime}\{(\Phi(x, \mu)-b x)-\mu P(t)\} d t=0 \tag{14}
\end{equation*}
$$

Let $k$ be any positive integer and

$$
\begin{aligned}
& a_{k}^{\prime \prime}=\frac{2}{\omega} \int_{0}^{\omega} x^{\prime \prime}(t) \cos \frac{2 \pi k}{\omega} t d t=\frac{4 \pi k}{\omega^{2}} \int_{0}^{\omega} x^{\prime}(t) \sin \frac{2 \pi k}{\omega} t d t=\frac{2 \pi k}{\omega} b_{k}^{\prime} \\
& b_{k}^{\prime \prime}=\frac{2}{\omega} \int_{0}^{\omega} x^{\prime \prime}(t) \sin \frac{2 \pi k}{\omega} t d t=-\frac{4 \pi k}{\omega^{2}} \int_{0}^{\omega} x^{\prime}(t) \cos \frac{2 \pi k}{\omega} t d t=-\frac{2 \pi k}{\omega} a_{k}^{\prime} .
\end{aligned}
$$

Applying the Parseval equations for $x^{\prime \prime}$ and $x^{\prime}$ we obtain the following estimate:

$$
\begin{equation*}
\int_{0}^{\omega} x^{\prime \prime 2} d t=\frac{\omega}{2} \sum_{k=1}^{\infty}\left(a_{k}^{\prime \prime 2}+b_{k}^{\prime \prime 2}\right)=\frac{4 \pi^{2}}{\omega^{2}} \frac{\omega}{2} \sum_{k=1}^{\infty} k^{2}\left(a_{k}^{\prime 2}+b_{k}^{\prime 2}\right) \geqq \frac{4 \pi^{2}}{\omega^{2}} \int_{0}^{\omega} x^{\prime 2} d t \tag{15}
\end{equation*}
$$

Now, we derive from (14):

$$
\begin{gathered}
\left(1-\frac{b \omega^{2}}{4 \pi^{2}}\right) \int_{0}^{\omega} x^{\prime 2} d t \leqq \int_{0}^{\omega} x^{\prime 2} d t-b \int_{0}^{\omega} x^{\prime 2} d t \leqq \sqrt{\omega}(M+m) \sqrt{\int_{0}^{\omega} x^{n 2} d t} \\
\sqrt{\int_{0}^{\omega} x^{\prime 2} d t} \leqq \frac{4 \pi^{2}(M+m)}{4 \pi^{2}-b \omega^{2}} \sqrt{\omega}
\end{gathered}
$$

On the basis of this result the proof can be completed by means of the same consideration as above (Appendix 1).

The last Appendix refers to the special case

$$
\theta=\theta(x), \quad \psi\left(x^{\prime}\right)=a \neq 0
$$

## Appendix 3.

The equation

$$
\begin{equation*}
x^{\prime \prime \prime}+a x^{\prime \prime}+\varphi(x) x^{\prime}+\theta(x)=p(t) \tag{16}
\end{equation*}
$$

has a periodic solution if
(i) $\frac{\theta\left(x_{1}\right)}{x_{1}} \rightarrow 0 \quad\left(\left|x_{1}\right| \rightarrow \infty\right), \quad \theta\left(x_{1}\right) \operatorname{sgn} x_{1} \geqq 0(\leqq 0) \quad$ for $\left|x_{1}\right| \geqq \hbar$
(ii) $\quad|P(t)| \leqq m$.

Proon. - This time we define the auxiliary system (3) in the following way:

$$
A=\left(\begin{array}{rrr}
0 & 1 & 0 \\
0 & -a & 1 \\
-c & 0 & 0
\end{array}\right), \quad f=\left(\begin{array}{c}
0 \\
-\Phi+\mu P \\
c x_{1}-g
\end{array}\right)
$$

It is evident that the characteristic equation of the linear part $\boldsymbol{x}^{\prime}=\boldsymbol{A} \boldsymbol{x}$,

$$
\operatorname{Det}(\lambda \boldsymbol{E}-\boldsymbol{A})=\lambda^{3}+a \lambda^{2}+c=0
$$

has no purely imaginary root.
The functions $\Phi\left(x_{1}, \mu\right)$ and $g\left(x_{1}, \mu\right)$ are introduced as above. The constant $F$ (in the definition of $g$ ) is arbitrarily chosen (as in the proofs of the foregoing appendices).

We consider the third order differential equation which is equivalent to (3):

$$
\begin{equation*}
x^{\prime \prime \prime}+a x^{\prime \prime}+\varphi(x, \mu) x^{\prime}+g(x, \mu)=\mu p(t), \quad x=x_{1} \tag{17}
\end{equation*}
$$

Let $x=x(t)$ be a periodic solution and let $0 \leqq \mu<1$.

Multiplying this equation by $x$ and integrating from 0 to $\omega$ we obtain

$$
\begin{equation*}
\int_{0}^{\infty}\left(\mu P-a x^{\prime}\right) x^{\prime} d t+\int_{0}^{\omega} g(x, \mu) x d t=0 \tag{18}
\end{equation*}
$$

whence we conclude

$$
|a| \int_{0}^{\omega} x^{\prime 2} d t \leqq m \sqrt{\omega} \sqrt{\int_{0}^{\omega} x^{\prime 2} d t}+G \sqrt{\omega} \sqrt{\int_{0}^{\omega} x^{2} d t}
$$

if we set

$$
G=G(R)=F+\sup _{|x| \leqslant n}|\theta(x)|, \quad R=\sup _{[a, \omega]}|x(t)| .
$$

A further calculation yields:

$$
\begin{equation*}
\sqrt{\int_{0}^{\infty} x^{\prime 2} d t} \leqq \frac{m \sqrt{\omega}}{2|a|}\left(1+\sqrt{1+\frac{4 G|a|}{\sqrt{\omega m^{2}}} \sqrt{\int_{0}^{\infty} x^{2} d t}}\right) \leqq \frac{m \sqrt{\omega}}{|a|}+\sqrt{\frac{\omega}{|a|}} \sqrt{G R} . \tag{19}
\end{equation*}
$$

Taking into account that the nonlinear perturbance term $f$ in equation (3) depends on $t, x_{1}$ and $\mu$ we need only an a priori estimate of $x=x_{1}$ in order to complete the proof.

Let $\tau$ be such that $|x(\tau)|<h$. Then we have for $\tau \leqq t \leqq \tau+\omega$

$$
|x(t)-x(\tau)| \leqq \int_{\tau}^{t}\left|x^{\prime}(s)\right| d s \leqq \sqrt{\omega} \sqrt{\int_{\tau}^{\tau+\omega} x^{\prime 2}(s) d s}
$$

hence

$$
R<h+\sqrt{\omega} \sqrt{\int_{0}^{\omega} x^{\prime 2} d s}
$$

Now, we obtain with the aid of the estimate (19):

$$
\begin{equation*}
1<\left(h+\frac{m \omega}{|a|}\right) \frac{1}{R}+\frac{\omega}{\sqrt{|a|}} \sqrt{\frac{G(R)}{R}} . \tag{20}
\end{equation*}
$$

We could easily show that condition (i) implies:

$$
\frac{G(R)}{R}=\frac{F}{R}+\frac{1}{R} \sup _{|x| \leqslant R}|\theta(x)| \rightarrow 0 \quad \text { as } R \rightarrow \infty
$$

Thus, we derive from (20):

$$
\sup _{[0, \omega]}|x(t)|=R \leqq R_{3} \quad(\text { only dependent on } a, m, \omega, h)
$$

as required.
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