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#### Abstract

Summary. - Let A be a symmetric $N \times N$ real-matrix-valued function on a connected region $\Omega$ in $R^{N}$, with $A$ positive definite a.e. and $A, A^{-1}$ locally integrable. Let $b$ and $c$ be locally integrable, non-negative, real-valued functions on $\Omega$, with e positive, a.e. Put a(u,v)= $=\int_{\Omega}((A \nabla u, \nabla v)+b u v) d x$. We consider the boundary value problem $a(u, v)=\int_{0} f v o d x$, for all $v \in O_{0}^{\infty}(\Omega)$, and the eigenvalue problem $a(u, v)=\lambda \int_{\Omega} u v o d x$, for all $v \in O_{0}^{\infty}(\Omega)$. Positivity of the solution operator for the boundary value problem, as well as positiwity of the dominant eigenfunction (if there is one) and simplicity of the corresponding eigenvalue are proved to hold in this context.


## 1. - Introduction.

Consider a second-order self-adjoint boundary value problem of the form

$$
\begin{array}{ll}
L u=-\sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}} a_{i j}(x) \frac{\partial u}{\partial x_{i}}+b(x) u=f, & \text { in } \Omega, \\
B u=\beta(x) u+\delta \frac{\partial}{\partial v} u=0 & \text { on } \partial \Omega, \tag{1.2}
\end{array}
$$

Here $\Omega$ is a bounded region in $R^{V}$ having smooth boundary, $v$ is given by $\nu(x)=$ $=A(x) n(x)$ where $A(x)=\left(a_{i j}(x)\right)_{i, j=1, \ldots, N}$ and $n(x)$ is the unit outward normal to $\partial \Omega$ at $x ; \beta(x)$ is a real-valued function on $\partial \Omega$ and $\delta$ is a constant, and either $\beta(x) \equiv 1$ and $\delta=0$ or $\beta(x) \geqslant 0$ and $\delta=1$. Suppose that $\Omega$ is connected and that $L$ is uniformly elliptic in $\Omega$. If $b(x)$ and $\beta(x)$ do not both vanish identically (on $\Omega$ and $\partial \Omega$ respectively) then the differential operator $\mathcal{L}$ on $L^{2}(\Omega)$ determined by $L$ and $B$ is positive definite and has a compact inverse. Under these assumptions, together with the classical smoothness conditions on the boundary $\partial \Omega$ and on the coefficients in $L$ and $B$, it follows from the maximum principle that the Green's function $G$ for $\mathcal{L}$

[^0]satisfies
$$
G(x, y)>0, \quad x \neq y, \quad x, y \in \Omega .
$$

Under the same assumptions, the least eigenvalue of the eigenvalue problem

$$
\begin{equation*}
L u=\lambda c(x) u \quad \text { in } \Omega, \quad B u=0 \quad \text { on } \partial \Omega \tag{1.3}
\end{equation*}
$$

where $e(x)>0$ on $\Omega$, is positive and simple and the corresponding eigenfunction is of one sign and does not vanish in $\Omega$. Finally, this eigenfunction minimizes the Rayleigh quotient

$$
J(u)=\left[\int_{\Omega}\left(\sum_{i, j w=1}^{N} a_{i j}(x) u_{x_{i}} u_{x_{j}}+b u^{2}\right) d x+\int_{\partial \Omega} \beta(x) u^{2}(x) d \sigma\right] /\left(\int_{\Omega} u^{2}(x) e(x) d x\right)
$$

in the class of functions $u \in C^{1}(\bar{\Omega})$ that satisfy

$$
B u=0 \quad \text { on } \Gamma=\{x \in \partial \Omega: \beta(x)>0\}
$$

The purpose of this paper is to establish analogous results for the weak problems corresponding to (1.1), (1.2), and (1.3) when the coefficients are not necessarily continuous, when $L$ is not necessarily uniformly elliptic, and when $\Omega$ is not necessarily either bounded or smoothly bounded. For problems of this generality there is available neither a strong maximum principle nor, even when $b(x) \equiv 0$, a Harnack inequality (see however the remark following the proof of Theorem 4.1). In fact we obtain our results not by a local analysis of solutions of (1.1) but rather by analysis of the properties of the Sobolev type function spaces naturally associated with (1.1), (1.2). We are primarily interested in the Dirichlet problem, and the hypotheses which we impose are too weak to permit formalation of general self-adjoint boundary conditions. Thus we do not attempt here to treat boundary conditions of the generality of those discussed above. Our results however do apply to mixed boundary conditions consisting of the Dirichlet condition on a portion of the boundary and natural boundary conditions on the remainder of the boundary. Formally, such boundary conditions can be written

$$
\begin{equation*}
u=0 \quad \text { on } \Gamma_{1} \quad \frac{\partial u}{\partial v}=0 \quad \text { on } \Gamma_{2}, \tag{1.4}
\end{equation*}
$$

where $y$ is as above, $\Gamma_{1} \cap \Gamma_{2}=\emptyset, \Gamma_{1} \cup \Gamma_{2}=\Omega$.
The relation between certain of our methods and the methods used in [3] should be emphasized. This connection is explained further in the remarks following the proofs of Lemmas 3.6 and 4.3.

For the classical existence and uniqueness theory of (1.1), (1.2) see Mrranda [18]. Some references for positivity properties of solutions of (not necessarily self-adjoint) second order boundary value problems are [3], [8], [22], [27]. The indicated pro-
perties of the first eigenvalue and its corresponding eigenfunction are proved, at least for special cases, in [8], [11], [31]. In general these follow from the theory of positive operators [13], [14], [15], although the references cited generally make overrestrictive hypotheses which, in particular, rule out the Dirichlet boundary conditions; see however the remark on page 923, [13].

Some sources in which elliptic equations are treated under boundedness and ellipticity conditions similar to (but in all cases somewhat stronger than) ours are Kruzkov, [16], Murthy and Stampaccitia, [21], and Trudinger, [29] and [30]. These authors treat non-self-adjoint operators and although they are concerned with problems essentially different from those which are our main concern, there is some overlap of ideas between our work and theirs. In fact we have been guided somewhat in our choice of notation by [30]. We note that under their somewhat stronger assumptions together with some further additional hypotheses, the Harnack inequalities of Kruzkov [16] and Trudinger [29] can be used to prove a positivity result of the sort we prove here. See the remark following the proof of Theorem 4.1.

The original motivation for proving the results in this paper came from certain problems arising in connection with the work [7] on uniqueness of positive solutions of quasilinear elliptic boundary value problems. Indeed the main result of [7], Theorem 1, can be regarded as a non-linear analogue of Theorem 5.1 below.

## 2. - Preliminaries.

Let $\Omega$ be a connected open set in $R^{T}$. Below we shall use the following conventions and notations. First, since such distinctions are not critical for our purpose, we shall not explicitly distinguish between an equivalence class of functions (with respect to equality almost everywhere) and a representative of such an equivalence class. By a subset of $\Omega$ we will always understand a measurable subset; set inclusions and set inequalities are to be understood as holding to within a set of measure zero. Finally, an inequality asserted for a function $f$ on a set $E$ is to be understood as holding almost everywhere on $E$.

We will denote Lebesgue measure by $\mu$; the characteristic function, defined on $\Omega$, of the set $E \subseteq \Omega$ will be denoted by $\chi_{R}$. For a measurable function $f$ defined on $\Omega$,

$$
s(f)=\{x \in \Omega: f(x) \neq 0\}
$$

Following a standard notation we will let $H_{\text {loc }}^{1,1}(\Omega)$ denote the space of real valued functions which are locally of class $L^{1}$ in $\Omega$ and are locally strongly $L^{1}$ differentiable. For $u \in H_{10 c}^{1,1}(\Omega), \nabla u$ will have the obvious meaning.

Lemma 2.1. - Let $u \in H_{l o c}^{1,1}(\Omega)$.
a) If $u(x)=$ const. a.e. on a measurable set $G \subseteq \Omega$ then $\nabla u=0$ a.e. on $G$.
b) If $\Omega^{\prime}$ is a connected open subset of $\Omega$ and

$$
\nabla u=0 \quad \text { a.e. in } \Omega^{\prime}
$$

then

$$
u(x)=c \quad \text { a.e. in } \Omega^{\prime}
$$

for some constant $c$.
c) $|u| \in H_{\mathrm{loc}}^{1,1}(\Omega)$ and

$$
\nabla|u|=\operatorname{sgn} u \nabla u \quad \text { a.e. in } \Omega .
$$

Proof. - Assertion a) is Theorem 3.2.2 on page 69 of [20].
Assertion $b$ ) follows readily from the fact that a distribution on $\Omega^{\prime}$ whose distribution gradient is zero is a function constant almost everywhere, [12], [24].

Finally, assertion c) follows from a chain rule given in [17], since the function $g(x, t)=|t|$ satisfies the hypotheses of Theorem 2.1 of that paper and $|u|(x)=g(x, u(x))$.

The space $H_{100}^{1,1}(\Omega)$, with its natural topology, is a Frechet space; the collection of all sets of the form $\left\{u \in H_{\operatorname{loc}}^{1,1}(\Omega): \int_{G}(|\nabla u|+|u|) d x<\varepsilon\right\}$ where $\varepsilon>0$ and $G$ is bounded, $\bar{G} \subseteq \Omega$, forms a basis for the neighborhoods of zero in this topology. A family $\left\{N_{n}\right\}$ of semi-norms on $H_{\text {loo }}^{1,1}(\Omega)$ is a complete family of semi-norms for $H_{\text {loc }}^{1,1}(\Omega)$ if the set $\left\{u \in H_{10 c}^{1,1}(\Omega): N_{n}(u)<\varepsilon\right\}$ is open for each $n$ and each $\varepsilon>0$, and the totality of sets of this form is a subbasis for the neighborhoods of zero in $H_{10 c}^{1,1}(\Omega)$. For example, one complete countable family of semi-norms is given by

$$
\begin{equation*}
N_{n}(u)=\int_{G_{n}}(|\nabla u|+|u|) d x, \quad n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

where $\left\{G_{n}\right\}$ is a countable cover for $\Omega$ consisting of bounded open sets $G_{n}$ with $\bar{G}_{n} \subseteq \Omega$, $n=1,2, \ldots$. If the sequence $\left\{G_{n}\right\}$ is increasing then the semi-norms given by (2.1) satisfy

$$
\begin{equation*}
N_{n}(u) \leqslant N_{m}(u), \quad u \in H_{100}^{1, \mathbf{1}}(\Omega), \tag{2.2}
\end{equation*}
$$

for $n, m=1,2, \ldots$, and $m \geqslant n$.
Remark 1. - If $\left\{N_{n}\right\}$ is a countable family of semi-norms satisfying (2.2), if $\left\{N_{n}^{\prime}\right\}$ is any other countable family of semi-norms, and if there exist constants $k_{n}, K_{n}$, $n=1,2, \ldots$, such that for $u \in H_{\text {loc }}^{1,1}(\Omega) N_{n}^{\prime}(u) \leqslant k_{n} N_{n}(u)$ for all $n$ while $N_{n}(u) \leqslant K_{n}$. - $N_{n}^{\prime}(u)$ for all sufficiently large $n$, then $\left\{N_{n}^{\prime}\right\}$ is a complete family of semi-norms for $H_{\mathrm{loc}}^{1,1}(\Omega)$ provided $\left\{N_{n}\right\}$ is.

Remark 2. - If $\left\{N_{n}\right\}$ is a complete family of semi-norms on $H_{\text {loc }}^{1,1}(\Omega)$ and if $T$ is a linear mapping from a normed linear space $Z$ into $H_{\text {loc }}^{1,1}(\Omega)$ then it is easily seen
that $T$ is continuous if and only if it is bounded with respect to each $N_{n}$, i.e. if and only if for each $n$ there exists $\lambda_{n}$ such that $N_{n}(T u) \leqslant \lambda_{n}\|u\|_{Z}$ for all $u \in Z$. Such a map $T$ is uniformly continuous and therefore has a unique continuous linear extension, $\hat{T}: \hat{Z} \rightarrow H_{100}^{1,1}(\Omega)$, to the completion $\hat{Z}$ of $Z$.

Finally, a topological linear space $X$ contained as a linear manifold in $H_{\text {loc }}^{1,1}(\Omega)$ will be called stronger than $H_{100}^{1,1}(\Omega)$ if the natural embedding $e: X \rightarrow H_{\mathrm{loc}}^{1,1}(\Omega)$ is continuous.

Lemma 2.2. - Let $\left\{G_{n}\right\}$ be an increasing sequence of bounded, smoothly bounded connected open subsets of $\Omega$, with $\bar{G}_{n} \subseteq \Omega, n=1,2, \ldots, \Omega=\bigcup_{n=1}^{\infty} G_{n}$. Let $S \subseteq \Omega$ be a measurable set of positive measure. Then $\left\{N_{n}^{\prime}\right\}$, where

$$
\begin{equation*}
N_{n}^{\prime}(u)=\int_{G_{n}}|\nabla u| d x+\int_{s \sigma_{\sigma_{n}}}|u| d x \tag{2.3}
\end{equation*}
$$

is a complete family of semi-norms for $H_{100}^{1,1}(\Omega)$.
Proof. - It is clear that each $N_{n}^{\prime}$ is a semi-norm. Thus by Remark 1 above it suffices to prove that for all sufficiently large $n, N_{n}^{\prime}$ is equivalent to the semi-norm $N_{n}$, given by (2.1). Suppose $n$ is sufficiently large that $\mu\left(S \cap G_{n}\right)>0$, but that $N_{n}^{\prime}$ is not equivalent to $N_{n}$. Then there is a sequence $\left\{u_{k}\right\}$ in $H_{10 \mathrm{c}}^{1,1}(\Omega)$ such that

$$
\begin{equation*}
N_{n}\left(u_{k}\right)=1, \quad k=1,2, \ldots \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \bar{N}_{n}^{\prime}\left(u_{k}\right)=0 \tag{2.5}
\end{equation*}
$$

Let $u_{k}^{\prime}$ denote the restriction of $u_{k}$ to $G_{n}, k=1,2, \ldots$ Then $N_{n}\left(u_{k}\right)$ is just the $H^{1,1}\left(G_{n}\right)$ norm of $u_{k}^{\prime}$, so that by (2.4) and the Sobolev embedding theorem [20, p. 75] we can assume the original sequence to have been chosen so that $\left\{u_{k}^{\prime}\right\}$ is convergent in $L^{1}\left(G_{n}\right)$. Then from (2.3) and (2.5) it follows that $\left\{u_{k}^{\prime}\right\}$ is convergent in $H^{1,1}\left(G_{n}\right)$, say to $u_{0}^{\prime}$. Thus by (2.4)

$$
\begin{equation*}
\int_{G_{n}}\left|\nabla u_{0}^{\prime}\right| d x+\int_{G_{n}}\left|u_{\mathbf{0}}^{\prime}\right| d x=1 \tag{2.6}
\end{equation*}
$$

while by (2.5),

$$
\begin{equation*}
\int_{G_{n}}\left|\nabla u_{0}^{\prime}\right| d x+\int_{S \cap G_{n}}\left|u_{\mathbf{0}}^{\prime}\right| d x=0 \tag{2.7}
\end{equation*}
$$

The latter equation implies that $\nabla u_{0}^{\prime}(x)=0$ a.e. in $G_{n}$, and consequently, by Lemma 2.1 b) that $u_{0}^{\prime}(x)=$ const. a.e. in $G_{n}$. However (2.7) also implies that $u_{0}^{\prime}(x)=$ $=0$ a.e. in $S \cap G_{n}$ and thus that $u_{0}^{\prime}(x)=0$ a.e. in $G_{n}$, which contradicts (2.6). Thus the lemma is proved.

Let $A$ be a measurable $N \times N$ real matrix valued function on $\Omega$ and let $b$ be a measurable real valued function on $\Omega$ and assume that $A$ is a.e. self-adjoint and positive definite while $b$ is a.e. non-negative. Let

$$
W^{1,2}(A, b, \Omega)=\left\{u \in H_{10 c}^{1,1}(\Omega): \int_{\Omega}\left((A \nabla u, \nabla u)+b u^{2}\right) d x<\infty\right\}
$$

In what follows $W^{1,2}(A, b, \Omega)$ and linear manifolds in it are regarded as inner product spaces with the semi-definite inner product

$$
\begin{equation*}
\langle u, v\rangle=\int_{\Omega}((A \nabla u, \nabla v)+b u v d x) . \tag{2.8}
\end{equation*}
$$

Thus, a linear manifold $X \subseteq W^{1,2}(A, b, \Omega)$ is a pre-Hilbert space if $\langle.,$.$\rangle is positive$ definite on $X$; if in addition $X$ is complete with respect to $\langle.,$.$\rangle then X$ is a Hilbert space.

We shall be interested in Hilbert spaces $X \subseteq W^{1,2}(A, b, \Omega)$ such that $C_{0}^{\infty} \subseteq X$, $C^{\infty}(\Omega) \cap X$ is dense in $X$, and $X$ is stronger than $H_{l o c}^{1,1}(\Omega)$. (This last condition is necessary and sufficient in order that the Hilbert space $X \subseteq W^{1,2}(A, b, \Omega)$ be a $\mu$-measurable functional Hilbert space in the sense of [3]; see also Lemma 3.4, below and the remark following.) If such spaces exist at all then it is not difficult to see that there exists a (unique) smallest one which is characterized by the property that it contains $C_{0}^{\infty}(\Omega)$ as a dense linear manifold.

Definition 2.1. - If there exists a Hilbert space in $W^{1,2}(A, b, \Omega)$ which is stronger than $H_{100}^{1,1}(\Omega)$ and contains $C_{0}^{\infty}(\Omega)$ as a dense linear manifold then this uniquely determined space will be denoted by $H_{0}(A, b, \Omega)$. If there exists a Hilbert space in $W^{1,2}(A$, $b, \Omega)$ which is stronger than $H_{1 o c}^{1,1}(\Omega)$ and contains both $C_{0}^{\infty}(\Omega)$ and $C^{\infty}(\Omega) \cap$ $\cap W^{1,2}(A, b, \Omega)$, the latter as a dense linear manifold, then this space, which is also uniquely determined, will be denoted by $H(A, b, \Omega)$.

The uniqueness assertions in the above definition are contained in Lemma 3.1 below. Criteria for $H_{0}(A, b, \Omega)$ and $H(A, b, \Omega)$ to be defined are given in [30]. Similar criteria, appropriate to the context of this paper, will be developed in section 3.

Another property which we shall generally require of the spaces under consideration here is that they be vector lattices with respect to almost everywhere pointwise order. This is equivalent to invariance of the space under the non-linear mapping $u \rightarrow|u|$. Since it is this form of the lattice property which is most important for our purposes we shall invariably refer to it in this version and simply call the reader's attention, at this point, to the fact that this property is equivalent to the lattice property.
3. - The space $W^{1,2}(A, b, \Omega)$.

Suppose now that $A$ and $b$ are as in $\S 2$. We first give a criterion for a pre-Hilbert space in $W^{1,2}(A, b, \Omega)$ to have a concrete completion in $W^{1,2}(A, b, \Omega)$ which is stronger than $H_{100}^{1,1}(\Omega)$.

Lemma 3.1. - Let $Z$ be a pre-Hilbert space in $W^{1,2}(A, b, \Omega)$ which is stronger than $H_{\text {loe }}^{1,1}(\Omega)$. Then there exists a unique Hilbert space $X \subseteq W^{1,2}(A, b, \Omega)$ such that $X$ is stronger than $H_{\mathrm{loc}}^{1,1}(\Omega)$ and $Z$ is a dense linear manifold in $X$.

REMARK 3. - If $b$ is positive on a set of positive measure then $X$ is unique even without its being required to be stronger than $H_{\mathrm{Ioc}}^{1,1}(\Omega)$; in general, however, this is not true.

Proof. - Let $e$ denote the natural embedding $Z \rightarrow H_{\mathrm{loc}}^{1,1}(\Omega)$; by hypothesis $e$ is continuous. Let $\sigma: Z \rightarrow L^{2}\left(\Omega, R^{N+1}\right)$ be defined by

$$
\begin{equation*}
\sigma(u)=\left(A^{\frac{1}{2}} \nabla u, b^{\frac{1}{2}} u\right) \tag{3.1}
\end{equation*}
$$

then $\sigma$ is an isometry and thus $\overline{\sigma(Z)}$ can be identified with the abstract completion of $Z$. Note that if

$$
\left(g_{1}, \ldots, g_{x+1}\right) \in \overline{\sigma(Z)}
$$

then

$$
\begin{equation*}
g^{N+1}(x)=0 \quad \text { a.e. on } \Omega \backslash S_{0} \tag{3.2}
\end{equation*}
$$

where $S_{0}=\{x \in \Omega: b(x)>0\}$. We now define $\tau: \sigma(Z) \rightarrow H_{10 c}^{1,1}(\Omega)$ as follows

$$
\begin{equation*}
\tau=e \sigma^{-1} \tag{3.3}
\end{equation*}
$$

We clearly have, for $g \in \sigma(Z)$ and $\omega=\tau g$,

$$
\begin{equation*}
\nabla \omega=A^{-\frac{1}{2}} \tilde{g} \quad \text { a.e. on } \Omega, \quad \omega=b^{-\frac{1}{2}} g_{N+1} \quad \text { a.e. on } S_{0} \tag{3.4}
\end{equation*}
$$

where $\tilde{g}=\left(g_{1}, \ldots, g_{N}\right)$. Since $\tau$, defined by (3.3), is a continuous linear map it has, by Remark 2, a unique continuous extension $\tilde{\tau}: \overline{\sigma(Z)} \rightarrow H_{\mathrm{loc}}^{1,1}(\Omega)$. Now suppose that $g \in \overline{\sigma(\bar{Z})}$ and let $\left\{g^{n}\right\}$ be a sequence in $\sigma(Z)$ converging to $g$, with $\omega_{n}=\tau\left(g^{n}\right), n=1$, $2, \ldots$, so that $\left\{\omega_{n}\right\}$ converges to $\omega=\tilde{\tau}(g)$ in $H_{\mathrm{loc}_{0}}^{1,1}(\Omega)$. We can assume, moreover, that $\left\{g^{n}\right\}$ was selected so that $g^{n}(x) \rightarrow g(x), \nabla \omega_{n}(x) \rightarrow \nabla \omega(x)$ and $\omega_{n} \rightarrow \omega(x)$ for almost all $x \in \Omega$. It then follows that (3.4) holds for $g \in \overline{\sigma(Z)}, \omega=\tilde{\tau}(g)$. We now show that $\tilde{\tau}$ is one-to-one. Indeed if $\omega=\tilde{\tau} g$ and. $\omega^{\prime}=\tilde{\tau} g^{\prime}$ and $\omega=\omega^{\prime}$ then clearly $g_{i}=g_{i}^{\prime}$ a.e. on $\Omega$ for $i=1,2, \ldots, N$ and $g_{N+1}=g_{N+1}^{\prime}$ on $S_{0}$, so by (3.2), $g=g^{\prime}$. Using again the relation (3.4) for $g \in \overline{\sigma(Z)}, \omega=\tilde{\tau} g$, we conclude that $\tilde{\tau}(\overline{\sigma(Z)}) \subseteq W^{1,2}(A$, $b, \Omega$, i.e. that $\langle\omega, \omega\rangle$ as defined by (2.8), is finite for $\omega \in \tilde{\tau}(\overline{\sigma(Z)})$. Let $X$ be the subspace of $W^{1,2}(A, b, \Omega)$ whose elements are just the elements of $\tilde{\tau}(\overline{\sigma(Z)})$. It is easily seen from this construction that the isometry $\sigma$ extends to a surjective isometry $\tilde{\sigma}: X \rightarrow \overline{\sigma(Z)}$, with

$$
\tilde{\sigma}(u)=\left(A^{\frac{1}{2}} \nabla u, b^{\frac{1}{2}} u\right), \quad u \in X
$$

Thus $X$ is a Hilbert space with $Z$ dense in $X$. The natural embedding $\tilde{e}: X \rightarrow H_{\mathrm{loc}}^{1,1}(\Omega)$ satisfies $\tilde{e}=\tilde{\tau} \tilde{\sigma}$ so that $\tilde{e}$ is continuous and thus $X$ is stronger than $H_{\text {loc }}^{1,1}(\Omega)$. On the other hand, if $X$ is a Hilbert space in $W^{1,2}(A, b, \Omega)$ which is stronger than $H_{\mathrm{loc}}^{1,1}(\Omega)$
and if $Z$ is dense in $X$ then the elements of $X$ are $H_{l o c}^{1,1}(\Omega)$-limits of Cauchy sequences in the pre-Hilbert space $Z$. It follows that $X$ is uniquely determined.

Lemma 3.2. - (a) In order that $O_{0}^{\infty}(\Omega) \subseteq W^{1,2}(A, b, \Omega)$ it is necessary and sufficient that $\|A\|, b \in L_{\mathrm{loc}}^{1}(\Omega)$.
(b) A linear manifold $Z \subseteq W^{1,2}(A, b, \Omega)$ satisfies the hypotheses of Lemma 3.1 provided that either of the following holds:
(i) $Z=C_{0}^{\infty}(\Omega), \Omega$ is bounded, and $\left\|A^{-1}\right\| \in L^{1}(\Omega)$.
(ii) $Z$ is arbitrary, $\left\|A^{-1}\right\| \in L_{\mathrm{ioc}}^{1}(\Omega)$ and $b$ is positive on a set of positive measure.

Proof. - The sufficiency of the condition in assertion (a) is obvious. Conversely, suppose that $C_{0}^{\infty}(\Omega) \subseteq W^{1,2}(A, b, \Omega)$. Then necessarily $(A \nabla u, \nabla u)+b u^{2} \in L^{1}(\Omega)$ for each $u \in C_{0}^{\infty}(\Omega)$. First we show that this implies $b \in L_{\text {loc }}^{1}(\Omega)$. To this end let $G$ be an arbitrary open set in $\Omega$ with $\bar{G}$ compact, $\bar{G} \subseteq \Omega$. Let $u_{0} \in C_{0}^{\infty}(\Omega)$ with $u_{0} \equiv 1$ on $G$. Then $u_{0} \in W^{1,2}(A, b, \Omega)$ implies that $b$ is integrable over $G$. Since $G$ was arbitrary it follows that $b \in L_{\mathrm{loc}}^{1}(\Omega)$.

Next we show that the diagonal elements of $A$ belong to $L_{\text {loc }}^{1}(\Omega)$. Let $G$ and $u_{0}$ be as above and let $u(x)=x_{i} u_{0}(x)$ so that $\partial u / \partial x_{i}=1$ on $G, \partial u / \partial x_{j}=0$ on $G$ where $i$ is a fixed index $1 \leqslant i \leqslant N, j \neq i$. Then on $G(A \nabla u, \nabla u)+b u^{2}=a_{i i}+b u^{2}$. Since we already know that $b \in L_{\text {loc }}^{1}(\Omega)$, it follows that $a_{i i}$ must be integrable over $G$ and hence, since $G$ was arbitrary, $a_{i i} \in L_{10 \mathrm{c}}^{1}(\Omega)$. Finally let $G$ and $u_{0}$ be as before and let $u(x)=$ $=\left(x_{i}+x_{j}\right) u_{0}(x)$, so that on $G \partial u / \partial x_{i}=\partial u / \partial x_{j}=1$ and $\partial u / \partial x_{l_{6}}=0$ for $k \neq i, j$, where $i$ and $j$ are distinct indices $1 \leqslant i, j \leqslant N$. Then on $G,(A \nabla u, \nabla u)+b u^{2}=a_{i i}+a_{j j}+$ $+2 a_{i j}+b u^{2}$, and thus we conclude that $a_{i j} \in L_{\mathrm{joc}}^{1}(\Omega)$.

Suppose now that condition (i) of (b) is satisfied. From Schwarz's inequality and (2.8) each $u \in C_{0}^{\infty}(\Omega)$ satisfies

$$
\begin{equation*}
\int_{\Omega}|\nabla u| d x \leqslant\left(\int_{\Omega}\left\|A^{-1}\right\| d x\right)^{\frac{1}{2}}\langle u, u\rangle^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

Since $\Omega$ is bounded there exists $\varrho>0$ such that

$$
\begin{equation*}
\varrho \int_{\Omega}(|\nabla u|+|u|) d x<\int_{\Omega}|\nabla u| d x, \quad u \in H_{0}^{1,1}(\Omega) \tag{3.6}
\end{equation*}
$$

see [20, p. 69]. Thus, combining (3.5) and (3.6) we see that (i) implies that $O_{0}^{\infty}(\Omega) \cap$ $\cap W^{1,2}(A, b, \Omega)$ is a pre-Hilbert space stronger than $H_{0}^{1,1}(\Omega)$, hence also stronger than $H_{\text {loc }}^{1,1}(\Omega)$.

Now suppose that (ii) is satisfied and let $\mathbb{S}$ be a measurable set of positive measure such that

$$
b(x) \geqslant m>0, \quad \text { for } x \in S
$$

for some positive constant $m$. We can assume that $S$ is contained in a compact subset of $\Omega$. Let $G$ be a bounded, open subset of $\Omega$ with

$$
S \subseteq G \subseteq \bar{G} \subseteq \Omega
$$

then for $u \in W^{1,2}(A, b, \Omega)$,

$$
\int_{G}|\nabla u| d x+\int_{S}|u| d x \leqslant\left[\left(\int_{G}\left\|A^{-1}\right\| d x\right)^{\frac{1}{2}}+m^{-\frac{1}{2}}(\mu(S))^{\frac{1}{2}}\right]\langle u, u\rangle^{\frac{1}{2}}
$$

It readily follows from Lemma 2.2 that $W^{1,2}(A, b, \Omega)$ is itself a Hilbert space stronger than $H_{\mathrm{loc}}^{1,1}(\Omega)$, and thus any linear manifold $Z \subseteq W^{1,2}(A, b, \Omega)$ is a preHilbert space stronger than $H_{\mathrm{loc}}^{1,1}(\Omega)$.

As a consequence of Lemmas 3.1 and 3.2 we have the following.
Lemana 3.3. - Let $\|A\|, b \in L_{\mathrm{loc}}^{1}(\Omega)$. If $\left\|A^{-1}\right\| \in L_{\mathrm{loc}}^{1}(\Omega)$ and $b$ is positive on a set of positive measure then both $H_{0}(A, b, \Omega)$ and $H(A, b, \Omega)$ are defined. If $\Omega$ is bounded and $\left\|A^{-1}\right\| \in L^{1}(\Omega)$ then $H_{0}(A, b, \Omega)$ is defined.

Proof. - It is immediate from Lemmas 3.1 and 3.2 that under the general hypothesis and either of the two alternative conditions of the above assertion, $H_{0}(A, b, \Omega)$ is defined. Under the first of the alternative conditions $H(A, b, \Omega)$ is defined as the completion of $C^{\infty}(\Omega) \cap W^{1,2}(A, b, \Omega)$ in $W^{1,2}(A, b, \Omega)$.

Lemma 3.4. - Let $X$ be a Hilbert space in $W^{1,2}(A, b, \Omega)$ which is stronger than $H_{\mathrm{loc}}^{1,1}(\Omega)$.
(a) If $\left\{u_{n}\right\}$ is a convergent sequence in $X$ with limit $u$ then there exists a subsequence $\left\{u_{n_{k}}\right\}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} u_{n_{k}}(x)=u(x) \quad \text { a.e. in } \Omega \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \nabla u_{n_{k}}(x)=\nabla u(x) \quad \text { a.e. in } \Omega \tag{3.8}
\end{equation*}
$$

(b) If $\left\{u_{n}\right\}$ is a weakly convergent sequence in $X$ and if (3.7) holds for some subsequence $\left\{u_{n_{k}}\right\}$ then $u$ is the weak limit of $\left\{u_{n}\right\}$.

Remark 4. - The first assertion of Lemma 3.4 has the following converse. If $X$ is any Hilbert space in $W^{1,2}(A, b, \Omega)$ and if every convergent sequence $\left\{u_{n}\right\}$ in $X$ with limit $u$ has a subsequence $\left\{u_{n_{k}}\right\}$ satisfying (3.7), then $X$ is stronger than $H_{\text {loc }}^{1,1}(\Omega)$. Indeed, if $X$ has this property then one can verify immediately that the graph of the natural imbedding $X \rightarrow H_{\mathrm{loc}}^{1,1}(\Omega)$ is closed and therefore that this imbedding is continuous.

Proof. - Convergence of $\left\{u_{n}\right\}$ to $u$ in $X$ implies convergence of $\left\{u_{n}\right\}$ to $u$ in $H_{\text {loc }}^{1,1}(\Omega)$, and from this assertion (a) readily follows.

To prove assertion (b) we can just as well assume that the full sequence is a.e. convergent. By Mazur's theorem there is a sequence $\left\{w_{n}\right\}$ whose terms are convex combinations of the $u_{n}$,

$$
w_{n}=\sum a_{n, l} u_{l}, \quad a_{n, l} \geqslant 0, \sum a_{n, l}=1
$$

such that $\left\{w_{n}\right\}$ converges strongly in $X$ to the weak limit of the sequence $\left\{u_{n}\right\}$. Since $u$ belongs to the closed convex hull of the set $\left\{u_{n}, u_{n_{+1}} \ldots\right\}$, for any value of $n$, one can construct the sequence $\left\{w_{n}\right\}$ in such a way that

$$
a_{n, l}=0 \quad \text { for } l<n
$$

and then $\left\{w_{n}\right\}$ will converge almost everywhere to $u$. As in $(a)$, the sequence $\left\{w_{n}\right\}$ is convergent in $H_{\text {loc }}^{1,1}(\Omega)$ and its limit in this space clearly must coincide with its a.e. limit. The $X$ - and the $H_{100}^{1,1}(\Omega)$-limits of the sequence $\left\{w_{n}\right\}$ coincide and this completes the proof.

Lemma 3.5. - Whenever $u \in W^{1,2}(A, b, \Omega)$ then so is $|u|$; hence $W^{1,2}(A, b, \Omega)$ is a vector lattice. Moreover, $\langle u, u\rangle=\langle | u|,|u|\rangle$. If $H(A, b, \Omega)\left(H_{0}(A, b, \Omega)\right)$ is defined and $u \in H(A, b, \Omega)\left(u \in H_{0}(A, b, \Omega)\right)$ then $|u| \in H(A, b, \Omega)\left(|u| \in H_{0}(A, b, \Omega)\right)$. Furthermore whenever $X$ is as in Lemma 3.4 and is invariant under the mapping $u \rightarrow|u|$, (so that $X$ is a vector lattice) then that mapping is continuous and so are the mappings $u \rightarrow u_{+}, u \rightarrow u_{-}$.

Remark 5. - An argument similar to that in the proof to follow shows that $u \in$ $\in H(A, b, \Omega) \quad\left(u \in H_{0}(A, b, \Omega)\right) \quad$ implies $f(u) \in H(A, b, \Omega) \quad\left(f(u) \in H_{0}(A, b, \Omega)\right)$ whenever $f$ is uniformly Lipschitz continuous and $f(0)=0$. However the proof of continuity of $u \rightarrow f(u)$ is more involved and will be given elsewhere.

An immediate consequence of the last assertion of Lemma 3.5 is the following.
Corollary. - Let $X$ be as in Lemma 3.4, and let $X$ be invariant under $u \rightarrow|u|$. If $X_{1}$ is a subspace of $X$ and $V$ is a dense linear manifold in $X_{1}$ which is invariant under $u \rightarrow|u|$, then $X_{1}$ itself is invariant under $u \rightarrow|u|$.

Proof of Lemma 3.5. - For the first statement, note that $|u|$ has the same norm as $u$ as follows from Lemma 2.1 (c) and (2.8). To prove the second assertion suppose first that $u \in C^{\infty}(\Omega)\left(u \in C_{0}^{\infty}(\Omega)\right)$. Then $|u|$ can be approximated uniformly by a sequence $\left\{w_{n}\right\}$ in $C^{\infty}(\Omega)\left(C_{0}^{\infty}(\Omega)\right)$ with

$$
\begin{equation*}
\left|\operatorname{grad} w_{n}(x)\right| \leqslant|\operatorname{grad} u(x)|, \quad x \in \Omega . \tag{3.9}
\end{equation*}
$$

This can be done for example by taking $w_{n}(x)=f_{n}(u(x))$, where $f_{n} \in C^{\infty}(R), f_{n}(0)=0$, $\left|f_{n}^{\prime}\right| \leqslant 1$ and the sequence $\left\{f_{n}\right\}$ converges uniformly to $f=| |$. The sequence $\left\{w_{n}\right\}$ is clearly bounded in $H(A, b, \Omega)$ because of (3.9) and the fact that $|f(t)| \leqslant|t|$, and thus
can be assumed to converge weakly in $H(A, b, \Omega)$. In view of Lemma $3.4(b)$, this shows that $|u| \in H(A, b, \Omega) \quad\left(|u| \in H_{0}(A, b, \Omega)\right)$.

For arbitrary $u \in H(A, b, \Omega),\left(u \in H_{0}(A, b, \Omega)\right)$ we first approximate $u$ in $H(A, b, \Omega)$ by a sequence $\left\{w_{n}\right\}$ in $C^{\infty}(\Omega)$ (in $C_{0}^{\infty}(\Omega)$ ). By Lemma 3.4, $(a)\left\{w_{n}\right\}$ can be assumed to converge almost everywhere in $\Omega$, and thus, by what we have already shown, $\left\{\left|w_{n}\right|\right\}$ is a bounded sequence in $H(A, b, \Omega)\left(\right.$ in $\left.H_{0}(A, b, \Omega)\right)$ converging almost everywhere in $\Omega$ to $|u|$. Using Lemma $3.4(b)$ as before, we conclude that $|u| \in H(A, b, \Omega)(|u| \in$ $\left.\in H_{0}(A, b, \Omega)\right)$. That $u$ and $|u|$ have the same norm follows as before.

The continuity of the mapping $u \rightarrow|u|$ is proved as follows. Let $\left\{w_{n}\right\}$ be a sequence converging to $u$ in $X$. Then by Lemma 3.4 (a) every subsequence of $\left\{w_{n}\right\}$ has a subsequence converging to $u$ a.e. on $\Omega$. Thus every subsequence of $\left\{\left|w_{n}\right|\right\}$ has a subsequence converging to $|u|$ a.e. However, since $\left\{\left|w_{n}\right|\right\}$ is a bounded sequence in $X$, it follows from Lemma $3.4(b)$ that $\left\{\left|w_{n}\right|\right\}$ converges weakly to $|u|$. Finally the facts

$$
\begin{aligned}
& \left|w_{n}\right| \rightarrow|u| \quad \text { weakly in } X \\
& \left\|u|\|=\| u\|=\lim \|| w_{n} \mid\right\|
\end{aligned}
$$

together imply that actually the convergence of $\left\{\left|w_{n}\right|\right\}$ to $|u|$ is strong convergence in $X$.

Lemma 3.6. - Let $X$ be as in Lemma 3.4 and suppose in addition that $X$ is invariant under the mapping $u \rightarrow|u|$. If $u \in X$ is non-negative as a linear functional, i.e. if

$$
\begin{equation*}
\langle v, u\rangle \geqslant 0 \tag{3.10}
\end{equation*}
$$

for all $v \in X$ with $v(x) \geqslant 0$, a.e. on $\Omega$, then

$$
\begin{equation*}
u(x) \geqslant 0 \quad \text { a.e. on } \Omega . \tag{3.11}
\end{equation*}
$$

Proof. - Since $u(x) \leqslant|u(x)|$ a.e. on $\Omega$, the positivity of $u$ as a linear functional implies

$$
\begin{equation*}
\langle u, u\rangle \leqslant\langle | u|, u\rangle \tag{3.12}
\end{equation*}
$$

However since $u$ and $|u|$ have the same $X$-norm, the Schwarz inequality implies

$$
\langle | u|, u\rangle \leqslant\langle u, u\rangle
$$

with equality only if $u$ and $|u|$ are proportional, i.e. only if $u$ is of fixed sign. The conclusion of the lemma then follows from (3.12).

Remark 6. - If $K$ denotes the positive cone in $X$, i.e. the set of functions in $X$ which are a.e. positive on $\Omega$, and if $K^{*}$ denotes the dual cone

$$
K^{*}=\{u \in X:\langle v, u\rangle \geqslant 0 \text { for all } v \in K\},
$$

then Lemma 3.6 asserts that

$$
K^{*} \subseteq K
$$

If $X$ is any Hilbert space, $K$ a proper closed convex cone in $X, \geqslant$ the partial order induced in $X$ by $K$, and $K^{*}$ the dual cone then the following are equivalent:
(i) For every $u \in X$ there exists $\tilde{u} \in K$ such that $\tilde{u} \geqslant \pm u,\|\tilde{u}\| \leqslant\|u\|$, where $\|\|$ denotes the $X$-norm.
(ii) For every $u \in K$ there exists $u^{\prime} \in K$ such that $u^{\prime} \geqslant u,\left\|u^{\prime}\right\| \leqslant\|u\|^{\prime}$.
(iii) $K^{*} \subseteq K$.

For a proof of the non-trivial implication, (iii) implies (i), see the proof of Theorem 1, [3].

Note that if for some set $E \chi_{E} u \in X$ for every $u \in X$ then the mapping $u \rightarrow$ $\rightarrow \chi_{E} u$ would necessarily be an orthogonal projection, since by Lemma 2.1 (a) and (2.8),

$$
\left\langle\chi_{E} u, v\right\rangle=\int_{B}((A \nabla u, \nabla u)+b u v) d x
$$

Concerning such sets $E$ we have the following result.
Lemma 3.7. - Let $X$ be a Hilbert space in $W^{1,2}(A, b, \Omega)$ with $C_{0}^{\infty}(\Omega) \subseteq X$. If $E$ is a measurable subset of $\Omega$ with $\mu(E)>0$, and if the mapping $u \rightarrow \chi_{E} u$, where $\chi_{E}$ denotes the characteristic function of $E$, is an orthogonal projection on $X$, then $\mu(\Omega \backslash E)=0$.

Proof. - Assume $u \rightarrow \chi_{E} u$ is an orthogonal projection and $\mu(\Omega \backslash E)>0$. Let $\Omega^{\prime}$ be a connected, open subset of $\Omega$ having compact closure in $\Omega$ and such that $\mu\left(E \cap \Omega^{\prime}\right)>0$ and $\mu\left(\Omega^{\prime} \backslash E\right)>0$. Let $\varphi \in C_{0}^{\infty}(\Omega)$ with $\varphi(x) \equiv 1$ on $\Omega^{\prime}$, so that $\varphi \in X$. Then if $\chi_{B} \varphi \in X$, we have by Lemma $2.1(a)$ that $\nabla\left(\chi_{E} \varphi\right)=0$ a.e. on $\Omega^{\prime}$, and thus by Lemma 2.1 ( $c)$, $\chi_{E} \varphi$ is constant a.e. on $\Omega^{\prime}$, which contradicts $\mu\left(\Omega^{\prime} \backslash E\right)>0$. We must therefore have $\mu(\Omega \backslash E)=0$ and the result is proved.

## 4. - The Green's operator.

Let $c$ be a real-valued measurable function on $\Omega$ with

$$
\begin{equation*}
c(x)>0 \quad \text { a.e. on } \Omega . \tag{4.1}
\end{equation*}
$$

For brevity we shall denote by $Y$ the weighted real $L^{2}$ space with weight $e$

$$
\bar{Y}=L^{2}(\Omega, c(x) d x)
$$

The inner product in $Y$ will be denoted (.,.)

$$
(f, g)=\int_{\Omega} f(x) g(x) c(x) d x
$$

In what follows $X$ will always denote a Hilbert space in $W^{1,2}(A, b, \Omega)$. We shall say that such a space is admissible if it satisfies the following three conditions
I) $X$ is a Hilbert space in $W^{1,2}(A, b, \Omega)$ which is stronger than $H_{10 \mathrm{c}}^{1,1}(\Omega)$.
II) $X$ is invariant under the mapping $u \rightarrow|u|$, i.e. $X$ is a vector lattice.
III) If $E$ is a measurable subset of $\Omega$ with $\mu(E)>0$ and if $\chi_{E} u \in X$ whenever $u \in X$ then $\mu(\Omega \backslash E)=0$.

We will say that the pair $(X, Y)$ is admissible if $X$ is admissible, $Y$ is as above, the functions in $X$ have finite $Y$-norm, i.e.

$$
\begin{equation*}
\int_{\Omega} u^{2}(x) c(x) d x<\infty, \quad \text { for all } u \in X \tag{4.2}
\end{equation*}
$$

and $X$, regarded as a linear manifold in $Y$, is dense in $Y$.
It follows from Lemmas 3.5 and 3.7 that the spaces $H(A, b, \Omega)$ or $H_{0}(A, b, \Omega)$, whenever they are defined, are admissible. We will not discuss in detail the various conditions which imply (4.2) but only record the following trivial criterion for the pair ( $X, Y$ ) to be admissible.

Lemma 4.1. - If $X$ is admissible, if $C_{0}^{\infty}(\Omega) \subseteq X$ and if there exists a constant $M$ such that

$$
c(x) \leqslant M b(x), \quad \text { a.e. on } \Omega
$$

then the pair $(X, Y)$ is admissible.
In the remainder of this section we will always assume that the pair ( $X, Y$ ) is admissible. We will denote by $i$ the natural injection of $X$ into $Y$.

Lemma 4.2. - The operator $i$ is continuous and has dense range in $Y$. The adjoint operator $i^{*} . ~ Y \rightarrow X$ is continuous, injective and has dense range in $X$.

Proof. - Since by condition I above $X$ is stronger than $H_{\text {loc }}^{1,1}(\Omega)$, the elements of $X$ are (equivalence classes of) measurable functions (a fact which we have already implicitly assumed in the definition of an admissible pair). Therefore, in view of (4.2), $i$ is well-defined with domain $X$; by (4.1), $i$ is indeed an injection. Further, because of Condition I it follows from Lemma 3.4 (a) that the graph of $i$ is closed, and therefore that $i$ is continuous. That $i$ has dense range in $Y$ follows immediately from the admissibility of $(X, Y)$. The assertions concerning $i^{*}$ follow immediately, by duality, from the properties of $i$.

We note that, for $f \in Y, u=i^{*} f$ is the solution of the weak problem $\langle u, v\rangle=$ $=(f, i v)$ or

$$
\int_{\Omega}((A \nabla u, \nabla v)+b u v) d x=\int_{\Omega} v f c(x) d x, \quad \text { all } v \in X
$$

Lemma 4.3. - The operator $i^{*}$ is non-negative, i.e. $f \in Y$ and $f(x) \geqslant 0$ a.e. on $\Omega$ imply $u(x) \geqslant 0$ a.e. on $\Omega$, where $u=i^{*} f$.

Proof. - Let $f \in Y, f(x) \geqslant 0$ a.e. on $\Omega$. Then if $u=i^{*} f$ we have

$$
\begin{equation*}
\langle u, v\rangle=(f, i v) \tag{4.3}
\end{equation*}
$$

for all $v \in X$. Since the term on the right in (4.3) is non-negative when $v(x) \geqslant 0$ a.e. on $\Omega$ it follows that the solution $u$ of (4.3) is non-negative as a linear functional on $X$. It follows immediately from Lemma 3.6 that $u(x) \geqslant 0$ a.e. on $\Omega$.

Remark 7. - Let $\mathcal{E}$ denote the collection of measurable subsets $E$ of $\Omega$ with

$$
\int_{E} c(x) d x<\infty
$$

Each $u \in X$ determines a function $\tilde{u}$ on $\mathcal{E}$ by

$$
\begin{equation*}
\tilde{u}(\mathbb{E})=\int_{\boldsymbol{E}} u(x) c(x) d x \tag{4.4}
\end{equation*}
$$

Let $\tilde{X}$ denote the set $\{\tilde{u}: u \in X\}$ furnished with the inner product

$$
\begin{equation*}
[\tilde{u}, \tilde{v}]=\langle u, v\rangle, \quad u, v \in X \tag{4.5}
\end{equation*}
$$

Then $\tilde{X}$ is a proper functional Hilbert space in the sense of [3]; ( $X$ is a $\mu$-measurable functional Hilbert space in the sense of [3]) As a proper functional Hilbert space, $\tilde{X}$ has a reproducing kernel $\tilde{K}$ defined on $\tilde{\delta} \times \mathcal{E}$, and it is easily seen that

$$
\begin{equation*}
\tilde{K}\left(E, E^{\prime}\right)=\int_{E}\left(i^{*} \chi_{B^{\prime}}\right) c(x) d x=\int_{E^{\prime}}\left(i^{*} \chi_{B^{\prime}}\right) c(x) d x \tag{4.6}
\end{equation*}
$$

If $u \in X$ and $w=|u|$, then clearly $\tilde{w}(E) \geqslant \tilde{u}(E)$ for all $E \in \mathcal{E}$. In view of this, since $\tilde{X}$ is a space of real functions, it follows from Theorem 1 of [3] that $\widetilde{K}$ is non-negative on $\mathcal{E} \times \mathcal{E}$, and this implies Lemma 4.3.

We now consider the operator $k=k_{x, Y}: Y \rightarrow Y$ defined by

$$
\begin{equation*}
k=i i^{*} \tag{4.7}
\end{equation*}
$$

Lemina 4.4. - The operator $k$ is self-adjoint, positive definite and preserves nonnegativity.

Proof. - The self adjointness of $k$ is clear from (4.7). Positive definiteness follows from the injectivity of $i^{*}$ (Lemma 4.2) and the identity

$$
(k f, f)=\left\langle i^{*} f, i^{*} f\right\rangle
$$

Finally, the non-negativity follows from the non-negativity of $i^{*}$.
Recall that $s(f)$ denotes the set of points in $\Omega$ where $f$ is not equal to zero.
Lemma 4.5. - Let $f \in Y, f$ not identically zero, and

$$
f(x) \geqslant 0 \quad \text { on } \Omega
$$

Then the sequence $\left\{s\left(k^{n} f\right)\right\}$ is an increasing sequence with

$$
\bigcup_{n=1}^{\infty} s\left(k^{n} f\right)=\Omega
$$

Proof. - Let $f$ be as above and suppose $G=s(f) \backslash s(k f)$. Put $f_{1}=\chi_{G} f$ where $\chi_{\theta}$ is the characteristic function of $G$. From the non-negativity of $k$, since $0<f_{1} \leqslant f$ on $\Omega$,

$$
0 \leqslant k f_{1} \leqslant k f \quad \text { on } \Omega,
$$

and thus $k f_{1}=0$ on $G$. But by definiteness of $k$

$$
\left(f_{1}, k f_{1}\right)>0
$$

unless $f_{1}=0$; thus we must have $f_{1}=0$, i.e. $G$ of measure zero. The increasing character of the sequence $\left\{s\left(k^{n} f\right)\right\}$ obviously follows. Let now

$$
F=\bigcup_{n=1}^{\infty} s\left(k^{n} f\right), \quad E=\Omega \backslash F
$$

Let $g \in Y$ be any non-negative function with $s(g) \subseteq E$, and suppose that $s(k g) \cap F$ has positive measure. Then for suitably large $n, s(k g) \cap s\left(k^{n} f\right)$ will also have positive measure; but this leads via

$$
0<\left(k^{n} f, k g\right)=\left(k^{n+1} f, g\right)=0
$$

to a contradiction. Thus $s(g) \subseteq E$ implies $s(k g) \subseteq E$, at least for non-negative $g$; but then the same immediately follows for arbitrary $g \in Y$ Let now $P$ denote the orthogonal projection on $Y$ defined by

$$
P g=\chi_{\boldsymbol{I}} g
$$

We have shown that

$$
k P=P k P
$$

and from this it follows that $k P$ is self-adjoint and hence $P$ and $k$ commute:

$$
k P=P k
$$

Thus $Y$ can be represented as the direct sum

$$
Y=M \oplus N
$$

where $g \in N$ if and only if

$$
\begin{equation*}
s(g) \subseteq E \tag{4.8}
\end{equation*}
$$

and $h \in M$ if and only if

$$
\begin{equation*}
s(h) \subseteq F \tag{4.9}
\end{equation*}
$$

and $M$ and $N$ are invariant manifolds for $k$. Since $s\left(i i^{*} g\right)=s\left(i^{*} g\right)$, (4.8) implies

$$
s\left(i^{*} g\right) \subseteq E
$$

and (4.9) implies

$$
s\left(i^{*} h\right) \subseteq F
$$

so that, by (2.8) and Lemma $2.1(a), i^{*} M$ and $i^{*} N$ are orthogonal in $X$. Thus, since $i^{*} Y$ is dense in $X$,

$$
X=U \oplus V
$$

where $U$ is the closure of $i^{*}(M)$ and $V$ is the closure of $i^{*}(N)$. By Lemma 3.4 the functions in $U$ vanish on $E$ and those in $V$ vanish on $F$. This means, however, that the orthogonal projection of $X$ onto $U$ is given by $u \rightarrow \chi_{F} u$, but then, by condition III, we must have $\mu(E)=0$ and the result is proved.

We now prove that $k$ is strictly positive in the sense that $f \in Y, f \geqslant 0$ on $\Omega$ and $f \neq 0$ implies $(k f)(x)>0$ a.e. on $\Omega$. For this we use Lemma, 4.5 and the following device: we introduce an operator $k_{1}$ with the same properties as $k$ and related to $k$ by

$$
\begin{equation*}
k^{-1}=k_{1}^{-1}-I_{x} \tag{4.10}
\end{equation*}
$$

so that $k$ may be expressed

$$
\begin{equation*}
k=k_{1}+k_{1}^{2}+\ldots \tag{4.11}
\end{equation*}
$$

To this end we introduce the Hilbert space $X_{1}$ which is simply $X$ furnished with the equivalent inner product

$$
\begin{equation*}
\langle u, v\rangle_{1}=\langle u, v\rangle+(i u, i v) . \tag{4.12}
\end{equation*}
$$

We denote by $j$ the identification

$$
j: X \rightarrow X_{1}
$$

and by $i_{1}$ the immersion $X_{1} \rightarrow Y$. Then (4.12), written more formally, becomes

$$
\langle u, v\rangle=\langle j u, j v\rangle_{1}-(i u, i v)
$$

or

$$
\langle u, v\rangle=\left\langle j^{*} j u, v\right\rangle-\left\langle i^{*} i u, v\right\rangle
$$

so that

$$
\begin{equation*}
I_{x}=j^{*} j-i^{*} i \tag{4.13}
\end{equation*}
$$

where $I_{x}$ is the identity on $X$. From (4.13), since $i_{1}=i j^{-1}$, we deduce that

$$
k_{1}^{-1}=i_{1}^{*-1} i_{1}^{-1}=i^{*-1} j^{*} j i^{-1}=i^{*-1} i^{-1}+I_{Y}=k^{-1}+I_{Y} .
$$

Finally to justify (4.11) we note that, since $k$ is self-adjoint

$$
\|k\|^{-1}=\left\{\inf \left(k^{-1} f, f\right): f \in \text { domain of } k^{-1},\|f\|_{P}=1\right\}
$$

and a similar formula holds for $\left\|k_{1}\right\|^{-1}$. Thus by (4.10)

$$
\|k\|^{-1}=\left\|k_{1}\right\|^{-1}-1
$$

and hence

$$
\left\|k_{1}\right\|=\|k\| /(1+\|k\|)
$$

so that $k_{1}+\mu k_{1}^{2}+\mu^{2} k_{1}^{3}+\ldots$ converges for $\mu\|k\|<1+\|k\|$, in particular for $\mu=1$.
Since Lemmas 4.4 and 4.5 clearly apply to $k_{1}$, if $f \in Y$, $f$ not identically zero, and $t \geqslant 0$ on $\Omega$ then from (4.11)

$$
s(k f)=\bigcup_{n=1}^{\infty} s\left(k_{1}^{n} f\right)=\Omega
$$

(again we emphasize that the equality is only to within sets of measure zero). We thus have proved the following.

THEOREM 4.1. - The operator $k$ is positive in the sense that if $f \in F, f \geqslant 0$ and $f$ is not zero almost everywhere then kf is positive almost everywhere on $\Omega$.

Corollary. - Let $f$ be a non-negative eigenfunction of $k$. Then $f$ is positive almost everywhere. If $f$ is any eigenfunction of $k$ with

$$
\begin{equation*}
k j=\|k\| f \tag{4.14}
\end{equation*}
$$

then $f$ or - $f$ is positive almost everywhere on $\Omega$ and $\|k\|$ is a simple eigenvalue of $k$.
Proof. - That a non-negative eigenfunction of $k$ must be positive almost everywhere follows immediately from Theorem 4.1.

Suppose now that (4.14) holds for some $f \neq 0$. Then since $|k f| \leqslant k|f|$,

$$
\|k\|\|f\|^{2}=(k f, f) \leqslant(k|f|,|f|) \leqslant\|k\|\|f\|^{2},
$$

so that by Schwarz's inequality $|f|$ is an eigenfunction of $k$. We must therefore have $f= \pm|f|$ since otherwise $f_{+}$would be a non-negative eigenfunction of $k$ vanishing on a set of positive measure in contradiction to the first assertion of the lemma.

Suppose finally that $\|k\|$ were not a simple eigenvalue of $k$, then there would be a second eigenfunction $g$ of $k$, corresponding to the eigenvalue $\|k\|$ and orthogonal to $f$. This $g$ would not be essentially of one sign, and thus this supposition leads to the same contradiction.

Remark 8. - Suppose that $\Omega$ is bounded, $b=0$ and

$$
\left\|A^{-1}\right\| \in L^{t}(\Omega), \quad\left\|A^{-1}\right\|\|A\|^{2} \in L^{s}(\Omega),
$$

where $t, s \geqslant 1$ and

$$
\frac{1}{t}+\frac{1}{s}<\frac{2}{N}
$$

Then in particular $\|A\|,\left\|A^{-1}\right\| \in L^{1}(\Omega)$ and thas, by Lemma $3.3, H_{0}(A, 0, \Omega)$ is defined. If $c$ is such that $\left(H_{0}(A, 0, \Omega), Y\right)$ is admissible (e.g. if $c \in L^{s_{0}}(\Omega), 1 / s_{0}+1 / t=$ $=2 / N)$ then in this case the conclusion of Theorem 4.1 follows from Lemma 4.4 and a Harnack inequality proved by Trudivger [29, Theorem 4.1]. (Indeed in this case, when $f \geqslant 0$ on $\Omega, f \neq 0$, then $u=i^{*} f$ has a positive lower bound on compact subsets of $\Omega$.)

We next prove that if the operator $k$ has a non-negative eigenfunction $f$, say

$$
k f=\mu f
$$

then necessarily

$$
\|k\|=\mu
$$

We shall actually prove something more general-we note first however that in view of the Corollary to Theorem 4.1 and Lemma 4.4 we can assume that the eigen-
function $f$ is positive a.e. on $\Omega$. The following result is trivial if $k$ is compact but the general result is more subtle and does not appear to be contained in the extensive literature concerning positive operators.

Theorem 4.2. - Let $k$ be a self-adjoint, bounded operator on $Y$ which preserves nonnegativity. If $f \in Y$ and

$$
f(x)>0, \quad \text { a.e. on } \Omega,
$$

and

$$
\begin{equation*}
(k f)(x) \leqslant \mu f(x), \quad \text { a.e. on } \Omega, \tag{4.15}
\end{equation*}
$$

then

$$
\begin{equation*}
\|k\| \leqslant \mu \tag{4.16}
\end{equation*}
$$

If equality holds in (4.15), i.e. if $f$ is an eigenfunction of $k$, then $\|k\|=\mu$.
Proof. - Suppose first that $k$ is compact, then by the theory of compact selfadjoint operators $k$ has an eigenfunction $g$ with

$$
k g=\|k\| g
$$

and by the same argument as that used in the proof of the Corollary to Theorem 4.1 $g$ can be taken to be non-negative.

But from (4.15),

$$
0 \geqslant(k f-\mu f, g)=(f, k g-\|k\| g)+(\|k\|-\mu)(f, g)
$$

so

$$
0 \geqslant(\|k\|-\mu)(f, g),
$$

and the result follows since $(f, g)>0$.
Now consider the general case and let

$$
\begin{equation*}
\Omega=E_{1} \cup E_{2} \cup \ldots \cup E_{n} \tag{4.17}
\end{equation*}
$$

be a partitioning of $\Omega$ into measurable sets of positive measure. Put

$$
\begin{equation*}
f_{i}=\sigma_{i}^{-1} \chi_{E_{i}} f, \quad i=1, \ldots, n \tag{4.18}
\end{equation*}
$$

where $\chi_{E_{i}}$ is the characteristic function of $E_{i}$ and where

$$
\sigma_{i}=\left(\int_{E_{i}} f^{2} c d x\right)^{\frac{1}{2}}
$$

Thus

$$
\left(f_{i}, f_{j}\right)=\delta_{i j}
$$

where $\delta_{i j}$ is the Kronecker delta. We have

$$
f=\sigma_{1} f_{1}+\ldots+\sigma_{n} f_{n},
$$

and

$$
\begin{aligned}
\sum_{i=1}^{n}\left(f_{i}, k f_{j}\right) \sigma_{j} & =\left(f_{i}, k f\right) \\
& \leqslant \mu\left(f_{i}, f\right) \\
& \leqslant \mu \sum_{j=1}^{n}\left(f_{i}, f_{j}\right) \sigma_{j}
\end{aligned}
$$

or

$$
\begin{equation*}
K \sigma \leqslant \mu \sigma \tag{4.19}
\end{equation*}
$$

where $K$ is the non-negative symmetric matrix defined by

$$
K=\left(\left(f_{i}, k f_{j}\right)\right),
$$

and the inequality in (4.19) has the obvious meaning. As in the case of compact $k$, inequality (4.19) for $\sigma$ having all positive components implies that the largest eigenvalue of $K$ does not exceed $\mu$.

If $P$ denotes the orthogonal projection of $Y$ onto the subspace spanned by $f_{1}, \ldots, f_{n}$, then $K$ is the matrix of $P k P$ relative to the basis $f_{1}, \ldots, f_{n}$. By choosing a sequence of finer and finer partitions (4.17) we obtain a corresponding sequence of projections $\left\{P_{m}\right\}$ such that, because of (4.17) and the fact that $c(x)>0$ a.e. on $\Omega, P_{m}$ tends strongly to $I$. Thus also $P_{m} k P_{m}$ tends strongly to $k$. Since $\left\|P_{m} k P_{m}\right\| \leqslant \mu$ for each $m$ it follows that $\|k\| \leqslant \mu$. The opposite inequality when $f$ is actually an eigenfunction is obvious.

Remark 9. - Note that when $k$ is defined by (4.7) then (4.15) even for a nonnegative $f, f \neq 0$, implies (4.16).

## 5. - Applications.

Let $(X, Y)$ be admissible and let $u \in X$ be in the range of $i^{*}$

$$
u=i^{*} g, \quad g \in Y
$$

Put

$$
f=i u=k g
$$

Then since $k$ is positive definite

$$
(f, f)=(k g, k g) \leqslant\|k\|(g, k g)=\|k\|\langle u, u\rangle,
$$

which implies

$$
\begin{equation*}
\langle u, u\rangle \geqslant\|k\|^{-1}(i u, i u) \tag{5.1}
\end{equation*}
$$

for $u$ in the range of $i^{*}$. Since the range of $i^{*}$ is dense in $X$ the inequality is valid for all $x \in X$. We are now in a position to prove our main result.

Theorem 5.1. - Let $A, b$ be as in $\S 2, c>0$, and let $(X, Y)$ be an admissible pair. If the weak eigenvalue problem

$$
\begin{equation*}
\int_{\Omega}\left(\sum_{i, j=1}^{n} a_{i j}(x) u_{m_{i}} v_{x_{j}}+b(x) u v\right) d x=\lambda \int_{\Delta} u v c(x) d x, \quad v \in X \tag{5.2}
\end{equation*}
$$

has a non-negative eigenfunction $u_{1}$ corresponding to the eigenvalue $\lambda_{1}$ then $u_{1}(x)>0$ a.e. on $\Omega$, and for all $u \in X$,

$$
\begin{equation*}
\int_{\Omega}\left(\sum_{i, j=1}^{N} a_{i j}(x) u_{x_{i}} u_{x_{j}}+b(x) u^{2}\right) d x \geqslant \lambda_{1} \int_{\Omega} u^{2} c(x) d x \tag{5.3}
\end{equation*}
$$

Moreover, $\lambda_{1}$ is a simple eigenvalue and consequently (5.3) is strict unless $u$ is proportional to $u_{1}$.

Proof. - The function $u_{1}$ is an eigenfunction of (5.2), corresponding to the eigenvalue $\lambda_{1}$ if and only if

$$
k u_{1}=\lambda_{1}^{-1} u_{1}
$$

thus the almost everywhere positivity of $u_{1}$ follows from the Corollary to Theorem 4.1. From Theorem 4.2, and in view of Lemma 4.4, it then follows that $\|k\|=\lambda_{1}^{-1}$, and thus the simplicity of $\lambda_{1}$ follows from the Corollary of Theorem 4.1. The inequality (5.3) then follows from (5.1).

For applications it is desirable to relax the requirements on $b$ and $c$. We do this in the following.

Theorem 5.2. - Let A be as before with

$$
\begin{equation*}
\|A\|,\left\|A^{-1}\right\| \in L_{\mathrm{loc}}^{1}(\Omega) \tag{5.4}
\end{equation*}
$$

and let $b_{0}, c_{0}$ be real valued measurable functions on $\Omega$ with

$$
\begin{equation*}
b_{0}, c_{0} \in L_{\mathrm{loc}}^{1}(\Omega) \tag{5.5}
\end{equation*}
$$

Finally, let there exist a linear manifold $V$ and a non-negative function $g$ such that
(a) $O_{0}^{\infty}(\Omega) \subseteq V \subseteq H_{\mathrm{loc}}^{1,1}(\Omega)$,
(b) $v \in V$ implies $|v| \in V$,
(c) $g \in L_{\mathrm{loc}}^{1}(\Omega), g(x)>0$ a.e. on $\Omega$,
(d) for all $v \in V$,

$$
\begin{equation*}
\int_{\Omega}\left((A \nabla v, \nabla v)+\left(\left|b_{0}\right|+\left|c_{0}\right|+g\right) v^{2}\right) d x<\infty \tag{5.6}
\end{equation*}
$$

If $u_{1} \in V, u_{1} \geqslant 0, u_{1} \neq 0$, and for some $\lambda_{1}>0 u_{1}$ satisfies

$$
\begin{equation*}
\int_{\Omega}\left(\left(A \nabla u_{1}, \nabla v\right)+b_{0} u_{1} v\right) d x \geqslant \lambda_{1} \int u_{1} v c_{0} d x, \quad v \in V \tag{5.7}
\end{equation*}
$$

then $u_{1}(x)>0$ a.e. on $\Omega$ and

$$
\begin{equation*}
\left.\int_{\Omega}(A \nabla u, \nabla u)+b_{0} u^{2}\right) d x \geqslant \lambda_{1} \int_{\Omega} u^{2} c_{0} d x \tag{5.8}
\end{equation*}
$$

for all $u \in V$, with equality only if $u$ is proporional to $u_{1}$.
Proof. - We put

$$
\begin{aligned}
& c=e_{0}+g_{1} \\
& b=b_{0}+\lambda_{1} g_{1}
\end{aligned}
$$

where

$$
g_{1}=\left|c_{0}\right|+2 \lambda_{1}^{-1}\left|b_{0}\right|+g
$$

With $b$ defined as above, it follows from Lemma, 3.2, in view of (5.4), (5.5), and assumption (c) that $W^{1,2}(A, b, \Omega)$ is a Hilbert space stronger than $H_{100}^{1,1}(\Omega)$ and containing $C_{0}^{\infty}(\Omega)$. By assumptions $(a)$ and $(d), V \subseteq W^{1,2}(A, b, \Omega)$; we define $X$ to be the closure of $V$ in $W^{1,2}(A, b, \Omega)$. By Lemma $3.5 W^{1,2}(A, b, \Omega)$ is invariant under $u \rightarrow|u|$ and therefore by assumption (b) and the corollary to Lemma 3.5 so is $X$, consequently $X$ satisfies condition II of $\& 4$. By $(a), C_{0}^{\infty}(\Omega) \subseteq X$ and therefore, by Lemma, 3.7, $X$ satisfies condition III of $\S 4$. Finally, from the definitions of $b, c$ and $g_{1}$ we have

$$
0<c \leqslant 2 \lambda_{1}^{-1} b
$$

and therefore, since we have already seen that ${C_{0}^{\infty}}_{\infty}(\Omega) \subseteq X$, it follows from Lemma 4.1 that ( $X, Y$ ) is admissible.

By adding $\lambda_{1} \int_{\Omega} u_{1} v g_{1} d x$ to both sides of (5.7) and taking into account the definitions of $b$ and $c$ we see that $u_{1}$ is an eigenfunction of (5.2), thus the positivity assertion concerning $u$ follows from Theorem 5.1, as does the inequality (5.3) for $u \in X$. Upon subtracting $\lambda_{1} \int_{\Omega} g_{1} u^{2} d x$ from both sides of (5.3) we obtain (5.8). By Theorem 5.1, equality holds in (5.3) only if $u$ and $u_{1}$ are proportional, hence the same is true of (5.8).

Corollary. - Let $2 \leqslant p \leqslant \infty$, let $A$ be as in Theorem 5.2 and in addition suppose that

$$
\begin{equation*}
\|A\| \in L^{p /(p-2)}(\Omega) \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{0}, c_{0} \in L^{r}(\Omega) \tag{5.10}
\end{equation*}
$$

where

$$
\begin{equation*}
r=1, \quad r>1 \quad \text { or } \quad r=N p /(N p-2(N-p)) \tag{5.11}
\end{equation*}
$$

according as $p>N, p=N$ or $p<N$.
If $u_{1} \in W_{0}^{1, p}(\Omega), u_{1} \geqslant 0, u_{1} \neq 0$, and $u_{1}$ satisfies (5.7) for all $v \in W_{0}^{1, p}(\Omega)$ then $u_{1}$ is positive almost everywhere and (5.8) holds for all $u \in W_{0}^{1, p}(\Omega)$, with equality only if $u$ and $u_{1}$ are proportional.

Proof. - By (5.9)

$$
\int_{\Omega}(A \nabla u, \nabla u) d x<\infty
$$

for $u \in W^{1, p}(\Omega)$ while by Sobolev's theorem (5.10) and (5.11) imply

$$
\int_{\Omega} u^{2}\left(\left|b_{0}\right|+\left|c_{0}\right|\right) d x<\infty
$$

for $u \in W^{1, p}(\Omega)$. Finally, one can choose $g>0$ with $g \in L^{r}(\Omega)$. The last condition implies

$$
\int_{\Omega} u^{2} g d x<\infty
$$

for $u \in W_{0}^{1, p}(\Omega)$. Thus, with this $g$ and with $V=W_{0}^{1, p}(\Omega)$ the hypotheses of Theorem 5.2 are satisfied and the result follows.

## 6. - Maximum principle.

In this section we discuss the dependence of the operator $k$ on boundary conditions and prove a maximum principle and an eigenvalue estimate. The maximum principle which we prove can be regarded as an analogue, for the boundary value problems which we treat, of a result of Amann [2] for classical subsolutions of non-self-adjoint boundary value problems, see also SERRIN [25]. A similar result for weak subsolutions of equations with discontinuous coefficients was proved by CHicco [6]. We also prove a partial converse-an eigenvalue estimate-to this maximum principle. This eigenvalue estimate is the analogue of a theorem of Barta [4] for the Laplace
operator with Dirichlet data. For generalizations of Barta's result see DuFFin [9], Protter and Weinberger [23], and Chicco [6]; the analogue of these latter results for ordinary differential operators is given by a theorem of Wintner [33].

Let $(X, Y)$ be an admissible pair and let $\lambda_{1}(X, Y)=\left\|k_{x, Y}\right\|^{-1}$. Recall that by Lemma 3.5 whenever $u \in W^{1.2}(A, b, \Omega)$, so are $|u|, u_{+}$and $u_{-}$.

Lemma 6.1. - Let $\lambda<\lambda_{1}(X, Y)$ and let $u \in W^{1,2}(A, b, \Omega)$ be such that

$$
\begin{gathered}
u_{-} \in X \\
\langle u, v\rangle \geqslant \lambda \int_{\Omega} u v c(x) d x
\end{gathered}
$$

for all $v \in X$ with $v \geqslant 0$ on $\Omega$. Then

$$
u \geqslant 0 \quad \text { on } \Omega .
$$

Proof. - Since $u_{-} \in X$ we have, by Lemma 2.1

$$
\begin{aligned}
\left\langle u_{-}, u_{-}\right\rangle=-\left\langle u, u_{-}\right\rangle & \leqslant-\lambda \int_{\Omega} u u_{-} c(x) d x \\
& \leqslant \lambda \int_{\bar{\Omega}} u_{-}^{2} c(x) d x
\end{aligned}
$$

In view of (5.1), since $\lambda<\lambda_{1}$ this is only possible if $u_{-}=0$. Thus the lemma is proved.

Definition 6.1. - Let $X$ be admissible and let $X^{\prime}$ be a subspace of $X$ which is also admissible hence a vector sublattice of $X$. We shall say that $X^{\prime}$ is solid relative to $X$ if whenever $u \in X^{\prime}, w \in X$ and $|u| \geqslant|w|$ on $\Omega$ then $w \in X^{\prime}$.

Definition 6.2. - Let $X$ be admissible and let $I$ be a closed subset of $\bar{\Omega}$. Then, $X_{r}$ will denote the closure in $X$ of the linear manifold

$$
\{u \in X: u=0 \text { on a neighborhood of } \Gamma\}
$$

Remark 10. - Suppose that $C_{0}^{\infty}(\Omega) \subseteq X$ and that $X \cap C^{\infty}(\Omega)$ is dense in $X$. It can be shown that if $\|A\|\left|b^{-1}\right| \in L_{100}^{\infty}(\Omega / K)$ for some compact set $K \subseteq \Omega$ then for $\Gamma=\partial \Omega$,

$$
X_{\Gamma}=H_{0}(A, b, \Omega)
$$

Actually the result holds even without this assumption as will be shown elsewhere.
Lemma 6.2. - Let $\Gamma$ be a closed subset of $\partial \Omega$. Then $X_{F}$ is admissible and is solid relative to $X$. If $C_{0}^{\infty}(\Omega) \subseteq X$ and $X \cap C^{\infty}(\Omega)$ is dense in $X$ then $H_{0}(A, b, \Omega)$ is solid relative to $X$,

Proof. - That $X_{\Gamma}$ is admissible follows immediately from the Corollary to Lemma 3.5 and the proof of Lemma 3.7.

We now show that $X_{\Gamma}$ is solid relative to $X$. Let $u \in X_{\Gamma}, w \in X$ and suppose that $|u| \geqslant|w|$ on $\Omega$. There is no loss of generality in assuming, as we shall, that $u \geqslant$ $\geqslant w \geqslant 0$ on $\Omega$. Let

$$
u=\lim _{n \rightarrow \infty} u_{n} \quad \text { in } X
$$

where for each $n=1,2, \ldots, u_{n} \in X$, and $u_{n}$ vanishes on a neighborhood of $\Gamma$; by the continuity assertion of Lemma 3.5 we can assume $u_{n} \geqslant 0$ on $\Omega$ for each $n$. Moreover, for each value of $n$,

$$
v_{n}=u_{n}-\left(u_{n}-w\right)_{+}
$$

belongs to $X$ and vanishes on a neighborhood of $T$. Since

$$
\begin{equation*}
w=u-(u-w)_{+} \tag{6.1}
\end{equation*}
$$

it follows from the last assertion of Lemma 3.5 that $w \in X_{T}$.
Suppose now that $C_{0}^{\infty}(\Omega) \subseteq X$ and that $C^{\infty}(\Omega) \cap X$ is dense in $X$. Clearly then $H_{0}(A, b, \Omega)$ is defined and contained in $X$. Let $u \in H_{0}(A, b, \Omega), w \in X$ with $u \geqslant w \geqslant 0$ on $\Omega$, and let

$$
u=\lim _{n \rightarrow \infty} u_{n}, \quad w=\lim _{n \rightarrow \infty} w_{n}, \quad \text { in } X
$$

where the sequences $\left\{u_{n}\right\},\left\{w_{n}\right\}$ are in $C_{0}^{\infty}(\Omega)$ and $C^{\infty}(\Omega)$ respectively. We can assume that these sequences converge a.e. in $\Omega$. Consider the sequence $\left\{v_{n}\right\}$ where

$$
v_{n}=u_{n}-\left(u_{n}-w_{n}\right)_{+}
$$

As before it follows from (6.1) and Lemma 3.5 that

$$
\begin{equation*}
w=\lim _{n \rightarrow \infty} v_{n} \quad \text { in } X \tag{6.2}
\end{equation*}
$$

and clearly

$$
\begin{equation*}
s\left(v_{n}\right) \subseteq s\left(u_{n}\right), \quad n=1,2, \ldots \tag{6.3}
\end{equation*}
$$

For $a$ fixed $n$ let $v_{n}^{\varepsilon} \in C^{\infty}(\Omega)$ be defined, for $\varepsilon>0$, by

$$
v_{n}^{\varepsilon}(x)=\left(J_{\varepsilon} v_{n}\right)(x)=\int_{\Omega} j_{\varepsilon}(x-y) v_{n}(y) d y
$$

where $j_{\varepsilon}$ is a mollifier defined as in [1]. From (6.3) it follows that $v_{n}^{\varepsilon} \in C_{0}^{\infty}(\Omega)$ when $\varepsilon$ is sufficiently small. Moreover, since $v_{n}, \nabla v_{n} \in L^{\infty}(\Omega)$ (by Lemma 2.1c),

$$
\begin{equation*}
\left|v_{n}^{\varepsilon}\right|,\left|\nabla v_{n}^{\varepsilon}\right| \leqslant C \quad \text { on } \Omega, \tag{6.4}
\end{equation*}
$$

where, for $n$ fixed, $C$ is independent of $\varepsilon$. Finally, for $n$ fixed

$$
\begin{equation*}
v_{n}^{1 / m} \rightarrow v_{n}, \quad \nabla v_{n}^{1 / m} \rightarrow \nabla v_{n}, \quad \text { a.e. on } \Omega \tag{6.5}
\end{equation*}
$$

as $m \rightarrow \infty$. In view of the fact that the $v_{n}^{1 / m}$ all have their supports in some fixed bounded set, it follows from (6.4) and (6.5) and the dominated convergence theorem that

$$
\lim _{m \rightarrow \infty} v_{n}^{1 / m}=v_{n} \quad \text { in } X
$$

and thus $v_{n} \in H_{0}(A, b, \Omega)$ for all $n$; it is then immediate from (6.2) that $w \in H_{0}(A, b, \Omega)$.
Theorem 6.1. - Let $(X, Y)$ be an admissible pair, and let $X^{\prime}$ be a subspace of $X$ which is such that $\left(X^{\prime}, Y\right)$ is admissible and $X^{\prime}$ is solid relative to $X$. Then

$$
\begin{equation*}
k_{X, Y} \geqslant k_{X^{\prime}, Y} \tag{6.6}
\end{equation*}
$$

in the sense that

$$
k_{X, Y} f \geqslant k_{X^{\prime}, Y} f
$$

whenever $f \in Y$ and $f \geqslant 0$ on $\Omega$.
Proof. - Let $f \in Y, f \geqslant 0$ on $\Omega$ and put

$$
u=i^{* *} f, \quad w=i^{*} f
$$

where $i^{\prime}, i$ denote the inclusions $X^{\prime} \subseteq Y, X \subseteq Y$ respectively. Then $u \in X^{\prime}, w \in X$ and, by Lemma $4.3, u, w \geqslant 0$ on $\Omega$. Since $(w-u)_{-} \leqslant u$ and $X^{\prime}$ is full relative to $X$ it follows that $(w-u)_{-} \in X^{\prime}$. We have, moreover:

$$
\langle w-u, z\rangle=\left(f, i z-i^{\prime} z\right)=0 \quad \text { for all } z \in X^{\prime}
$$

and thus, by Lemma 6.1.

$$
w \geqslant u \quad \text { a.e. on } \Omega .
$$

Since $f$ was an arbitrary non-negative element of $Y$ the result follows.
Corollary. - Let $X, X^{\prime}$ and $Y$ be as in Theorem 6.1. If $\lambda_{1}^{-1}\left(X^{\prime}, Y\right)$ is an eigenvalue of $k_{X^{\prime}, Y}$ and $X^{\prime} \neq X$ then

$$
\begin{equation*}
\lambda_{1}\left(X^{\prime}, Y\right)>\lambda_{1}(X, Y) \tag{6.7}
\end{equation*}
$$

Proof. - For brevity let $k^{\prime}=k\left(X^{\prime}, Y\right), k=k(X, Y), \lambda_{1}^{\prime}=\lambda_{1}\left(X^{\prime}, Y\right), \lambda_{1}=\lambda_{1}(X, Y)$ By the Corollary to Theorem 4.1, $k^{\prime}$ then has an eigenfunction $u$ with

$$
k^{\prime} u=\lambda_{1}^{\prime-1} u
$$

and $u>0$ a.e. on $\Omega$. It then follows from Theorem 6.1 that

$$
k u \geqslant k^{\prime} u
$$

and equality holds a.e. on $\Omega$ only if $k=k^{\prime}$. Indeed if $k \neq k^{\prime}$ then there exists an $f \geqslant 0$ in $\Omega$ such that $(k f)(x)>\left(k^{\prime} f\right)(x)$, on a set of positive measure in $\Omega$, but then

$$
0<\left(\left(k-k^{\prime}\right) f, u\right)=\left(f,\left(k-k^{\prime}\right) u\right)
$$

so that $k u \neq k^{\prime} u$. On the other hand if $k=k^{\prime}$, then clearly $i^{*}=i^{\prime *}$. Since the ranges of $i^{*}$ are dense in $X$ and $X^{\prime}$ respectively, equality of $i^{*}$ and $i^{\prime *}$ implies equality of $X$ and $X^{\prime}$. Thus if $X \neq X^{\prime}$ we must have $\|k u\|_{F}>\left\|k^{\prime} u\right\|_{P}$, and this implies (6.7).

Remark 11. - The result is false if we do not assume $\lambda_{1}^{-1}\left(X^{\prime}\right)$ is an eigenvalue of $k^{\prime}$. This is easily seen from consideration of the operator $-d^{2} / d x^{2}+1+p(x)$ with the boundary conditions $y^{\prime}(0)=0$ and $y(0)=0$ respectively. To put these problems in the setting of this paper one takes $\Omega=[0, \infty), A=1, b=1+p$,
$X=H(A, b, \Omega)=H(1,1+p,[0, \infty)) \quad$ and $\quad X^{\prime}=H_{0}(A, b, \Omega)=H_{0}(1,1+p,[0, \infty))$.

One can choose $p(x)$ in such a way that the problem

$$
\begin{align*}
-y^{\prime \prime}+(1+p(x)) y & =\lambda y \quad \text { on }(0, \infty)  \tag{6.8}\\
y^{\prime}(0) & =0 \tag{6.9}
\end{align*}
$$

has a positive eigenfunction corresponding to the eigenvalue 1 and has spectrum $[1, \infty)$, while the boundary value problem

$$
\begin{equation*}
y(0)=0 \tag{6.10}
\end{equation*}
$$

for (6.8) has the same spectrum and [by the above Corollary then necessarily] has no eigenfunction which is positive in ( $0, \infty$ ). Thus the Green's functions for both problems will have norm 1 as operators in $L^{2}(0, \infty)$.

Indeed we define

$$
y_{0}(x)=\frac{1}{x}, \quad x \geqslant 1
$$

and define $y_{0}(x)$ on $[0,1]$ in such a way that $y_{0} \in C^{2}[0, \infty), y_{0}(x)>0$ on $[0, \infty)$ and $y_{0}^{\prime}(0)=0$. We then take

$$
p(x)=y_{0}^{\prime \prime}(x) / y_{0}(x)
$$

so that

$$
p(x)=\frac{2}{x^{2}}, \quad x \geqslant 1
$$

Thus $y_{0} \in L^{2}(0, \infty)$ and satisfies

$$
y^{\prime \prime}-p(x) y=0, \quad y^{\prime}(0)=0
$$

i.e. $y_{0}$ is an eigenfunction of (6.8), (6.9) corresponding to $\lambda=1$. Since $p \in L^{1}(0, \infty)$, it follows from [28, pp. 97-101], [32] that the spectrum of both (6.8), (6.9) and (6.8), (6.10) contains [1, $\infty$ ). On the other hand, by Theorem 4.2, the spectrum of (6.8), (6.9) is contained in [1, $\infty$ ), thus it follows from Theorem 6.1 and Lemma 6.2 that the spectrum of both problems is precisely [ $1, \infty$ ).

A simpler example is provided by taking $p \equiv 0$, however in this case neither problem has a dominant eigenfunction.

Theoreir 6.2. - Let $X, X^{\prime}, Y$ be as in Theorem 6.1. Let $\lambda \leqslant \lambda_{1}(X, Y)$ and let $u \in X$ satisfy

$$
\begin{gathered}
u_{-} \in X^{\prime} \\
\langle u, v\rangle \geqslant \lambda(i u, i v),
\end{gathered}
$$

for all $v \in X^{\prime}$ with $v \geqslant 0$ on $\Omega$. Then either $X=X^{\prime}, \lambda=\lambda_{1}(X, Y)$ and $u$ is an eigenfunction of (5.2) or $u \geqslant 0$ in $\Omega$.

Proof. - If $\lambda<\lambda_{1}(X, Y) \leqslant \lambda_{1}\left(X^{\prime}, Y\right)$, the assertion has already been proved in Lemma 6.1. In any case, as in the proof of Lemma 6.1, w-u-є $X^{\prime}$ satisfies

$$
\begin{equation*}
\langle w, w\rangle \leqslant \lambda_{1}(X, Y)(i w, i w) \tag{6.11}
\end{equation*}
$$

and thus by the Corollary to Theorem 6.1 and (5.1), $u_{-}=w=0$ if $X^{\prime} \neq X$. Finally if $X^{\prime}=X$ and (6.11) holds with $u_{-}=w \neq 0$, then $w>0$ a.e. on $\Omega$ and $w-u_{+}=$ $=-u$ is an eigenfunction of (5.2).

Remark 12. - When $X^{\prime}$ is of the form $X_{\Gamma}$, then the condition $u_{-} \in X^{\prime}$ can be interpreted as $« u \geqslant 0$ on $\Gamma »$, compare Definition 1.1, p. 14, [26].

A partial converse to Theorem 6.2 is the following result.
Theoremin 6.3. - If $u \in X, u \geqslant 0$ on $\Omega, u \neq 0$ and for some $\lambda>0$

$$
\begin{equation*}
\langle u, v\rangle \geqslant \lambda(i u, i v) \quad \text { for all } v \in X, v \geqslant 0, \tag{6.12}
\end{equation*}
$$

then

$$
\lambda_{1}(X, Y) \geqslant \lambda .
$$

Proof. - In (6.12) let $f=i u$ and let $v=i^{*} g, g \in Y$, then (6.12) becomes

$$
(f, g) \geqslant \lambda(k f, g) \quad \text { for all } g \in Y, g \geqslant 0
$$

which implies (4.15), with $\mu=\lambda^{-1}$. The hypothesis and the definition of $f$ imply that $f$ is non-negative and not identically zero. It then follows from Theorem 4.1 and (4.15) that $f$ is positive a.e. on $\Omega$. The result then follows from Theorem 4.2 and the definition of $\lambda_{1}(X, Y)$.
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