
()n singularities of subra~tnifolds of higher 
dimensional Euclidean spuces. 

J-0H~ A. LITTLe: (*) 

Summary. - Genera l i za t ions  o f  p r inc ip l e  axes  are f o u n d  for swrfaces i n  E 4. The s ingu lar i t i e s  
general ize  umbit ics .  The gene~'ic ind ic ies  are  compu.~ed For  these co~nputations the Thorn 

T r a n s v e r s a l i t y  Theorem as appl ied  by F e l d m a n  to geometry  is used. Homer +re ~+'educe 
the gro~+p ~> re~der ing  the ca lcu la t ions  more  t+'actible. Also we showy t h a t  a torus  or 
sphere canno t  be immersed  in  E 4 ~vi(h everywhere  nonzero  curva ture  o f  the n o r m a l  

bundle.  

I n t r o d u c t i o n .  

The principal  aim of this paper  is to s tudy the local geometry of sub- 
manifolds of higher dimension and codimension. We study the second order 
invariants  and develop a theory of the second fundamental  form. Our local 
construct ions lead to global theorems on the existence of singularities, and 
these are the main results  of this paper, The simplest ease, surfaces in E ~, 
admits a very complete t reatment  so we deal with it separately.  

I t  was observed a long time ago that the second fundamental  form is 
a vec tor -va lued quadrat ic  form, Even for a surface in E a such an object is 
algebraically ra ther  complicated. However ,  WILSO~ and MOORE [17] have 
shown that for a surface in E" the second fundamental  form can be class- 
fled by a configuration consisting of a point and an ellipse lying in the 
normal  space. T h e y  show that this configuration determines the second order 
scalar  invariants  and leads to a theory of principal  axes. These axes gene- 
ralize the usual principal  axes of surfaces in ordinary space. From this 
theory one obtains global theorems. For  example, if the surface has nonzero 
EULER characteris t ic  then there must  be a point where the mean curvature  
vector vanishes or an inflection point. 

In higher dimensions there is also a classifying configuration, although 
it has apparent ly  escaped attention. It  consists of a point and a YERONESE 

manifold, or the proiection of one. 
The second order iuvariants  are completely determined by this configu- 

ration, though we have not worked them out explicitly. By studying the 
VERONESE manifold, and here the classical algebraic geometry proved an 
inspiration, we again obtain a theory of principal  axes. This is the content 

(*) Entrata in Redazione il 19 novembre 1.968, 
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of Chapter  I l I .  Constructions are prescribed which (~ in general  ~) give principal  
axes. Points  where this construct ion fails are then regarded as singularit ies 
of the field of axes. This leads to global theorems which state that if a 
manifold does not admit a field of axes then it must have a s ingulari ty of 
a given type. These theorems are found in Chapter IV. It is interesting to 
note that several  of the constructions made are independent  of the codimen- 
sion, provided only that it is high enough. These singularit ies exhibit  a 
certain stability, i.e. they remain generic even if the Euclidean space in which 
the submanifold lies is imbedded in one of higher dimension. 

W e  have also computed the generic dimension of the locus of the several  
types of singularities.  These computat ions are based on the work of E. FELD~IAN 
[6~ 7]; however,  in order to render  the calculat ions traetible we were forced 
to develop a more refined version of his theory. This matter  occupies Chapter II.  
We  were thus able to avoid the complications of the je t  bundle and work 
directly with our configuration. 

The author  wishes to thank W. PerIL, under whose direction this paper  
was written, for his interest  and encouragement.  

CttA:PTER ~. 

S u r f a c e s  i n  E ~. 

1 .  - l~otation. 

Consider an immersion X"  M--> E ~ of a compact, oriented, 2-dimensional  
manifold M in E ~. W e  assume, unless it is stated explicit ly to the contrary, 
that all maps and manifolds are C ~. Xele2ese~ will denote an orthonormal 
frame at p, chosen so that el and e2 are tangent vectors to M at p with the 
frame e~e2 agreeing with the orientation of the tangent space, and chosen so 
that e3 and e~ are normal to the surface at p with the frame ele2e3e~ agreeing 
with a f ixed chosen orientation of E 4. We shall use the following seven bun- 
dles: TM, the tangent  bundle of M; NM, the normal bundle of M; U T M :  
: { X e l } - -  the unit tangent bundle of M; U N M : f X e 3 } - -  the unit  normal  
bundle of M; F ,  : I Xele2 } : the bundle of tangent f rames;  /~'~ "- { Xe3e4 J --  
the bundle of normal f rames;  and F : { Xele2e3e41 ~-- the bundle of all frames. 
UTM and F~ can be identified as can UNM and F~. These identifications 
will often be made. Note that F~ and F ,  are circle bundles  and that F is 
a bundle  with the torus as fibre. 

As usual, define the forms ¢0~--dX.  e~ and ~)~1-" de~. e i. The indicies 
run from 1 to 4. These forms are defined on the frame bundle,  /7'. Since 
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e~ • ej = 8~ i we see by d i f f e r e n t i a t i o n  tha t  o)~j = - -  %~. Also b e c a u s e  d X .  ea - -  

- -  d X  - e4 = 0 we h a v e  to3 = ~o4 - "  0. By  use  of the P o r ~ c A n ~  f o r m u l a  d d  - -  O, 

one  ob ta in s  the  e q u a t i o n s  of s t r u c t u r e  of MAURER-CARTAI~: 

do)i - -  E o)~j A coj, 
] 

k 

~vhere d is the e x t e r i o r  de r iva t i ve .  S ince  ~o3 = o)4 = 0 we h a v e  

0 = do)z = o)31 A o)1 + (,)z2 A o)2, 

0 - -  do)4 = ~o~1 A o~1 + ~o~2 A o):. 

o)1 and  o)2 a re  i n d e p e n d e n t  f o r m s ;  in fact ,  o)1 / \  o)2 is de f ined  on M and  is 
the a r e a  e lement .  T h u s  it fo l lows  by  a l e m m a  of CAa~AN tha t  

(~13 = a~ol + bto2, 

to23 = bo)l + c(o2~ 
(~1 

o)14 - -  CO) + fO)2, 

T h e  v e c t o r - v a l u e d  q u a d r a t i c  f o r m  

( d 2 X  • e3)e 3 -~ (d2X.  e4)e 4 

is the  second  f u n d a m e n t a l  f o r m  of the su r face .  By  use  of the above,  the  
s eco nd  f a n d a m e n t a l  f o r m  m a y  be wr i t t en  

(a¢ol 2 + 2b(o1~2 + Co)22)e3 "~- (eo312 -~- 2fO)1(02 "4- ga)22)e¢. 

To see  this ,  no te  tha t  

d 2 X  " e 3  - "  - -  d X  . den = - -  {O)lel + ¢02e2) • des - -  

-= (olo)zl + to2o)s2 -- ao)l 2 -~- 2bo)1o32 -~- CO)22. 

S i m i l a r l y  for  d 2 X .  e4. 

L e t  us  no te  tha t  o)~2 and  toz~ a re  the connec t i on  f o r m s  in the b u n d l e s  F~ 
and  .Y~ r e s p e c t i v e l y  and  tha t  do)~2 a n d  alto34 a r e  the c u r v a t u r e  f o r m s  in those  
r e s p e c t i v e  bundles .  
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The GAUSS curvature is an intrinsic invar iant  of any Riemannian surface, 
depending oniy on the metric and not on the imbedding. The forms ¢01, (o2 
and (ox2, which may be regarded as forms on F~, depend only on the metric 
~2 A- ~22 and the GAuss curvature may be found by using the formula 

d(,12 -" - -  K~ol A ¢o2. 

The curvature  form of F~, do334, is a well-defined 2-form on the base 
and as such is a multiple of the area element. The ratio is therefore a scalar 
invariant.  We define the invariant  N by the formula 

dto3t ---~ ~ N¢ol A (02. 

The similari ty of K and N are to be noted. 

2. - L o c a l  I n v a r i a n t s .  

The local invariants of surfaces in E 4 have been rather  thoroughly 
studied [5, 9, 17, 18, I91 . I t  was found, [17], that |he invariants  are the in- 
variants  of a simple configurat ion;  namely, a point and an ellipse in the 
normal plane. To describe the configurat ion it is helpful to think of the 
second fundamenta l  form as giving a map, at each point p, from the tangent  
circle to the normal space. We call the map ~ and refer to it as the normal 

curvature vector. 

: S ~ _-> E 2, 

where S ~ is the tangent circle at p and E 2 is the normal space at p. ~ is 
defined as follows. To each point, e, of the unit  tangent sphere at p let i~(s) 
be a curve~ parameterized by arc length, through the point p and chosen so 
that  the tangent  vector to y at p is e. Then ~q is defined by lett ing :(i(e} be 
the projection of d2yids2tp) on the normal space at p. This definit ion is 
independent  of the choice of 7 because we may write (as in the case of a 

surface in E ~) 

~(e) -~ (a cos 2 0 + 2b cos 0 sin 0 + c sin 2 0)e3 -t- 

+ (e cos ~ 0 + 2f cos 0 sin 0 + g sin 20)e4, 

where e - - c o s  0et-4-sin ~e2. (e~e2 is a fixed tangent frame). 
Recall that the mean curvature vector, which we shall call :E, is jus t  

1 1 
(a -~ c)e3 + ~ (e + g)e4. 
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It  is an invariant  vector. Using the tr igonometric identities for double 
angles we may write 

~(O) = (~ (a --  c) cos 2O q- b sin 20)e3 q- 

q - (~ (e - -g )cos2O Zt- fs in20)e4 q- ~.  

As a matrix this takes the form 

-  )fo) = ;1 ices 01 
(e - g l  L 

Consequently, since the imago of a circle under  an affine transformation is 
an ellipse we see that the normal curvature vector moves on an ellipse in 
the normal plane about the mean curvature vector. {cf. F igure  1). This ellipse 
is called the curvature  ellipse. 

Figure :t 

The second fundamental  form is defined on the frame bundle F, because 
the functions a, b, c, e, [, g depend on the choice of tangent and normal 
frame. However,  using the curvature  ellipse, we may easily determine the 
scalar invariants.  Since rotations in the tangent space map the unit tangent 
circle onto itself, the curvature  ellipse as a point set in the normal plane 
is independent  of rotations in the tangent space. Furthermore,  any invariant  
quant i ty  of the curvature  ellipse, invariant  under  rotations of the normal 
plane about the origin, is invariant  under rotations in the tangen~ and normal 
space and is therefore a scalar  invariant. 

For  example,  the vector from the origin to the center  of the ellipse is, 
and invariant  vector  and is, as we have seen, the mean curvature  vector. 
I ts  length ~2 is thus a scalar invariant.  

Annali di Matematica 34 
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The area of the ellipse is a scalar invariant.  To find it we use the fact 
that under  an affine t ransformation the area is mult ipl ied by the determinant  
of the transformation.  Therefore, the area of the ellipse is 

1 t x 1 l ( e - g ) b = =  - I N t  (a - c ) f -  ~ ~ . 

If  we let ¢~ be the argument  of ~ ( 0 ) -  ~ then we may check that  dc?/dO has 
1 

the same sign as N so that we may regard ~ T:N as the oriented area of the 

ellipse, where the orientation is determined by the direction in which 
traverses the ellipse. 

Consider for a moment the general situation of an ellipse given as the 
affine image of a circle, say 

= roo 00] 

If vectors are mapped into the semimajor and semiminor axes of the ellipse 
then they must necessarily have been at right angles. To see this suppose 
Y(61) is along the major axis and YI02) is along the minor axis. Then 
Y(02) -" +-- d Y/dO [0=0~ = Y/0~ ~ 90°) so that 02 -- 01 ± 90 °. 

Now in our case let us choose e~e2 so that W - - ~  at 0----0 is the semi. 
major axis vector 9I, and 0 = 45 ° is the semiminor axis vector id. 

~ = ~1 (a - -  c)e3 + ~1 (e - -  g)e4; 

id = be3 -{- fe4. 

If  the ellipse is a circle choose any frame e~e2 and choose 9/ so that 
9 / -  7 (0) - -X.  Using the above formulas it is a simple matter  to check that 
~;2 _ K -- 912 "k- iD2. Since the area of an ellipse is 7:19/I lid I we have 

INi=21~l I~i 
X 2 -- K : 9/2 + iD2. 

These two equations show that [ N I and j r 2  K serve completely to determine 
the shape of  the ellipse. 

We expect yet another invar iant ;  namely, a quant i ty  which, expresses 
how the ellipse is oriented with respect to the line through ~. A further  

invariant  is 
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1 

"a 2b c 0 

2 f  g 0 

a 2b 0 

e 2 f  0 

Before we show that A is an invariant  it will be helpful  to develop two 
invariant  quadrat ic  forms. Wri te  e - -  xe~ ~ ye2 and consider 

d e .  e3 A d e .  e~. 

Now de - -  xde~ + dxe~ "t" yde2 + dye2 so that d e .  e3 -" xo~13 -~. y~o:3 and d e .  e4 - -  
--x~o~4-{-y¢024. Thus, using equations (1), we may write 

de .  e~ A de .  e~ --- $(~, y ) ~  A o)z 

where $(x~ y) is a quadrat ic  form in , and y, namely 

$(~c, y) = (a f  - -  be)x 2 .-~ (ag --  ce)acy + (bg - -  cf~y 2. 

:Notice that a rotation in the fibre of F~ will change d e .  e3/~ d e .  e4 only by 
the determinant  of the transformation, but  that is 1. Hence  the coefficients 
of ~{x, y) are defined on F¢. A rotation in F~ will leave ¢0i A ~02 unchanged 
but  it will change (x, y) to (x', y'} by the adjoint of the rotation which sends 
ele2 to e~e~. (Here e --  xel ..{- ye2 - -  x'e'~ ..{- y'e~.) Thus ~(x, y) is an invariant ly 
defined quadrat ic  form. Its trace and determinant  are scalar functions defined 
on the manifold. 

In a similar fashion consider a normal vector  v. We  write v - - x e 3  ~ ye4 
and consider d r .  e~ /~ d r .  e2. As before we may define a quadrat ic  form 
9"(x, y) by 

d r .  el A d r .  e2 ---- Y(x, y)~01 A o)2. 

An easy computat ion shows that 

~:Ix, y) - -  (ac - -  b~}x 2 + {ag .-{- ce - -  2b f )xy  -{- (eg - -  f2)y2. 

In a fashion similar to our consideration of S{x, y), we may show that the 
coefficients of ~(x, y) are funct ions defined on F~ and that the determinant  
and trace of 9"(w, y) are scalar functions on the manifold. 

One may with a simple computat ion show that 

5 -~ det $ - -  det ~, 
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This then shows that h is an invariant.  One also notices that N - -  trace S 
and K---- trace T. 

Let us now try to describe h in terms of the configuration. In the 
course of this discussion it will become clear that h is independent  of j~2 
K, iV. h is the resul tant  of the two polynomials ax~2+ 2bxy Jr-cz 2 and 
ex 2 + 2f:cy ~ gy2, (~c, y) homogeneous coordinates of a point. Thus we see that 
if the ellipse passes through the origin so that ~(0) - -0  for some 0 then the 
two polynomials have a common root, namely (cos 0, sin 0), so that h "- 0. In 
fact, in this case the common root is real. Since roots of a quadratic are 
either both real or both imaginary,  they have a common real root only if 
all four roots are real. The condition for this is that b 2 ~  ac ~ O, f ~ - - e g ~  O. 
Hence K ~ 0  in order for the ellipse to pass through the origin. The above 
reasoning may be reversed to show this is sufficient.  

Next we ask what the condition h - - 0  and K > 0  may mean. A - ' 0  
means the quadrat ic  equations have a common root a.nd K >  0 means at 
least one root is imaginary. Since imaginary roots occur in conjugate pairs, 
one equation must be a multiple of the other and hence the ellipse is a 
radial  line segment;  i.e. the point is an inflection point. Since also at an 
inflection point 5 ~ 0 we see that 

5 = 0 at a point i f  and only i f  the point is an inflection point or a 
point  where ~(0)= 0 for some O. 

One may also check that if the point is not an inflection point then the 
origin is inside, on~ or outside the ellipse as A is respectively positive, zero, 

or negative. 
Suppose that h > 0 so that the origin lies outside the ellipse. Then we 

may draw the tangent lines from the origin to the ellipse. The tangent 
directions 0~, 02 such that  ~(9~) and ~(02) are tangent  to the ellipse are called 
the conjugate directions. The conjugate directions satisfy S(eos0, s i n 0 ) - ' 0  
and they are the only solutions rood 180% Furthermore,  

A 
tan:(01 - -  02) -- ~. 

If we let gt be the angle at the origin subtended by the ellipse then we may 

show that 
h 

tan2~2 -- ~ .  

The above formulas may be found in WO~G [19]. 
Let  us next consider the quadrat ic  forms $ and 9=. We ask whether  ~,  

and ~ are enough to determine the second fundamental  form. That is, do 
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the coefficients of J~, $ and ~ determine a, b, c, e, f, g? Without  some 
additional assumptions this is false. To see this, consider the case when 
a - - f = - - c - - e o s O  and b - - - - e - - g - - s i n O .  Then ~ - - 0 ,  8(x, y) --  o~2 -{- y 2 
and 5(x, y ) = - - ~ c  2 ~ y 2  so that Jr, 8 and ~ a r e  independent  of 0. Also con- 
sider the case when the surface really lies in some 3-space. Take e4 normal  

1 (a + c)e3, to that 3-space so that e : f = g - - 0 .  In this case we have :~ = 

8(x, y ) -  O, 5(x,  y ) - - ( a c -  b2)x 2 so that ~,  8 and 9- determine only the mean 
and GAuss curvatures which in general do not determine a, b and c. 

Notice that we h~ve shown that if M lies in a 3-space then 8 = 0 for 
a specific normal frame, but since the coefficients of 8 are defined on 
F~, $--= 0 in any frame. The question of whether the converse is true will be 
taken up later. 

TI-IEOR:~ 1.1. - At a point  where $ ~ 0 and ~f ~: 0 the second funda.  
mental  form is determined by ~,  $ and ~. 

1 
PROOF. - Take ez in the direction of ~,. Then ~E - -~(aq-c )e3  and e + g = O .  

Using the fact that e : - -  g, we may write e, f and g in terms of the coeffi- 
cients of S and :~, namely 

e = - - ( a g - -  ce), g----,ag-- ce f =  a f - - b e - -  (bg-- cf) 
a + c  a + c  a + c  

If e -- f = 0 then also g =- -- e -- 0 and hence 8 ~ 0. Thus we may suppose 
e2 + f2 # 0. 5Tow 

ag + ce - -  2bf = - -  (a - -  c)e - -  2bf 

a f  - be -+- bg + c[ = (a - -  c)f - 2be 

is a system of equations with unknowns a - - c  and b. The coefficients are 
determined by ~, S and 9". We may solve it for a - - c  and b, since the 
determinant ,  e 2 ~  f2, is not zero. Thus a -  c and b are determined and they, 
together with a-+-c, give a, b and c. We have chosen special normal frames. 
In  another choice of frames we could rotate to find the coefficients of ~, 8 
and ~ in the frames where e~ is along ~. Then after  f inding a, b, c, e, f, g 
in these frames, we could rotate back to find a, b, c, e, f, g in the original 
frames. 

We have seen that if the surface lies in a 3-space then S ~ 0 at every 
point. The following theorem gives equivalent local conditions for the vani- 
shing of S and 9" at a point. 

TI-IEORE~I 1 . 2 . -  Let p e M .  The following four conditions are equivalent. 

a) 8=--0 a t p ;  
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b) rank ~ ~ :1  at p, where ~-~ 

c) p is an inflection point; 

[:° 

d) h - - O  and N =O at p. 

Also, the following five conditions are equivalent and imply the first set of 
condition, s. 

a) Y=---O at p;  

b) rank ~ ~ 1  at p where ~ - -  

c} the tangential map, ~: M...-> G2,~, fails to be an immersion, at p, 
where G2, 4 is the Grassmanian of 2-planes through the origin in E 4 and 
maps a point of  M to its tangent plane translated to the origin; 

d) $ ~ 0 and K = O at p ; 

e) A - - O  and K - - O  a l p .  

For the proof of the first part of Theorem 1.2 recall that an inflection 
point is a point at which the second-order osculating space drops at least 
one dimension. The second-order osculating space is generated by the vectors 
X"ts) and X ' ( s )where  X(s) is a curve through X{p) and where the prime 
indicates differentiat ion with respect to arc length. We have earlier seen 
that the normal components of X"(s) are a cos 2 0 q- 2b cos 0 sin 0 q- c sin 2 0 and 
e cos 2 0 + 2fees 0 sin 0 --~ g sin 2 0 where 0 is the argument  of the tangent  
vector X' with respect to some reference direction in the tangent  plane. But  
if rank ~ ~ 1 the direction of the normal component of X" is independent 
of (} and hence the second order osculating space has dimension at most 
three. On the other hand, if the point is an inflection point then the vector 
,l(0} must move on a line through the origin so that its a rgument  must be 

constant, i.e. there exists a constant [ such that 

a cos 2 0 A- 2b cos 0 sin 0 -}- c sin 2 0 ---- )~(e cos 2 0 -{- 2f cos 0 sin 0 -{- g sin z O) 

which is impossible unless rank a ~  1 because cos 20, cos0s in0 ,  sin 2 0 are 
independent  functions. The remainder  of the first part  of Theorem 1.2 is 

easily seen. 
For  the proof of the second part  of Theorem 1.2 consider the following 

diagram. 
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F(M) > 0,4) 

15tM) 
I I 

M ~ ~ G~,~ 

0(4) is the orthogonal group and V2.4 is the S~n~FEL manifold of 2-frames 
in E 4. A choice of frame ele2 in the tangent plane and e3e4 normal to the 
plane gives a cross-sect ion c: G2,4-->0(4). Let  o' be the induced cross-section,  
~': M-->F(M) G2.4 is 0{4)/H where H is the isotropy group defined by 
~13 ~-to2a----~o14--to2~--0. Therefore ¢o13, (~23, to~4, ¢o24, when pulled down via 
~, become independent  forms on G2,~. The forms ¢o13, ¢o23, ~o14, (o24, which 
are defined on 0(4), may be pulled back to F(.M) and via c to M. Since the 
diagram commutes, they will be the same as the forms carr ied from G2,4 to 
M via ~*. But  equat ions (1) express  to~3, ~23, ¢o~, ~o24 as l inear combinations 
of to1 and ¢o2 and hence the rank of ~* is equal to the rank of the matrix ~. 
But  the rank of ~0 is equal to the rank of ~* because a matr ix and its 
t ranspose have the same rank. Consequently, ~ fails to be an immersion if 
and only if rank ~ 1. The remainder  the second part  of Theorem 1.2 is 
not difficult. 

KO~MERELI~ [9] als0 discusses the local invariants  of a surface in E 4. 
He  shows that the polar conjugate of  the ellipse with respect to the unit  circle 
in the normal plane is the locus of  consecutive normal planes. The polar 
conjugate of an ellipse A with respect  to an ellipse B is the locus of the 
poles of the tangent  lines of A with respect  to B. In  the case B is a circle 
this is the inverse in the circle of the pedal curve to A. It is a wel l -known 
fact of project ive geometry that the polar  conjugate is a conic. In our case 
this conic is known as the conic of KOMMEnELL. :Noteworthy is the fact that 
the polar  conjugate is a circle if and only if the center  of the circle B is 
a focus of the ellipse A. Thus the conic of KO~i~ERELL is a cirle if and 
only if the origin is a focus of the ellipse. Such a point  is called a focal 
point. We might also mention that the conic of KO~MEREI~L is an ellipse, 
parabola or hyperbola,  as the origin is respectively inside, on or outside 
the ellipse. 

3. - Local theory  of  surfaces in E ~. 

So far we have been concerned with the local invariants of surfaces in 
E% One might call this the theory ((at a point>>. In this section we shall be 
concerned with local theorems, or theorems true in a neighborhood of a point. 

TnEOnE,'~ 1.3. 

a) $ ~ 0 at every point of  M i f  and only i f  the surface is locally 
either developable or lies in a 3-slgace. 
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b) ~: ~ 0 at every point of M i f  and only i f  the surface is developable. 

(LAss  [10] has  shown that  eve ry  po in t  is an in f lec t ion  poin t  if and  only  
if  the su r f ace  is deve lopab le  or lies in a 3-space) .  

F o r  the proof  of T h e o r e m  1.3 suppose  S ~ - 0  at  e v e ry  point .  S ince  each  
po in t  is an  in f l ec t ion  point ,  we ma y  choose ez so tha t  the span of e~e2ea is 
equa l  to or con ta ins  the second  o rde r  oscu la t ing  space.  In  these f r ames  it 
is easy  to see that  e - - f - - - :  g = 0. N o w  choose a f ixed  t angen t  f r a m e  e~e2 so 
that  b = 0. The  equa t ions  (1} then  become 

0)13 *--* (~0) 1 , 

0)23 : C0)2 ,  

0)14 = 5024 ~--- O .  

Fi r s t  a s sume  that  ne i t he r  a nor  c is zero. Then  us ing  the s t r u c t u r e  
equa t ions  and  the fac t  that  d0)14 = 0, and  d(,)~ = 0, we see tha t  0)34 = ~0)1 
and ¢0~4 = ~0)~ for  some ~ and  z. B u t  0)~ and  0)2 are  i n d e p e n d e n t  so 0)34"-0. 
H e n c e  des = 0 so that  e~ is cons tant ,  and  t he re fo re  the su r face  l ies  in a 

3 - s p a c e  p e r p e n d i c u l a r  to e4. 
Cons ider  now the case  tha t  one  of a or e is zero and  the o the r  is not, 

for  de f in i t eness  c = 0 and a :4: 0. In  this case K = 0 and so by T h e o r e m  1.2 
~ 0. 5Tow 0)2s--0  and  us ing  the s t r u c t u r e  equa t ions  toge the r  wi th  d0)23--0,  

we have  ¢0~2 = ~(D1 for  some x. On the i n t eg ra l  cu rves  of 0)~ = 0 we have  
de~- -0  and de~ = O, tha t  is, bo th  e~ and e2 are constant .  S ince  e2 is t angen t  
to the cu rve  and cons tant ,  the c u rv e  is a s t ra igh t  l ine ;  also, s ince e~ and e2 
a re  t angen t  vec tors  to the su r face  and  cons tan t  a long the line, the t angen t  
p lane  is cons t an t  a long  the l ine,  so the  su r face  is deve lopab le .  Converse ly ,  if 
the su r face  is deve lopab le  then  t angen t i a l  ma p  ~: M--> G2,4 fai ls  to be an 
i m m e r s i o n  at  e v e r y  poin t  so that  $: ~ 0 e v e ry w h e re .  Also, if the su r face  l ies 
in a 3 - s p a c e  t hen  ce r t a i n ly  ev e ry  po in t  is an in f l ec t ion  po in t  so tha t  S ~ 0. 

I f  a = c = 0 it is not  d i f f i cu l t  to c h e c k  that  the su r f ace  is a plane.  

Consider ,  for  example ,  d(e~ A e2). Th is  comple tes  the proof  the theorem.  
W e  inves t iga te ,  next ,  cond i t ions  which  imply  that  two su r faces  in E 4 are  

c o n ~ u e n t .  L e t  us  f i r s t  r ev iew cond i t ions  for  them to be i sometr ic .  B~/ defi- 

n i t ion  two su r faces  M and  M'  are  i somet r ic  if there  exis ts  a map  ¢~: M->M'  
such  that  ~*(0)i) 2 ~- (0)~}2} = (0)1)2_{_ (0)2}2. I t e r e  the p r i me  ind ica tes  a q u a n t i t y  

de f ined  for  the man i fo ld  M'.  M and 3 / '  a re  i somet r ic  if and only  if t he re  

is a map  ~ :  F~M-÷ F~M' such  ~.hat * ' 
~ mus t  then  be a bund l e  map  cove r ing  the i sometry .  This  d i scuss ion  does 
no t  in fac t  depend  on an  immers ion ,  t t o w e v e r  now assume  tha t  both  M and  
M '  are  immersed .  W e  discuss  f i rs t  the case  when  they  are  i m m e r s e d  in E 3. 
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X :M.--> E ~ 

X '  : 31' --> E ~ . 

Let us now assume that M and M' are isometric. We say that ~ perserves 
the second fundamenta l  form if 

~ * ( d ~ X  ' . 4 )  = d ~ X  • e , .  

This is equivalent to 
% (~o~) = ~o~, 

~ ( ~ )  = ~o:~. 

Hence if ¢~ is an isometry which perserves the second fundamental  form then 
~ (¢o~) -- o)~ and ¢o~]. we ~ {(o~])- From this conclude that ~ is a congruence. 

In the case where M and M' are immersed in E ~, 

X :  M.-> E ~ 

X '  : M'--> E% 

in order to define preservation of the second fundamental  form we must be 
able to extend ~ to a map between the frame bundles, 

rF : F ( ~ )  --> ~(M't .  

In 3-space, of course, this problem did not arise. Once we have a bundle 
map we may define preservation of the second fundamental  form as for 
surfaces in E3; namely, ¢p*(d2X ' .  e'~) = d2X • e3 and ¢~(d2X ' .  e~) - -  d 2 X .  e,,. 
This is equivalent  to requir ing ~l*( t3):¢o~3, ~(~o23)--~:3, ¢~F(~o~) tol~, 

t ¢~(o)24)--(o24. As opposed to the situation in E 3, even though we have a 
bundle map which preserves both first and second fundamenta l  forms, we do 

¢0 r not know that ~0"(34)--¢o~, i.e. that the connection in the normal bundle 
is preserved and hence we can not be sure of congruence. However we do 
have the following. 

L~M~A 1.4 - I f  ~F: FM-->  F M '  is a bundle  m a p  covering ~ which  pre. 
serves both first a n d  second f u n d a m e n t a l  forms a n d  i f  ~ never vanishes  then 

preserves the connection in  the normal  bundle  a n d  is consequent ly  a congruence. 

( D  t . . - -  PROO]~ ~. - We need only show that ~ ( 3 ~ )  (%4. Now d¢0~3 (o~z A ¢023 ~- 
~1~ A t%3 and also d~013 --  ~?(d¢0i3) = (01~ A ~023 + ¢01,~ A ~*(~0~). Subtracting, 

we have ~0~ A (~04~- ¢~(t04~))= 0, so that ~ ) ~ -  ~ (¢0~) depends on ¢0~. In  a 
similar fashion, beginning with dco~s, d ~ ,  d¢0~4 we conclude that ¢04s-¢~*((0~) 
depends on 0~3~ co:s, ¢0~4, ¢0s4. If  any two of these are independent  we see 

Annali di Maternatica 35 
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~k t that ~s4-" ~o~-(~o34}. If  they are all dependent  then the ~ of Theorem 1.2 falls 
in rank, i.e., . f f - -0 .  

TttEORElg 1.5. - I f  ~ : M --> M'  is an orientation preserving isometry of M 
and  M'  and  i f  neither M nor M'  is locally min imal  then ~ can be extended to 
a bundle map :~F, over at least a dense submanifold  of  M. 

a) I f  ~ preserves the second fundamenta l  form and i f  M is not locally 
developable then ~ is a congruence. 

b) I f  ~ preserves both ~ and ~ and i f  M is neither locally developable 
nor lies locally in a 3-space then ~ is a congruence. 

PROOF. - Let A : I x e M I ~(x) =~ 0 } and A' =- { y e M'l~f'(y) =4= 0 }. Because  
M and M' are not locally minimal, A and A' are dense sets of M and M' 
respectively.  They are also open. Because  ~ is an isometry ~-~(A'I is a dense 
open set of M. Let  C = A  N ~-X(A'). Then C is a dense open set of M. We  
extend ~0 to a bundle map over C by requir ing that the unit vector along 
map into the unit  vector  along J~'. That  is, choose frames e3e4 where e3 = ~ / ~  t 
and e~e2e3e4 agrees with the orientat ion of E ~. In a similar way, because 
~ ' ~  0 on ~0(C}, we may choose frames e~e~ over ~(C). Then define ~F over C 
by sending e3 to e~ and e~ to e~ and extending linearly. 

Suppose that ~1~ , preserves the second fundamental  form and that M is 
not locally developable.  Let  B - - I x e M I g - ~ 0  at x} .  Because M is not 
locally developable and by Theorem 1.3 B must  be dense in Mo Also B is 
open. Thus B n C is a dense open set of M on which the second funda- 
mental form is preserved and on which ~=~ 0. By Lemma 1.4 ~ restr icted 
to B N C is a congruence.  However ,  since B N C is dense, M and M' must 
be congruent.  

Suppose that ~F preserves both 8 and $: and M is nei ther  locally deve- 
lopable nor lies locally in a 3-space.  Define D - -  t x e M 1 8 ~ 0 at x }. Then 
because  S ~ 0  and K = 0  if and only if ~ : ~ 0  we see that 9 " ~ 0  on D. 
Also, since M is neither locally developable nor locally is in a 3-space,  by 
Theorem 1.3 D must be dense in M. Obviously D is open. Thus D n C is a 
dense open set on which ~f =4=0, S ~ 0 ,  ~ 0  and $ and aT are preserved.  
By Theorem 1.1 since $ ~ 0  and ~ 0  on D N  C the second fundamental  
form must be preserved. Thus by Lemma 1.4, since Y ~ 0, ~ restr icted to 
D N C is a congruence.  However  since D n C is dense, M and .M' must be 

congruent. 
Let  us touch on the theory of minimal surfaces in E ~. A surface is a 

minimal surface i[ ~ - - 0  everywhere.  Interest ing examples  of minimal 
surfaces are the graphs of analytic functions. E~SE~HAR~ [5], has proved. 
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TEEORE~ 1.6 - A surface immersed in E ~ is locally congruent to the graph 
of  an analytic function i f  and only i f  at each point the ellipse is a circle with 
the origin as center. 

There are a great many other results known concerning minimal  surfaces 
in E ~. One should be referred especially to WONG [19]. 

4. - I t  is well known that the EIZLER characterist ic of a plane bundle 
over an oriented surface is equal to the sum of the indices of a cross-section. 
One can define indices for a line element field and for a field of pairs of 
orthogonal lines. In this section we shall show that in these cases also the 
sum of the indices is the EULER characteristic.  

Perhaps it would be well to review some of the definitions of the index 
of a cross-section of a plane bundle. Suppose that ~: B - - ) M  is an oriented 
plane bundle over a compact oriented surface. Let 0: M. . - )B  be the zero 
cross-section and let ~ :M- ->  B be a cross-section transversal  to 0(M). Then 
v(M) meets 0[M) at isolated points, say p~, . . . ,  p~. These points where 
~(p) ~ 0(p} we call s ingular  points of ~. The intersection number  of ~(M) 
and 0(M) at p~ is then the index of z at p~. 

We give another definition of the index of a cross-section z which has 
isolated singular points. Suppose p is an isolated singular point of cr. Let C 
be a circle about p such that p is the only singular point inside or on C, 
and suppose that C lies in a neighborhood over which the bundle is trivial. 
Thus locally ~:12--~ U X ~2 and via projection on the second factor we 
have a map z :°C--)1R 2 such that = (p )~  0 for p e C. By normalizing we have 
a map C---~ S ~ given by 

o(p) 
P o(p)] • 

The degree of this me:p is the index of ~ at p. 

We give yet a third definition of the index of a cross-section. This 
time we assume only that the singular locus L can be written L - - U L ~ ,  
L~ disjoint, where each L~ lies in a neighborhood 12~ over which a non-zero 
cross-section exists and where L (3~ 12 --  L~. 

Let  BF be the associated frame bundle of B, and let 0)be the connection 
form on BF. ((oi2 for / ~  and 0)34 for E~). The cross-section ~ of /3 induces a 
cross-section ~F of BF over M - - L .  ~F is defined as follows: For p ~ M - - L ~  
~{p) is a nonzero vector. Therefore, we may choose a vector z(p) normal to 
e{p) so that the frame 

o(p) 
Io(p) l 
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agrees with the orientation of B. The index of a at L~ is 

~-~ a?+--~ do,. 
Di D i 

Here D~ is oriented to agree with M and ~D; takes its orientation from D~. 
In the case that L~ is an isolated point we take D~(s) to be a disk of radius 
s about the point. Then the index is given by 

1 l i r a  ( ~.~ ¢o. 
27: ~-~o j 

~Di(O 

As an application of these ideas let us show that 

M 

where d~o is the curvature form of Br .  X(B) is the EULER characterist ic of 
B, i.e. the EULER class of B evaluated on the fundamental  class of M. To 
show the above formula take a cross-section ~ of BE over 21//--(P~t, {P~} 
is a finite set of points. Such a cross section always exists. Then we have 

C~ 

where C~ = ~D~(s). But ~(M--  U D~) -- O C~. Thus by STOKES' Theorem 

and hence 

Q M--UDi 

i f  lira da* ~o. x ( B ) -  2~ ~-~o 
M--UD~ 

But dap~o is the curvature form of B. It is a well defined 2-form on M 

independent  of a. 
We now wish to discuss the ease of line element fields and fields of 

pairs of lines. ]n order to discuss both these cases together let us define a 
more general  r -cross  field. 

An r-cross  is a set of r unit vectors in the plane such that their tips 
form a regular  polygon. Define G(B), the associated bundle of r-erosses~ as 
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fol lows:  Cr( B) -- { (x, C , ) ] x e M  and  C, is an  r - c r o s s  in the p lane  over  
x .  }. A cross  f ie ld  is t hen  de f ined  to be a c ro s s - sec t i on  el  this  bundle .  

Note  tha t  a 1-cross  f ie ld  is a vec to r  field, a 2 -c ross  f ie ld  is a l ine  
e l emen t  f ie ld  and  a f ie ld  of pa i rs  of l ines  is a 4 -c ros s  f ield.  

Le t  Cr be the f ami ly  of all r - c r o s s e s  in the plane.  Note  tha t  C~ is 
h o m e o m o r p h i e  to S ~. 

A s ingu la r  poin t  of a cross f ield is a point  where  the cross f ie ld  is not  
def ined .  W e  may  def ine  the i n d e x  of a s ingu la r  poin t  of a cross  f ield 
ana logous ly  to tha t  of a vec to r  field. Choose a ne ighborhood  U about  p 
con t a in ing  no s ingu la r  points  o the r  t han  p, and such  tha t  over  U the b u n d l e  
is t r ivial .  Le t  C be a c i rc le  abou t  p c o n t a i n e d  in U. T h e n  the cross f ie ld  
gives a map  

U--(p}- - - ->(U--{p})  X C~, 

and  by p ro j ec t ion  on the second factor ,  a map  C--> Cr. W e  def ine  the i n d e x  
to be 1/r t imes  the degree  of this  map.  Th e  de f in i t ion  can  be shown to be 
i n d e p e n d e n t  of the n e i g h b o r h o o d  and  circle .  

Suppose  that  the cross f ie ld  has  i so la ted  s ingu la r  poin ts  p~. Le t  D~ be 
a d isk  about  p~ and  C~--8D~. H e r e  D~ is a ne ighborhood  about  p~ which  
con ta ins  only  the one s ingu la r  point .  Assume the rad ius  of D~ is ~ .  

W e  cons t ruc t  an r - f o l d  cove r ing  of M - - U  D~ as fol lows:  C ( M - - U  Di)-" 
" -{ (x ,  v~x) I x E M - - U  D~ and  v~x is a leg of the cross at  m}. Assume now 
tha t  B has a connec t ion  fo rm m. Def ine  ~: C ( M - - U  D~)--->M--U D~ by 

r:(x, vi~) -~- ~c. T h e n  u-~(x) -- { (x, vl~), ... (x, vr~)} and  r:-~(Ci) is h o m e o m o r p h i e  to 
r or fewer  d is jo in t  circles .  W e  may,  via  r:, draw the bund le  B back  to a 
bundle ,  n-~B, over  C ( M - - U  D~). Le t  ¢oc be the connec t ion  on this bund le  
i nd uced  f rom to on B. L e t  die be the c u r v a t u r e  fo rm of B. dto is de f ined  on 
M. Le t  dco~ be the i nduced  fo rm on ~:-IB; dto~ is de f ined  on C(M--  U D~). 

The  cross f ie ld  on M - -  U D~ lif ts  to a vec to r  f ie ld  on C(M--  U D~). W e  
call  this vec to r  f ield v. I t  is a c o n se q u e n c e  of the de f in i t ion  that  the i n d e x  
of the cross f ie ld  at  p~ is equa l  to 

1 ]im (v*¢o~ 
r ~---> 0 3 

n-l(cl) 

where  v'coo is the pul l  dowa of (oc de f ined  on r : - l B  via the vec to r  field v. 
W e  have  

1 
~, Ind  (p~) : - l im v*toc 
i r ~,-->0 

r~-l(ci) 



278 ~OHN A. LITTLE: OF/ singularities o] submani]olds, etc. 

and  because  8(C(M-- UD~))=  U ~:-~(C~) 

Also 

T h u s  

But 

so that  we have  shown 

Y~ I v * e ) ~ - - f  d v ¢ ( ° ~ ' ~  
r--1(c~) C(M-- U Di) 

f dv*~oc--f do)o=r f do~. 
C(M-- U Di) C(bl-- U D i) M-- [J n i 

M ~ U D  i M 

f dm -- x(B) 
M 

PROPOSI~rIO~¢ 1.7. - E I n d e x  (p~)=  x(B). Note that  if x ( B ) - - 0  then  B 

has  a nonze ro  vec to r  f ield and  t h e r e f o r e  c e r t a i n l y  a crossf ie ld .  

Le t  us men t i on  a l e m m a  which  will p rove  usefu l  in the e v a l u a t i o n  of 
the i ndex  in the case that  B is the t angen t  bundle .  Le t  D be a d i sk  about  
an i so la ted  s ingu la r  point  pc over  which  TM is t r iv ia l .  Le t  e~e2 be a f ie ld  of 
o r t h o n o r m a l  t angen t  f r ames  in this ne ighborhood ,  and let  v~ be one leg of 
the cross.  Def ine  a rg  cross  f ield - -  Z tvJ, e~). Arg cross  f ie ld  is well  de f ined  

modulo  2u/r, a l though  it depends  on the f r ames  e~e2. 

LE)I~IA 1.8. - Suppose that ~? : D --> R 2 and that n .  arg  ~ = arg  cross field 
modulo 2~:/r. Then i f  Jacobian of ~ is not zero at po the indem of the cross 
field at pc is ++-n. Moreover, the sign depends on the sign of the determinant 
of the Jacobian of ~ at pc. Here n may  be a rational number. 

5. - T r a n s v e r s a l i t y .  

Th is  sec t ion  is l a rge ly  a s u m m a r y  of some of the resu l t s  of Chap te r  I I  
which  in tu rn  is based  on the work  of FELDMA~ [6, 7]. Reca l l  the no ta t ion  
es tab l i shed  in Sec t ion  I. X :  M--->E 4 is an  i mme r s i o n  of a compac t  o r i en t ed  
2 - d i m e n s i o n a l  mani fo ld ,  el, e2 are  t a n g e n t  vectors ,  and e3, e4 a re  n o rma l  
vec to r s  at  each  point .  Also, the second  f u n d a m e n t a l  f o rm  is a vec to r  v a l u e d  
q u a d r a t i c  fo rm de f ined  on the  f r a me  bund le  F.  I t  may  be  wr i t t en  

(a~o~ -{- 2b%~% d- cm~)e3 d- {e¢o~ d- 2f%o)2 d- g't~)e~ 
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where a, b, c, e, f, g are real valued functions defined on the frame bundle 
F.  At each point p of /P the second fundamental  form gives a pair  of qua- 
dratic forms (a(p)oc 2 -[- 2b(p)xy q- c(p}y 2, e(p)x 2 q- 2f(p)~cy q- g(p)y2). Let  Z be 
the set of all such pairs of quadrat ic  forms. (We may identify Z and R6}. 
Then the second fundamenta l  form gives a map t~: F.--> Z by sending a point 
p of F into the pair  of quadrat ic  form. 

The group S~X S ~ acts on Z. W e  describe the action as follows. Let 
(0, ~?)e S ~ H $~, and let (u(x, y), v(x, y) )eZ.  Write  

oos ,in  ii,<i, 
L - - s i n  0 cos  0Jl~J  " 

Then (0, ~)(u(x, y), v(x, y ) )= (u'(w', y'), v'(x', y')). Recall  that the fibre of F is 
the lotus, S 1 H  S ~, so that the group S~ X S 1 acts on each fibre. I~ is easy 
to see that ~ commutes  with the action of S~H S~ i.e. 

,((0, ~)(p))= (0, ~)(~(p)). 

Thus in par t icular  a fibre over a point of M is mapped, under  ~, onto an 
orbit of Z under  S t H S 1. 

Let  us now make several  definitions. An algebraic subvariety,  K, of Z, 
invariant  under  the action of S 1 X S ~, is called a model singularity. A point 
p of M such that ~ (fibre of F over p) meets K is called a K singular point 
of M. If ~t(F) meets K transversal ly in Z all along the fibre over p, wo say 
that p is a K geometrically trasversal singular point of M. 

FE:LD~A~ has given definit ions different  from the above using jets.  We  
shall give his definitions in Chapter  II. The model singularit ies he uses are 
not the same as those we have def ined;  however in Proposit ion 29 we show 
that there is a 1 -  1 correspondence 

p: {jet model singularit ies } --> { geometric model singularit ies }. 

Also, it is easy to see that his definition of a s ingular  point is equivalent  
to the one given above, i.e. p is a K singular point in the sense of the je ts  
if and only if it is a ~K singular point. FELD)[AN has also defined a K let 
transversal singular point. (His terminology is K generic singular point). We  
have not been able to show that these definitions are equivalent  but  in 
Chapter II  we show. 

T~]~onE~[ 1.9. - I f  a point is a K jet transversal si~gular point then it 
is also a ~K geometrically transversal singular point. 

W e  say that a map X:  M-->E 4 is K geometrically transversal  (~-IK je t  
transversal) if each K(~-~K) singular point of 3 /  is a geometrically tran- 
sversal (jet transversal) s ingular  point. 
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Let  C~(M, E 4) be the set of C a maps from M into E 4 with a topology 
to be defined in Chapter II.  Convergence in this topology implies that the 
functions and all their derivatives up to any given order converge uniformly 
on the compact  M. We  may now state a result due to FELDMA]q [ 7 ,  p. 194]. 

T~IEOREM 1.10. - The K jet transversal (and hence the pK geometrically 
transversal} immersions o f  M into E 4 are dense in  C'~(M, E4). 

REMARK. - /k remark  is due on what  it means for ~ to be t ransversal  
to K if ~ (p ) i s  a s ingular  point of the algebraic variety K. We  offer one 
possible definition. Let  sing K be the set of singular points of the algebraic 
variety K. I t  is a fact that sing K is a proper algebraic subvar ie ty  of K. 
Let  ~ be a collection of varieties satisfying the following conditions. 

]. K e ~ -  

2. If K ~ e ~  then all the irreducible components of K1 are in ~ .  

3. If  K1 e ~  then sing K~ e$( .  

4. If  K1, K ~ e ~  then K~ A K 2 e ~ .  

~£ is a wel l -def ined finite collection of algebraic varieties. We  say that ~ is 
t ransversal  to K at p if ~ is t ransversal  to each K l e g  such that ~tlp) is a 
regular  point of Kx. 

If K is a manifold or if codimension sing K > dim M then the K generic 
immersions are open. In the case K is a manifold this is well enough 
known. In  the case that  codimension sing K >  dim M, by Theorem 1.11 and 
the fac~ that t ransvcrsal i ty  to K implies transversali ty to sing K we see 
that the generic maps would not meet sing K at all. For  the model singula- 
rities we will consider, this is enough to establish that the generic maps 
are both open and dense. However,  it is hoped that the generic maps are 
open and dense for any variety K without the above dimensionali ty restriction. 

Another result  from Ohapter I I  is 

TI-IEORE~ 1.1l. - I f  X is a K geomelrically transversal immersion of M 
into E 4 then the codimension of  the locus of  K s ingular  points in  M is equal 
to the codimension of  K in Z. 

Suppose that in a neighborhood U of K singular  point p we choose 
frames e~e2e3e~ on M. Let  v: M--> F be the cross-sect ion giving these frames. 
Then functions a, b, c, e, f, g defined on F may be pulled down via these 
frames to functions on M which we call a', b', c', e', f', g'. Let us define V': 
U---> Z by ~ ' - - (a ' ,  b', c', e', f ' ,  g'~. Then we may state the following. 

LEM~rA 1.12 - p is a K geometrically transversal s ingular point  i f  and 
only i f  ~' is transversal to K at p. This is true for any  choice of  f rame 
eze2e3e4 on U. 
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PROOF. - Since ~'{U) C ~t(F(U)), ?: transversal  at p implies i~ is transversal  
at ~{p). However~ ~ can be chosen arbi trar i ly so that it is t ransversal  at 
every point in the fibre over p. Thus we need only show that if it is tran- 
sversal at p ~  F then it' is transversal at re{p). Let us take coordinates u, v 
in U and 0, + in the fibres over U. Assume that at p 0 = + - - 0 .  Let us 
assume that it(p) is a regular  point of K. Suppose that K is given by the 
polynomials 

+~(a, b, c, e, f, g) -- 0~ i----- 1, . . . ,  r. 

By this we mean that ¢~ are a basis for I(K),  the ideal of all polynomials 
vanishing on K. Let ~ be the column vector (a, b, c, e, f, g), and let HIO, ~) 
be the 6 X 6 matr ix  representing the action of S ~ X S ~ on Z. Define functions 

on Z. Then since K is invariant  under  S~ X S~, ~ e K  implies ?~0+(~) --  0. 
Thus ?~0+el(K), and hence there exist functions L~I(O, ~) such that 

2} ¢~0+(¢) = 2 L~j(O, +)+j(~). 
J 

Let J be the 2 X r matr ix with first row 3%/3u(it(p)) and second row 
~g~v(i t(p)) .  Then since it is transversal  at p, J must be full rank at p. Let  
J '  be the Jacobian of ~(~'(u, v)) at ~:(p). ]f  we can show that J '  has full 
rank at z~(p) then we are finished. But from 2) we see that  

J --- J'(L;AO , 6)) 

and since at p, where 0 = + - - 0 ,  we have L+j(0, 0 ) =  identity, J '  must have 
full rank. We have been assuming that it(p) is a regular  point of K; if not, 
then we must  apply the above argument  to one, or several, proper subvarieties. 

6. - Global (theory. 

When  is the ellipse 
:E 2 - K - - - 9 / 2 + ~ 2  it is 
:E 2 - K = [ 2 V  I. Thus a 
be a circle is that ; E : -  

a circle? From the fact that IN i =  219~11~] and 
not difficult  to see that ]gJ[=-:_ [ ~ ]  if and only if 
necessary and sufficient condition that the ellipse 
K-----INt. We include a point as a circle. 

I f  the ellipse is not a circle then the two ends of the major axis deter- 
mine two well-defined,  and in fact orthogonal lines in the tangent plane. 
Remember each tangent  line determines a point on the ellipse because 
~ ( 0 ) -  ~7(0 q= 180% But a compact surface has a field of pairs of lines if and 
only if the EULER characterist ic is zero. Hence we have 

TItEORElVl 1.13. - On any  compact sur face  o f  n o n - v a n i s h i n g  Euler  charac. 
terislic there mus l  be a p o i n t  where ~2 _ K = I N !. 
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The line through the mean curvature  vector  will meet the ellipse in two 
points. These points determine a pair  of lines, in fact orthogonal lines, in 
the tangent plane. The only time this construct ion fails is either when : ~ - - 0  
or else when the ellipse degenerates  to a radial line segment, i.e. the point 
is an inflection point. Observe that if the ellipse is a nonradial line segment 
then the tip of ~ intersects the segment and this point also picks out a pair  
of orthogonal lines. Again, because if a manifold has a field of pairs of 
lines then the EULER characteris t ic  must be zero, we have the 

TttEORE~I 1.14. - On any compact surface of non-vanishing Euler charac- 
teristic there must either be a point where the mean curvature veclor vanishes 
or else an inflection point. 

The flat torus is an example of an inf lect ion-free surface with everywhere 
non-zero mean curvature  vector. To give a more general example, suppose 
that ? ( l ) :  (~a(t), ~02(t)) and x ( t ) :  [x~(t), X2[l)) a r e  two inf lect ion-free immersed 
circles in the plane. The surface ¢? X )((u, v)--(~l(u) ,  ¢72(u), "Al(v), X2(v)) is 
easily seen to be an inf lect ion-free  immersion of the terns with everywhere  
nonzero mean curvature  vector. 

The normal curvature  vector  ~ maps antipodal points of the unit  tangent 
sphere into the same point of the ellipse. If  the ellipse does not degenerate  
to a line segment each point of the ellipse determines a unique pair  of 
antipodal points of the unit  tangent  circle and hence a unique tangent line. 

maps four points on the unit circle which form a cross, i.e. the vertices 
of an inscribed square, into two diametr ical  points of the ellipse. 

For  any pair  of diametrical  points of an ellipse there is what we might 
call a conjugate pair  of diametr ical  points, namely points whose tangents 
are parallel  to the diameter  line of the first pair. 

Consider two crosses, one a rotation by 45 ° of the other;  then the images 
of the two cro~ses will be conjugate.  

When  the ellipse is a line segment the center  of the segment is the 
image of a cross. Each endpoint  of the segment is the image of a pair of 
antipodal points, both pairs forming a cross. The two crosses picked out by 
the center  and the endpoints differ by 45 ° . 

Thus any method of uniquely choosing a point of the ellipse, which depends 
continuously on the configuration, determines a tangent line element field. 
Poiuts where the construction fails will be singular points of this field. 

Also, any method of uniquely choosing a pair  of diametrical  points of the 
ellipse wii1 determine a field of tangent crosses. 

A surface in E 3 may be viewed as a special  case of a surface in E ~. 
The ellipse is of course always a line segment and the principal  curvatures  
are the distances from the origin to the endpoints of the segment. Since 
every point is an inflection point Theorem 1.4 does not provide much informa- 
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tion. However, Theorem 1.3 does indeed show that there exists a unique 
cross field with singulari t ies only when the line segment degenerates to a 
point, i.e. an umbilic. Note that for a surface in E 4 there is no good way 
to dist inguish one end of the major axis and therefere pick out a line element 
field. However, for the special case of a surface in E 3 we may choose the 
smaller (or larger) principal curvature.  This does pick out an endpoint of 
the line segment which determines a unique tangent line. 

I t  is, however, possible to obtain information about a surface in E 3 from 
Theorem 1.13. To do this we need only project the surface stereographically 
into S 3. Let  ~: E3--> S 3 be the sterographic projection, 

1 
~(oc, y, z ) - - 1  + t (x' y' z~ t), 

where t - -  1/2(w 2 + y2 + z ~ ~ 1). Since ~ is conformal, d~o is a similarity. 
Thus given orthonormal frames e~e2e~ in E z, d~(ei)d~(e2)d~(e3) are orthogonal 
frames tangent to S 3. We may normalize them to obtain orthonormal frames 
~2e3 and then choose ~ to be the outward unit  normal to S 3. 

Let X: M - - ~ E  3 be an immersion of a surface in E3 and let X ' - - - ~ o X  

be its stereographic projection. Suppose that e~e2e3 are orthonormal frames 
on .X(M) so that e~e2 are tangent  and e3 is normal. We choose ~2~3~ as frames 
on X' (M} .  

Suppose that the second fundamenta l  from for X ( M )  is 

d 2 X  • e 3 = a ~  + 2b%~o 2 + c~o~ 

and the second fundamenta l  form for X'(M) is 

t where as usual ~ = d X  . e~, o~j - -  de~ • ej and o~ -- d X '  • ~ ,  o~i : d ~  . si. 

Then it is possible to show that  

[o b o]=i,t÷ ,oh hj 
e' f '  g' 1 0 1 ' 

where h : X .  e3 is the support function for X ( M ) .  :Note that 1 + t ~ 1/2 so 
that it is never zero. Also note that umbilics are carried over into inflection 
points and they give the only inflection points. The mean curvature vector 
is seen to have s4 component equal to 1 so that it can never be zero. Thus 
applying Theorem 1.14, we have the well-known result that a surface in Ea 
of nonzero EtTLER characterist ic must have an umbilic. 
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It is also interesting to observe what happens to the principal  frames 
under  stereographic projection. Let  J~, ~ be the mean and normal curvature  
vectors for X(M) and ~ '  ~' be those for X'(M). Then we see that 

~(0) ~ Jt~ ---- (1/2(a - -  c) cos 20 -F b sin 20)e3 and 

"q'(0) -- ~ '  --  (1 + t)(1/2(a --  c) cos 20 + b sin 20)~. 

Thus we see that the directions picked out by a point of the one segment 
are the same as those picked out by the corresponding point of the other 
segment, the correspondence given by mult ipl ication by 1 + t. In part icular ,  
the directions picked out by the midpoints of each ellipse are the same. 
The principal  axes chosen by the point where the mean curvature  vector 
meets the ellipse become, when the ellipse is a line segment, the axes picked 
out by the midpoint. Thus the principal  axes used in Theorem 1.13 give, 
for surfaces in /~3, directions such that the curvatures  in those directions 
are equal  to the mean curvature.  These directions differ by 45 ° from the 
usual  directions. 

Let us now study the singular loci we have found in more detail. Accor- 
ding to the previous section, we must  study the model singularities. For  
instance, to s tudy the locus of points where 2 f - - 0  let K be the model singu- 
lari ty given by 

a + c = 0 ,  e + g = =  0. 

It is trival that this model singulari ty has codimension 2. Thus, by Theorem 
1.11, if the immersion is generic then the locus where ~ - - 0  is of dimension 
zero, and consists of isolated points. 

As another  example,  let the model singulari ty be given by ~2 _ K - -  ]Nt .  
This means that the ellipse is a circle so that the configuration depends on 
two parameters  J~2 and 2¥. The map ~ depends on four parameters,  ~2, AT, 
a choice of frame in the tangent space and a choice of frame in the normal 
space. Thus the model singulari ty has dimension four. Consequently,  the 
generic locus is of dimension zero and consists of isolate points. Convenient 
polynomials  may be found if we observe thet the ellipse is a circle if and 

only if the matr ix 

Ii :1 (e-- g) 

is a dilatation. Thus we may write the model singulari ty as 
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(a - -  c)b -~  (e - -  g ) f  =: 0 

( 2 ( a - - c ) ) 2 + ( ~ ( e - - g i ) 2 " - b 2  + f 2. 

This model singulari ty is reducible, namely 

and 

1 (~ _ g ) ,  b- -~  

1 
b ---- - -  2 (e  - -  g l ,  

1 ( a  - ~), 
f = - ~  

1 
f = fi (a  - -  ~). 

Using the previous theorems, it is easy to see that the locus where 
H 2 - -  K -- N -- 0 is generically empty. 

As a further  example, let the model s ingulari ty be tile inflection points, 
namely where 

rank f < 2. 

Polynomials are then 

a f  - -  be - -  O, 

bg - -  cf - O, 

a g  - -  ce - -  O. 

The maximum rank of the Jacobian on this model s ingulari ty is two so 
that the codimension is two. Hence the locus of inflection points consists, 
generically, of isolated points. 

Let us now return to our consideration of the ellipse. We have seen 
that, except at inflection points or points where ~ : 0, there is a field of 
pairs of pairs of lines. Jus t  as before, only being more careful this time, 
we shall see that we may pick out a line element field. Let qt and q2 be 
the two points, in the normal space in which the line through :if meets the 
ellipse. I f  the ellipse is not a segment, i.e. if N ~  0, then q~ ~ q2, Moreover, 
exactly one point, say q~, is far ther  from the origin. Let us now assume a 
~eneric s i tuat ion;  namely, the locus where 2Vz=0 is one dimensional;  the 
locus where ~ : 0 consists of isolated points; and the inflection points are 
also isolated points. Since being an inflection point implies N ~ 0, the isolated 
inflection points lie on the curves N - - 0 .  Let us now pick out a line element 
field as follows. At a point where 2¢> 0 (and :if ~ 0) let us choose the point 
q~ to pick the line, and at a point where h r < 0  (and ~ 0 }  let us choose 
the point q2. Then we have determined a line element field everywhere 
except on the locus N =  0. We may extend the line element field from 
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N >  0 to the curve N---- 0 (minus inflection points and from 2 / <  0 to _N-- 0. 
The extensions must either agree or differ by 90 ° because we have a cross 
field throughout.  However, the choice of ql for /V> 0 and q2 for h r < 0 makes 
them agree. Note that the sign of N gives the sense in which ~ traverses the 
ellipse. When we cress the curve N - - 0  this sense changes, in terchanging 
ql and q2. Thus we have proved the: 

THEOREm[ 1.15. - There  e x i s t s  on M a l ine  e l emen t  f ie ld w i t h  s i n g u l a r i t i e s  

o n l y  at  p o i n t s  w h e r e  ~ - - 0  a n d  a t  i n f l e c t i o n  po in t s .  

We have shown the result  in the generic case but by continuity this is 
enough for the general case. 

Let us show next, as one might guess, that the generic index of the 
1 

singulari t ies of this line element field is :i=2. It is simpler to work with 

the cross field, even though we have seen that  it is composed of two line 
+1 

element fields. If we show the generic index of the cross field is - - 2  then 
certainly the same will be true of the line element field. 

Suppose pc is an isolated singular point of the cross field, i.e. either a 
point where Jt~ = 0 or an inflection point. Let U be a coordinate neighborhood 
containing no other singular  points andlet e~e2 be a field of orthonormal 
tangent  frames in this neighborhood. Let 0 be the argument  of the cross 
field; 0 is defined modulo 90% (Actually since the cross field is composed of 
two line element fields, we know that  0 could be defined modulo 180 °, but 
no matter). From our definition of the cross field we know that 0 satisfies 

/~ ~ ( 0 ) -  0. This gives the expression 

(ag - -  ce) cos 20 -- ( a f  - -  be - -  (bg - -  ef)) sin 20 -- 0, 

and is well defined modulo 90 ° unless 

a g - - c e  = O 

a f  - be - -  bg - -  cf.  

These conditions are equivalent to 

a + e = O  a g - - e e = O  

e + g = O  or a f - - b e = O  

bg - -  c f  = O, 

and hence it is the model s ingulari ty of points where either ~ - - 0  or 
points that are inflectional. They are generically isolated. To be specific, 



JOHN A, LITTLE: On singularities o] submanifotds,  etc. 287 

we assume the manifold  is generic  with respect  to the model  s ingular i ty  
def ined by 

ag  - -  ce := 0 
a) 

a f - -  be - -  bg - -  cf. 

Thus  points  where ~ - - 0  and inflect ion point  are dist inct  isolated points. 
Notice also that  a f - - b e ,  a g - - c e  and b g - - c f  are coefficients of the form 
S(~c, y) and so are def ined on F~. In  fact, it is not diff icult  to check, by 
dif ferent ia t ing $(eos 0, sin 0) with respect  to 0~ that  the cross field is given 
by the eigenvectors  of the quadrat ic  form S. Now let us regard a f - - b e ,  

ag  ~ ce, bg --  e f  as defined on U via the field of frames e~e2 we have chosen. 
Let  ¢~: U - - > R  2 be def ined as follows: 

- -  (ag - -  ce, a f  - b e  - -  (bg  - -  o f ) ) .  

Because X:  M - - > E  4 is generic with respect  to the model s ingular i ty  given 
by 3}, the map  ¢~ is regular  at every point which maps to (0, 0), namely at 
po. Here  we used L e m m a  1.12. We are near ly  ready to apply L e m m a  1.8; 
i.e. if we can show that  

n . a r g ~ = 0  modulo 90 ° 

then  the index will be :!: n. But  

tan 20 - -  ag  - -  ce --  tan arg ~. 
a f - -  be ~ (bg - -  cf)  

Therefore  arg ¢p--20 modulo 90 ° so that  we have shown: 

ThEOrEM 1.16. - The  gener i c  inde~c o f  the s i n g u l a r i t i e s  o f  the l ine  e l e m e n t  
f ield descr ibed  i n  T h e o r e m  1.15 is  ~-~ 1/2. 

We next  turn  to our  other  cross field, the one picked out by the major  
axis of the ellipse, and ask what ' i t s  generic  index may be. Jus t  as before, 
it is s impler  to consider  the 8-cross field picked out by both the major  and 
minor  axis. So suppose po is an isolated s ingular i ty  of this field, and let /J 
be a coordinate neighborhood conta in ing no other singulari t ies.  Let  ele2 be 
a field of frames in this neghborhood,  and let G be the a rgument  of the 
8-cross field, def ined modulo 45 o. F rom our def ini t ion of the S-cross field 
we know that  its a rgument ,  0, must  satisfy d(I ~(~) -- ~ i2)/dO --  0. This  says 
that  the major  and minor  axes are extremes of l ~ 0 ) - - ~ l .  Using the fact 
that  d(t ~(0) -- ~ 12)~dO - -  2d(~(0) - - ~ ) / d o .  (~(0) - - ~ ) ,  we find, upon simplifying,  
that  the a rgument  mus t  satisfy 

( b ( a -  0, + f ( e -  g ) ) c o s  4 0 -  ((2 (a --o)}2{_j \-:(1 (e - -g ) t  2 - / b  2 -  f2t s i n / 4 0  0. 
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Thus O is well-defined,  modulo 45 °, except  on the model s ingulari ty given 
by ~ 2 _  K ~ t NI which we have studied before. Because  the vectors aez4-ee~, 
be3 Jr-fe~, ce3 "4-ge~ are normal vectors invariant ly defined on F~, we see 
that the functions 

b(a -- c) 4- f(e -- g), 

(~ (a -- c))2 4- (1(e --  g)) 2 -  b2 - 

are defined on F,, and, as before, they may be regarded as defined on U 
via the frames, e~e2. Let  cp: U--> R 2 be defined by 

~p :-(b(a --c)4-  f(e - g), (~ (a --c))2 4- (~ ( e -  g ) ) 2  b 2 - / 2 ) .  

Then because  we are assuming X: M--> E ~ generic with respect  to the model 
singulari ty J { 2 - - K :  IA/I, we see, by Lemma 1.12 that ¢p is regular  at po. 
Also arg ~ - - 4 0  modulo 45°~ and thus by Lemma 1.8 we have shown:  

THEORE~ 1.17. - The generic index of the 4-cross field defined by picking 
+1 

the points on the tangent circle which map into the major a~cis is - -4"  

We now turn out attention to the mean curvature  vector, ~,  as a normal 
vector field. By the discussion in Section 4, we know that the index of the 
vector  field ~ at a point, p~, where ~ - - 0 ,  is equal to 

1 lim f~34 ,  
2/'¢ E-~O 

C i 

where ~)34 is the pull down of ¢03~ via g*  to M and G is a circle about p~ of 
radius ~, small enough to contain no other singularity. We  have also noted 
that if ~ is t ransversal  to the zero section then the singulari t ies are isolated 
and their index is +---I. In order to examine more fully transversali ty to the 
zero section, let U be a neighborhood of p such that the normal bundle over 
U is trivial, and assume C~ is contained in this neighborhood. Thus we may 
regard J~ as giving locally the map 

~: U-->UX R 2. 

It  is t ransversal  to the zero section if and only if 7: o ~ :  U--> R 2 is transver- 
sal to the origin, where ~ is project ion of U X/ /2  onto the second factor. 
Let  e3e~ be normal frames giving the local triviality, i.e. such that n(x, e3)-- 
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1 (a q- c)e3 q- 1 (1, 0) and u(x, e~) -- (0, 1). Then if we write ~ -- ~ ~(e q- g)e~, we see 

that ~ is transversal to the zero section if and only if the Jaeobian 

+ e, e + g) 
v) 

has full rank at p. Hence, by the results of Section 5, we see that X: M.-->E 4 
is generic with respect to the model s ingulari ty a q -c - - -0 ,  e q - g - - 0 ,  if and 
only if J~ is transversal to the zero section. Consequently, the generic index 
of ~ as a normal vector f i e ld  is ~ 1. 

Since the sum of the indices of a normal vector field is the EUr.ER 
characterist ic of the normal bundle, we have the:  

THEORE~ 1.18. - x(N) ---- ~ indices of ~.  I n  par t icu lar  i f  2~ is never zero 
then X(N) ~ O. 

Conversely, any orientable manifold may be imbedded with everywhere 
nonzero ~. Just  imbed in E 3 and use stereographic projection to imbed in 
S 3. Then since it lies in S 3, ~ is never zero. 

We come now to a rather  interesting situation. Points where ~ - - 0  are 
singulari t ies of the normal vector field ~ ,  and also singularit ies of the tan- 
gent line element field discussed in Theorem 1.15. In  the one case the 
generic index is ± 1, and in the other case it is ~ 1/2. Let us ask how 
the signs might be related. As a normal vector field, the sign is determined 
by the sign of the determinant  of the Jaeobinn 

+ e + g) 
v) 

and in the other case by the sign of the determinant  of the Jacobian 

O(ag - -  ce, a f  - be - -  Ibg - -  of)) 
V(u, v) 

Here we have chosen frames in a neighborhood of the singular point p where 
- - 0 ,  and we regard a, b, c, e, f, g as defined on M. Denote the first 

Jacobian above by J and the second by J ' .  Then at p we see that 

Just  differentiate and substitute e ~ -  a, e - - -  g. The determinant  of 
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1 
is equal to - -  ~ N  at p. If J~ = 0 and N----- 0, we have an inflection point. If 

we assume that inflection points and points where ~g vanishes are distinct, 
which is certainly a generic situation~ then we may assume 2V~ 0. Thus 
we have shown 

TttEOREI~I 1.19. - A point  p where ~ - - 0  is a s ingulari ty  of  the normal 
vector field with generic index -+- 1 and of a tangent line element field with 
generic index + 1/2. The signs agree i f  N < 0 and  disagree i f  2~ > O. Generi- 
cally, we +nay assume that ~ = 0 and  N - -  0 do not occur at the same point. 

TttEOREM 1.20. - Let X : M---> E ~ be an immersion of a compact orientable 
surface in E% Suppose that 2(, the curvature of  the connection im the normal 
bundle, is everywhere positive {negative). Then X is an inflection free immersion 

and furthermore x(N) = - -  2x(M) (x(N) = 2x(M)}. 

PROOF. - A point where N >  0 is certainly not an inflection point. Let 
us suppose that there are only a finite number  of points where ~E vanishes. 
This is the generic situation. Let  p be such a point. Let Ind~ IP) be the 
index where p is regarded as a singular point of the normal vector field, and 
let Ind2 (p) be the index when p is regarded as a s ingular  point of the tangent 
line element field. Since N >  0 we see by the previous theorem that 
Indl ( p ) - - -  2 Ind2 (p). Here  again the previous theorem requires  a generic 
situation. But  X{N} = E Ind~ (p). Also, since X is inflection free, the only 
singularit ies of the tangent line element field are at points where ~ = 0. 
Thus by Proposi t ion 1.7 X ( M ) =  E Ind,(p). The result  now follows in the 
generic case. I tence  by continuity it is true in general.  The case when 
N < 0 is similar. 

We  state the following theorem for its general interest.  Let  X:  M-->E 4 
be an immersion of a compact  oriented surface. The tangential  degree is 
the degree of the map e~: F~---> S ~ given by translating unit  tangent vectors  

to the origin. 

THEORE~i i.21. - The tangential degree is equal to the Euler characteristic 
of the normal  bundle. It  is also equal to twice the algebraic number of  double 

points. 

If the map X has only t ransversal  double points and no triple points 
then the algebraic number  of double points is jus t  the double points counted 
with sign determined by their intersection numbers.  With  a suitable inter- 
section theory, in order to be able to define the algebraic number  of double 
points, the theorem is true for an arbi t rary immersion X. W E I ~ ] ~ ¥  [15] has 
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made some of the original investigations concerning the algebraic number  
of double points. For generalizations of this theorem and fur ther  references  
consult  LAS~O:~ and SMAIJE [i1] and WMI~E [16]. 

We see using Theorem 1.2t that Theorem 1.20 may be rephrased to state 
that if N < 0 everywhere  on a surface M in E 4 then x(M) is equal to the 
algebraic number  of double points and if N >  0 everywhere then x(M) is 
minus the algebraic number  of double points. 

COnOL~,A1~Y 1.22. - Every immersion of the torus or the sphere must 
have a point where N = O. 

i f  P ~ o o L  - Since X ( N ) = ~  NdA, we see that if N >  0 (or N < 0 }  every- 

where then X ( N ) > 0  (or X(N}<0). By Theorem 1.20, if N > 0  (or _N<0) 
everywhere then x ( M ) <  0. Consequently, we obtain a contradiction if M is 
a torus or a sphere. 

In  the light of Theorem 1.20 it would be interest ing to know of examples 
of immersions with everywhere positive N. We have not found any yet. 

A sphere immersed in E ~ must have generically 4 umbilics [8]. The 
Caratheodory conjecture,  which is only known in the case of real analytic 
surfaces, states that even in the non-gener ic  case the surface must have 2 
umbilics. Our computations of the generic indices give the generic number  
of s ingalar  points. Namely~ a sphere immersed in E ~ must have generically 
8 points where the e!lipse is a circle and 4 points which are ei ther inflection 
points or points where ~ = 0 .  One could then pose the Caratheodory type 
of question and ask how many singular  points there must  be even in the 
nongeneric  case. 

CHAt)TER II. 

G e n e r a l  P o s i t i o n .  

This chapter  is concerned with general  position or t ransversal i ty argu- 
ments. 3[otivation and a prel iminary discussion has been provided in Section 
5 of the preceding chapter.  Our t reatment  will, however, be more general  
than the discussion in Section 5. In part icular  we shall consider manifolds 
of arbi t rary dimension and singularit ies of arbi t rary order. We wish to ackno- 
wledge a heavy debt to FEI.D~A.~ ~ [6, 7] throughout  this entire chapter.  Also 
we again assume, unless it is otherwise explicitl3- stated to the contrary, that 
all maps and manifolds are C a. 



292 JOHN A. LITTLE: On singularities of submaniJolds, etc. 

1 .  - I n t r o d u c t i o n  and review of  Feldman's  results .  

The abstract  pth  order  tangent  bundle,  TpM ~, of a different iable  
fold M ~ is a vector  bundle over M with fibre dimension 

mani- 

v(n, p ) =  .v . . 

If x~, ..., x, are local coordinates on M then 

~/~x~l~, ..., ~/~x.I~, 3~/~x.~lq, ~/~x~?x~lq, ... ~:~-x ~ 
, , /~  ,t~, . . . ,  ~ l ~ x f l q ,  ".., ~ l~x~l ,~  

form a basis for the fibre over q. If u~, ..., u~ is a second coordinate system 
in a neighborhood of q then the coordinate  t ransformat ions  of the bundle  are  

given by 

~/~u, = Z ~x/~u~/'3x~, 
] 

4) 

k fl k 

and so on, der iving the t ransformat ion law by successive differentiat ion.  The 
s t ruc tura l  group of TpM ~ is the group of l inear  t ransformat ions  in the fibre 
induced by all possible coordinate  changes on the base. This group we call 
J~(n). I t  is the group of invert ible p je t s  from R ~ to R" with source and tar- 
get the origin. This construct ion is functorial ,  namely if 

f : M ~ N  

is a map between manifolds, then there  exists an induced map, Tgf) ,  
that the diagram 

T / f ) :  T~M ~ TpN 

f : M  ~ N 

such 

commutes.  Also the following sequence of vector  bundles in exact  and natural .  

0 - ~  T~_~M--~ Tp.M--~ O~T~M - -  O. 

Suppose that M possesses a symmetr ic  connection,  for instance the LEVI- 
CIVI+A connect ion in case M is a Riemannian  manifold. Then  this connec. 

t ion induces a map 
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which splits the sequence 

0 ---> T~_~M-->T~M---> @T~M-->O. 

By composing the maps D(2)oD(3)o ... oD(~) we get a map 

D e" TpM---> T~M. 

Consider the bundle Horn (TpM, T~N), a vector bundle with base M X N 
and fibre the l inear t ransformations from TpMq to T~Nr where (q, r ) e M X N .  
Given a map [:M-->N, the induced map DpTp(f):TpM-->T1N is a vector bun- 
dle homomorphism covering f. Let  f-~ Horn (TpM, T~N) be the bull .back bun- 
dle induced by the map id X f :  M-->M X N. It satisfies the commutat ive 
diagram 

f- l  Hom (T~M, T~N)---> Hom (T~M, T1N) 
$ $ 

M ~d×f ~. M X N. 

The fact that DpTF(f) is a vector  bundle  homomorphism shows that f indu- 
ces a cross-sect ion of f-~ Horn (TpM, T~N). This cross-sect ion composed with 

the map into Hom(TpM~ T~N) we call f. 

f :M--->Hom (T~M, T~N). 

Assume f :  M---> E k. We  note that the image of TpM under  DpTJf)is the 
pth order osculat ing bundle and the image of each fibre is the plh order 
osculating space. (For a map f :  M--> N we take this as the definition of the 
osculating bundle). The pth order osculat ing space at q is defined to be the 
span of the (p--1)-s t  order osculat ing space at q together with all the pth 
derivat ives at q of curves through q. 

Since ~pM is a bundle with group Jp and T1N k may be taken as a bun- 
dle with group O(k) we see that ttom(TpM, T~N) is a bundle  with group 
JP X O(k). Let the fibre, Horn (TpM, TiN)(q,r), be called F. F is a vector space 
of dimension v(n, p) .k  on which the group Jp X O(k) acts. Suppose that K is 
a subvariety of F invariant  under Jp X O(k). Such a subvariety is called 
model singularity. By picking out this same subvariety in each fibre we have 
a bundle K(M X N) over M X N with fibre K. 

W e  define a point q e M  to be a K singular point of f i r  ]~(ff) meets 

K(M X N). A point q is called K jet transversal if f is t ransversal  to 
K(M >< 2V) at q. (Feldman~s terminology is <<K generic~). If  every point is 
K je t  t ransversal  we say that the map [ is K let transversal. 

The following lemma will be of use; its proof is trivial. 
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LEM~A 2 . 1 . -  Let K be a submanifold of F and G a manifold. Let 
=:F X G-->F be the projectiol, and let f:U--->F X G be a map of manifolds. 
Then r:of(U) is transversal to K if and only i f  f(U) is transversal to K X G. 

Now let q be a K singular point of f. Since being a singular point is 
only local we may choose a neighborhood U of q such that there is a neigh. 
borhood V of f(q) such that U X V trivializes the bundle Hom(TpM, T~N) 
Then over U X  V the bundle has the form U X  V X F .  F the fibre. If  we 
let r:: ~ X V X F--> F be the projection we see  by Lemma 2.1 that q is a K 
je t  t ransversal  singular point if and only if ~{ is transversal  to K at q. 

Something should be said about what it means for u f  to be transversal  
if r~fiq) is a s ingular  point of the algebraic variety. Let  us, however, give 
only a few vague comments  and reference FELDMA~ [7, pp. 194] for a discus- 
sion and fur ther  references.  Transversal i ty  at a singular point of an alge- 
braic variety is defined by choosing in some way (for example, as was 
described in Chapter I, Section 5) a finite collection of submanifolds,  and 
then defining ~f-to be transversal  to the variety at the singular point if and 
only if it is t ransversal  to each submanifold. 

A result  found in FELDMAN [7, pp. 185-186] but  not stated as a theorem is: 

TItEOREM 2.2. - I f  f is K jet transversal then the locus of K singular 
points has codimension in M equal to the codimension of K in F~ where tT 
is the fibre of Hom(TpM, T~N). 

We next  review some topological notions. Let  C°(M, N) be the continuous 
functions from M to 5 / w i t h  a topology to be described below. Here  we still 
assume that M and N are C ~ manifolds. Choose a metric D on N. For  each 
continuous povitive real valued function, ~, on M, let N~(f) ~ i g] D(g(x), f(~c)) ~ 
< 8(x)t. The topology is defined to be that given by taking the N~(f) as basis. 
It is independent  of the choice of metric D on N, compatible of course with 
the manifold topology. In contrast  with the topology of uniform convergence 
on compact  sets, or, if you prefer, the compact  open topology, we might call 
this the fine topology of C°(M, N). It is equal  to the compact  open topology 
if and only if M is compact. 

We  remark  that f~-->f in this topology means that the sets U~={x]f/~)@ 
:# f(x)l, from some i on, are all contained in some compact  set and that the 
convergence is uniform on this set. 

For  each f+ C+(M, IV) we have the map T/f)'TpM--> TpN. The fact that 
this is a vector bundle homomorphism implies that there is a map 

e~: CP(M, N)--> Co(M, Horn (TpM, TflV)) 

defined by ep(f)(x)~ T / f ) , .  ep is clearly one to one. On C°(M, Hom (TpM, T~N)) 
place the fine topology described above, and let Cp(M, N) have the topology 

induced under the map ep. 
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5Tote that Cp+~(M, N ) c  CP(M, N) and that the inclusions are continuous 
in the above described topologies. This gives an inverse limit system. We 
define the topology on C~(M, iV) to be the inverse limit topology. 

This discussion o~ function space topologies is taken, with minor changes 
from the appendix in FELD)/IA:N [~, pp. 220-223]. We are now in a position 
to state the following theorem due to FELDMAN [7, Prop. 3 2, p. 194]. 

THEOREM 2.3. - The set of functions in C~(M, N) which is K jet tran- 
sversal is dense in C~(M, N). K is, of course, a model singularity• 

2. - The group Je. 

Suppose that x~ . . . .  , x~ are coordinates in a neighborhood of 
q ~ M .  These coordinates give rise to a basis for the fibre of TpM, 

a point 

a /axe ,  . . . ,  ap/ax~ , 

where we order the basis by taking the first derivatives, the second deriva. 
fives, and so on, and among the derivatives of a given order we order them 
lexieographically.  Let us write 

I 

Zl ~ l  X~----- • . .  = 

- > / a * ¢ -  

and call the basis X1, ..., Xp. Then an element L e J p  may be written as a 
matr ix  which we also call L. The matr ix  L may be broken into blocks (l~]), 
where Lj are defined by 

L(X~) = Z l l jX j .  
] 

Because L ~ J p  we know that L(X~)will also form a basis, in fact, a basis 
induced from coordinates, say ul ,  ..., u~. The blocks l~] may be found from 
equations 4) and the successive equations generated by application of the 
chain rule. From this it is obvious that lit = 0  for i < j .  Now, of course, 
XI, ..., Xr, r ~ p  is a basis for TTM, which may be regarded as a subspace 
of TvM. That l~j = 0 for i < j  reflects tile fact that each TrM is an invariant  
subspace of TpM under the action of JP. Another fact, readily seen by in- 
duction, is that ITx =(3rX/ 3Uq ... ~U~T). Not quite so obvious is the fact that 
if 12~, ..., L-n are all zero at the point then L2, ..., l~_~ are also all zero• 
To see this note that we may express the entries of L~ as a polynomial in the 
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partial  derivatives~ 3x~/~q... 3u~, of orders upto and including r, i.e. in the 

entries of l~ ,  l:~, ..., l,~. These polynomials have integer coefficients. They, 
of course, depend on which entry is chosen but  on nothing else. The may 
be found by an inspection of equations 4) and the equat ions generated from 
them by successive differentiation. Let  a polynomial  for some entry of l,~ be 

~(~x~/~u~ , Ux~,/~u~u~ , ..., ~'x~/~u~ ... ~u~) . 

It may be shown by induct ion that these polynomials are homogeneous of 
degree s and of weight r. That is 

~(t3xd~u~, ..., t~x~/3u~ ... ~u, ) ~- t~(~x~/~u~, . . . ,  ~x~/~u~ ... ~u~ r) 

and 
~(t~x~/~u~, t~x~ /~u@u~,  ..., t~x~/~u~ ... ~u~)-~ 

= tr~(~g~u~, . . . ,  ~rx~/~u~ ... ~u~). 

Now if 12~, ..., l~_~ are all equal  to zero then the partial derivatives from 
the second througtl the ( r - - 1 ) - s t  order are all zero at the point. Thus  the 

entry of L, has the form 

~(~xd$u~, O, ..., O, ~ ~ x~/~u~ ... ~u~), 

but  since it is homogeneous of degree s and of weight r it must  be zero. 
The matrix l~ may be regarded as a l inear t ransformation of T~Mq via 

the basis X1, namely the restr ict ion of L to T~Mq. Let l ~ 11 be the induced 

l inear t ransformation of the / - fold symmetric product  of T~Mq. 

l~" O~T~M --> O'T~Mq. 

Via the basis 3/3xjlo ... o~/3xj~, j~ ~ . . .  ~ j ~ ,  ordered lexicographically,  on O~TIMq, 

the l inear t ransformation l~1 is given by a matr ix which is equal to l~. This 

shows that 1~t = identity implies that l~s---~ identity, and that if l~ is nonsin- 
gular  then l~ is nonsingular  for 1 ~ i ~ p .  

3. - A - s p e c i a l  c h o i c e  o f  bas i s  f o r  F .  

Recall  that each point A of F is a l inear  t ransformation from TpMq to 
TINt, (q, r) e M X N. We ask if we may choose a basis for TpMq and for T~2Vr 
so that the matrix for A relative to these bases  has an especial ly simple 
form. Let  us choose an orthonormal basis el, ...~ ek on T1Nr in such a way 
that el, . . ,  e, i is a basis for A(T~Mq) for each l ~ i ~ s ,  where s ~ p  and 
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n~ = dim A(TJVIq). e,,+~, ..., ek jus t  complete e~, ..., e~, to a basis for T~SL. We 

parti t ion the basis into El, ..., E=+~ where E1-----(e~, ..., e~), E~-~ (e,i_~ , ..., e@ 

i = 2 ,  ..., s and E,+~ ---- (%+1, ..., ek) and refer to the basis as El ,  ..., B,+~. 

A choice of coordinates ~c~, ..., x~ in a neighborhood of q e M  induces a ba- 
sis X~, ..., _X~ for TeM q. In terms of these bases we may split the matr ix  
for A into blocks 

,+1 
A(X~) = Z A~jE]. 

]=1 

We have now established the notation for 

T]~EOaEM 2.4. - For any  element A ~ F such that A restricted to T1Mq is 
1 -  1 and  also for any  orthonormal f rame EI,  ..., E,+~ on T~L~ such that 
El ,  ..., E~ spans  A(T~Mq) i = 1, ..., s it is possible to choose a basis for TpMq 
which is induced from coordinates in a neighborhood of  q and  such that the 
matr ix  for A relative to this pa i r  of bases takes the form 

-Ie 0 0 

0 A22 0 

! 
As+l ~+i 

Ap~ Ap ,+1 

Furthermore, the basis for TpMq is unique. 

PROO:~. - The fact that l)Mq is spanned by X1, ..., X] and A(TjMq) by 
El, ..., E], j = l  . . . .  , s shows that A~]=O for i < j .  Because A restricted to 
T1M~ is 1 - - 1 ,  n = n l  and the block An is an invertible n X n  matrix. We 
choose any coordinates on M and then make successive coordinate changes 
unti l  the desired coordinates have been found+ Let us, therefore, examine 
what happens to the matr ix for A when the coordinates are changed. Suppose 
X~, ..., X e and El, ..., Es+l are << old >> bases for T~3I~ and 7'~N~ respectively. 
Let L be a l inear t ransformation of TpMq induced by a coordinate change 
on M. Then, relative to the old bases, A and L are given by matrices we 
call by te same name. We ask what is the matr ix for A in the bases L(X1), . . .  
..., L(Xp), EL, ..., Es+I. I t  is jus t  LA.  

AnnaIi di Matematica 38 
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I~otice that in this new basis A~j = 0  for i < j  for exactly the same 
reason. In block form LA looks like 

- 111 0 0 

121 /22 

. 0 

! 11 0 0 - 

• 5 
A ~+I i A~+l ~+l 

_ A p 1  Ap~+l 

Since A~I is invertible (A restricted to T~Mq is 1-1) we may choose l:~ ~ A~ 1. 

Then in the new matr ix for A the AI~ block will be the identity. Under a 
fnrther  change of coordinates since we wish to retain An-----identity it is easy 
to see that it is necessary that  the block I~1 of the new matr ix  L be the iden- 
tity. This implies also that 122, ..., lpp are all the identity. Under a basis 
change such that l ~ - i d e n t i t y ,  the A2~ block becomes 12~ + A2I. Also we may 
choose 121 freely. I t  is the matrix of second part ial  derivatives and at a point 
is independent  of the first partials Thus let us choose 121~--A21.  (They 
are the same dimension). In the new coordinates the matr ix for A has A ~  

identity and A2~ = 0. 
Suppose now that we have, by successive coordinate changes, achieved 

An = identity, A2~ = 0, ..., A]_~ ~---0. In order to retain this much, it is not 
diff icult  to see that it is necessary that l~ = indentity, 12~.=0, ..., l i _ ~ = O .  
1%om our earlier remarks on L in Section 2 we note that if 12~, ..., lj_~ are 
all zero then l~  are zero for 1 < ~ ~ ~ ~ j .  Thus in block form the matr ix  

LA looks like 

' -  I d  0 0 - 

0 

il  0 0 Id  + jId 

0 

_ lp1 lpp_t Id  
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- I d  0 0 - 

0 A22 

b 
A j: A~+: ~+1 

i-ApI t!p2 Ap~+: -~ 

W e  see that under  such an L the block All becomes 1]: + All. Again we arc 
free to choose lj: ~ -  Aj: so that we have now achieved, after this coordinate 
change, As: ~ 0 .  Also in order to retain this much under  the next  coordinate 
change, it is easy to check that we must  have l::----identity, 121, ..., l p ~ 0  
Consequently continuing in this fashion the theorem is established. 

Note that if we change not only the basis X: ,  ..., Xp by L but  also the 
basis E:,  ..., E~+: by an orthogonal t ransformation 0 of T:LZ~ the new matr ix  
for A in terms of L(X1), ..., L(Xp) and O(E:), ..., O(E~+:) is 

LA'O, 

where L, A and 0 are matrices for the l inear  t ransformations L, A and 0 in 
the old basis. 

4. - The orbi ts  o f  JP X O(k). 

At this point we switch our point of view. We have until  now considered a 
fixed linear t ransformation A and tried to choose bases so that the corresponding 
matrix had a par t icular ly  simple form. We  now fix a pair  of bases X1, ..., X e and 
E:, ..., E~+:, for short (X, E), and consider the l inear t ranformations whose 
matrices relat ive to this fixed choice of bases are par t icular ly  simple. Let 

~== if(n:, ..., ns) be the subset  of F consisting of those l inear transforma- 
tions~ A, such that dimA(T~Mq)~--n~, i----l ,  ..., s. W e  assume that n : : n  
and of course that n~<v(n ,  i), where v(n, i) is the dimension of the fibre of 

T~M n, Let  Z - ~  Z(n:, ..., n~) be the subset  of F consisting of elements A such 
that the block matr ix for A relative to the bases (X, E) is of the form An ~-- 
~---identity, A ~ ] : O  for i < j ,  and A j : ~ 0  ~for j w 2 ,  ..., p. Then the above 
theorem may be restated as follows, 
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COROLLAR:C 2.5. - Every orbit under JF X O(k) of  a point  of _P(n, n2, ..., n~ 
meets Z(n, n2, ..., n~). Conversely i f  an orbit meets Z(n, n2, ..., n~) it must  

lie in F(n, n2, ..., n~). 

T h e  c o n v e r s e  fo l lows b e c a u s e  eve ry  po in t  of F be longs  to /~ for  some  

cho ice  of n~, n2, ..., n,~ a n d  b e c a u s e  the  n u m b e r s  n~, n2, ..., n~ a re  i n v a r i a n t  

u n d e r  the  ac t ion  of JP X O(k). 
Le t  us now show 

TI-IEORE~I 2.6. - I f  a member of JP X O(k) maps an element of  Z again 
into Z it leaves Z setwise fixed. 

P ~ o o F . -  T a k e  A, B E Z  and  s u p p o s e  for  (L, O)eJ~ X O(k) we h a v e  

LA~O-----B, or in b l o c k  f o r m  

...... Id  0 0 

0 0 

o 
lpp 

0 A22 

_ ; Ap2 . 

b I l 

A s.~lsAv1 

Ap ~+t _ 

-011. 01 s-~-I -I 

/ Os-j-11 Os-}-ls~ -1 -I 

I d  0 
0 B22 - 

. 0  

0 

6 

. B ,+I _j 

where  we let  0 = ' 0  [or conven ience .  0 is also o r thogona l .  T h e  top row of 

b locks  of LAO is 

( lnOn, 111012, . . . ,  11101 s+d. 

T h u s  In0n ---- ident i ty ,  and  s ince  In is n o n s i n g u l a r  so is 6~1. Also we see tha t  
ll~O~j = 0, 2 ~ j ~ s - [ - 1  so that ,  s ince  In is nons ingu l a r ,  0~ j~  0. Bu t  s ince  0 
is o r t h o g o n a l  th is  i m p l i e s  tha t  G~, .... , 0s+~ are  also zero.  U s i n g  these  f ac t s  

we see tha t  the lef t  h a n d  c o h m n  of LAO is 



JOHN A. LITTLE: On singularities oJ submaniJoIds, etc. 301 

- In O n -  

12i On 

Therefore we must have ljl 011----0) 2 ~ j ~ _ _ p .  But 0n is nonsingular  so 
that l j~- -0 ,  2 ~ j ~ p .  Hence by the property of L discussed in Section 2 
we also have t i ~ - - 0  for 2 ~ j ~ _ _ i .  

We now show that 0~j -- 0 for i ~ j .  Let us proceed by induction. Suppose 
0~ i = 0 for i or j < t, i :4:j. The matr ix  LAO now looks like 

/_0 

/11 0 

0 

O _ 

0 

0 ~ 

- I d  O 

0 A22 

0 Ap2 

0 

At, 0 

Asq-lsq-1 
Ap,+x 

On 0 . 0 

0 0 0 

• 0 O. 0.+~ 

Consider the t - th row of blocks in LAO. It is 

(0, l,A,2022, ..., l~A,O,, l,A,O,+l , ..., l,A,O~+l). 

Hence we must have l,,A,O, = 0 for t < i  ~ s + 1. But 1,, is nonsinguIar  
since In was nonsingular.  So we must have A~t0a -- 0 for t ~ i ~ s - ~ -  1. Since 
the maximum possible rank of A~ is n ~ -  n~_l and since the matr ix  
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- Id  0 . . . .  0 

0 A22 

0 

0 A~2 A~ 

has rank n~ and is in block t r iangular  form, we must have rank A ~ - - u ; - -  
--n~_~, i - - 2 ~  .... , s. Thus A~ has full  rank. So 0 ~ - - 0  for t < i _ _ ~ s - p  1. 
Because 0 is orthogonal, we must have 0~-----0 for t < i ~ s ~ 2 ,  and so we 
have 0~ i -- 0 for i or j < t + 1, i ~ j .  The induction ends with t - -  s, however, 
this is far enough to show that 0~]--0 if i ~ - j .  Thus we see that L and 0 
are block diagonal matrices and fur thermore that llx0~l --  identity. This demon- 
strates the theorem. 

Since we showed that  0 must be in block diagonal form, all the blocks 
themselves must be orthogonal. Since ln0x~-  identity, the matr ix L is com- 
pletely determined by 0n, namely l~ - -  (0~) ~ and l~] -~ O, i ~ j. In fact the 
action of JP X O(k) is completely described by saying that (O~)~A~]O]] : B~], 

or in terms of 0 

O  A jOj = B j. 

Here 1 <j < i. Thus on Z the action of JP X O(k) reduces to an action of 

O(n) × O(n: - n ) ×  ... × O(ns - m - l ) ×  O(k - n3 

which we, for short, call H(n, n2, ..., n s ) - - H .  Therefore, we may state the 

following 

CORO_~,LAnr 2.9. - The subgroup of  JP X O(k) which leaves Z setwise fixed 

is IL 

Also notice that the elements of J" X O(k) which leave a point of Z 
fixed are a subgroup of H. Therefore, we have another 

COROLLARY 2.8. - At a point of Z the isolropy group with respect to 
JV X O(k) is equal to the isotropy group with respect to H. 

By Corollary 2.5 and Theorem 2.6 we see that if K is an orbit of 
u~tder Jv X O(k) then K (~ Z is an orbit of Z under  H. 
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Also, if K is an invariant  subvariety of /~ then K (5 Z is an invariant  
subvariety of Z under  H. Let  us call the correspondence between invariant  
subvarietes of /7 ~ under  Jp X O(k) and invar iant  subvarieties of Z under  H 
~. 9 is given by ~ ( K ) - - K N Z .  We claim that p is 1---1 and onto as a 
correspondence of invariant  subvarieties. To see that 9 is onto, let K z  be 
an invariant  subvariety of Z under H. Let K be the union of all orbits 
under  Jp X O(k) which pass through K z .  K is the <( closure )) of K z .  This 
idea of closure may be made precise as follows. Let all the invariant  sub. 
varieties of F under  JP X O(k) be closed sets. Then one may check that the 
union of two closed sets is again closed and the intersection of any family 
of closed sets is closed. Thus we have a topology. The closure above is in 
the sense of this topology. ~ is 1 -  1 because the closure of a set is unique. 
We may summarize these facts in: 

PRo~2osI~Io~ 2 9. - The subvarieties of  ;?(n, n:,  ..., n~), invariant  under  
JP X O(k), and the subvarieties of  Z(n, n2, ..., n~), invariant  under H(n, n2, 
..., Us) are in 1 - -  1 correspondence by a correspondence ~ given by ~K ~ K V~ Z. 
Also, i f  K is an orbit of ~ under  3P X O(k) then K N Z is an orbit of  Z 
under H. 

Let us next turn to the infini tesimal version of Theorem 2.6, namely, 
that if an inf ini tesimal  element of JP X O(k) maps a point of Z into an infi- 
ni tesimally nearby point of Z then that  element is already an infinitesimal 
element of H. More precisely, we wish to prove: 

TttEORE~ 2.10. - I f  an inf ini tesimal transformation of  Jp X O(k) ~naps a 
point  of  Z into a tangent vector to Z then the infinitesintal transforn~ation is 
an inf ini t ismal  transformation of H. 

PROOF.- Let d(L, O) be an infinitesimal t ransformation of JP X O(k) 
and let A ~ Z. By definit ion 

d(L, 0)(A) --  lira 1 t-~o t [L(t)A*O(t) - -  A], 

where (L(t), O(t)) is a one-parameter  subgroup of JP X O(k), beginning at the 
identity, i.e. L(0) ~ indetity, 0~0) = identity. 

The theorem and proof are very similar to the macroscopic version and 
may possibly be a consequence of it on general principles. 

We begin the proof with an infini tesimal version of Section 2. 
Consider a one-parameter  subgroup of dp, say L(t). Suppose L(0) : -  identity. 

Write  the infini tesimal t ransformation dL  ~ lira 1 t-,o i ( L ( t ) - l d ' ) ;  in block form 
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- d l l t  0 

dl21 dl22 

_ 

0 

d ~  _~ . 

dl~l is the infini tesimal t ransformation along l~t(t), where we regard ln(t) as 
a one-parameter  subgroup of J1. Also dl ,  is the infinitesimal t ransformation 
along 1,(t) - -  (lll(t)) ~ . 

Hence if we can show that  dl~ is an infinitesimal t ransformation in 
O(n) then d l ,  will be an infinitesimal t ransformation of (O(n))~; in fact, the 
image of the same one parameter  subgroup, only under  a different repre- 
sentation. 

If  dl2, ..., dlp are all zero then also d l ~  --  0 for 1 < ~ ~.. ~ ~ p .  To see 
this, let a be a typical element of la~. 

Then by the discussion in Section 2, a----~(11~ .... l~). By this we mean 
that a is a polynomial in the entries of l~, ..., l~ .  

We know that  ~ is homogeneous of degree ~ and weight a .  
Consequently no term may contain only entries from In. Let  a'  be a 

typical term of 3. Hence a'----br~ where b is an entry of one of 12~, ..., l~ ,  
and ~ is a monomial  in the entries of l~, ..., l~ .  Since L ( 0 ) :  identity, the 
elements of 121, ..., lpl are zero at 0 and thus b(0)--0.  Consequently a '(0)--0.  

Thus it is euough to show that 

lira a' (t) ~+o~--- 0. 

But a ' ( t ) :  b(t)r:(t) and if we linearize we have 

b(t) - -  tdb, 

n(t) - -  K "b t d u  , 

where db, K ,  dr: are jus t  constants. Thus 

lim ~ -- Kdb .  
t~o t 

Since d121, ..., dlpl are all zero and since db is an entry of one of them 
we have d b -  0 which by the above suffices to show that d l ~ - "  O. 

To continue the proof let us suppose that (L(t), O(t)) is a one-parameter  
subgroup of J~ X O(k) beginning at the identi ty so that L(t) is a one-para- 
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meter subgroup of d~ and O(t) is a one-parameter  subgroup of O(k). Let d L  

and d O  be the corresponding infini tesimal transformations,  namely 

d L  - -  lim L ( t ) - -  I d  d O  - -  lira O(t) - -  I d  
t~o t n o  t 

Then one knows because our group acts like 

where 0---tO that 

A ---> L A O ,  

d(L ,  O)(A) - -  d L A  + AdO.  

dO is the infini tesimal t ransformation defined by tO(t), or dO -- - -  dO. Suppose 
d C  is a tangent  vector to Z.  Then the hypothesis is 

d L A  + AdO - -  d C ,  
or in block form: 

- d l : :  0 0 - 

dl2: d122" 

0 

_ dlp1 dlp2 dlpp 

I d  O . . . . .  0 - 

0 A22 0 

,- 0 Ap2 . . . .  Ap,+: _, 

- l d  o o -[ 

0 A~2 0 

-I- A s+l~+: 

_ 0 Ap2 Ap~+~ _ 

dO:l 

dO,+:: ~d~I~-}-!sH-: _, 

u 

-0 0 . . . . . . . . .  O-  
riG2" 

. 0 

dCs~-:~+: 
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dO is skew symmetric  since 0 was orthogonal and since d0~ is a square  
block on the diagonal, dO, is also skew. Very similarly now to the previous 
proof equate the top row of d L A ,  AdO, and dC obtaining 

d l l l +  d~11 --  0 

and d 0 ~ = 0 ,  i = 2 ,  ..., s + l .  
Since dO is skew symmetr ic  this implies that d0~l - -  0, i = 2, ..., s + 1. 
:Next equate the left hand columns of d L A ,  AdO, and dC, obtaining d l ~ = O ,  
i = 2, ..., p. From this we conclude that dl~j = 0 for 2 ~ j  < i ~ p .  :Next, as 
before, proceed by induction, assuming that d0~j " - 0  for i or j <  t, i ~ / .  
Then by a considerat ion of the t '~ row of blocks we see that 

A~dO,~--O for i < t ~ s + l .  

and hence, as before, since A, is full rank, d0~-"  0 for i - - t  ~-1,  ..., s-{-1.  
By the skew symmetry  of dO, d % - - 0  for i : t - { - 1 ,  ..., s ~ l  and thus 
d0~j- -0  for i o r j < t - I - 1 ,  i:4=j. Hence  dL is a block diagonal matrix with 
diagonal blocks (dll~) ~, dO is a block diagonal matr ix  with diagonal blocks 
d0~, all of which are skew symmetric,  and also d l~-~  dO~t--O. From this 
we conclude that d(L, O) is an infinitesimal t ransformation of H. 

Using the fact that K ( ~  Z is an orbit under  H (Proposition 2.9) this 
theorem may be restated as: 

COROLLARY 2.11. - T K  (5 TZ  = T(K N Z) at any  point  o f  K N Z. Here 
T means the tangent space at the point.  

We now ask if the orbit of any point of /~ does not meet Z transversally.  
Both Z and an orbit which meets Z lie in /~'; recall  Corollary 2.5. This 
means that the only possibil i ty of t ransversal i ty  is t ransversal i ty  in F. Ho- 
wever, j e t  t ransversal i ty  requires  t ransversal i ty  in F. ]f  /~ is open in F then, 
of course, t ransversal i ty  in F and /~ are the same. For a choice of n, n2, ..., n~ 
such that P is not open in F there is no possibil i ty of t ransversal i ty  in F 
because  dim /~ < dim F.  

THEOREM 2.12. - I f  n, n2, . . . ,  n, are chosen so that F(n, n2, ..., n,) is 
open in F then any  orbit of  F is transversal to Z(n, n2, ..., n,). 

PROOF. - :Note that if for some i, nj --  v(n, j) then n~ = v(n, i) for 1 < i ~ j ,  
and that if for some j ,  n j = k  then n~-~k  for j ~ i ~ s .  Thus the possible 
choices of n, n2, ..., n, which make /~ open in F are 

for some j ,  1 ~ j ~ s, nj ~ v(n, j) and nj+~ -- k. 

Here  if j - - s  the condition n j + ~ -  k is vacuous.  
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Let K be an orbit of /7'. If K does not meet Z then transversality is 
trivial. So suppose K A  Z ~  O. By Corollary 2.11 it remains only to show 
that 

dim F -  dim K ---- dim Z - -  dim (Z N K). 

:Now dim K N  Z - - d i m H - - d i m  (isotropy group of a point of Z N K 
with respect to H) and dim K -  dim Jp X O ( k ) -  dim (isotropy group at the 
same point with respect to J~ X O(k)). Since these isotropy groups are equal 
they certainly have the same dimension. Thus it is enough to show that 

dim F - -  dim Jv }(Ok) - -  dim Z -{- dim H -- 0. 

Let us use induction to check this. Suppose first that s = p - -  1. 
Then 

dim F - "  n .k ;  

dim J~ X O(k) = n ~ ~ dim O(k) ; 

dim Z -- 0; 

dim H -- dim O(n) ~ dim O(k - -  n); 

and by a simple computation the result is true. 
Now suppose that s - - p .  We raise s and p together, leaving n and k 

fixed. As a preparation for the induction step we write 

dim Z(p) - -  d im Z(p  - - 1 )  --}- ( n ~  p - - l )  P (np --  n); 

d imJp X O(k)--  d i m J  P-1X O(k).-}- ( n . + . p - -  l / n ;  
\ P J 

dim F(p) ~. dim F ( p  - - 1 )  -{- (n + p - -  1)k; 
P 

dim H(p)  --  dim H ( p  ~ 1) -{- dim O(kp - -  np_~) 

q- dim O(k - -  up) - -  dim O(k - -  up). 

Here H(p  --  t) -- H(n,  n2, . . . ,  np_~) and H(p)  - -  H(n, n2, . . . ,  he). 
Similarly for Z(p) and Z ( p -  1). By the induction it is enough to show that 

(n -~-pp - - 1 ) k  _(n- t -Pp  - 1 ) _  (n-t-p--p 1 ) ( n p -  n) 

dim O(np - -  n~_~) ~ dim O(k - -  n~) - -  dim O(k ~ n~_l) --  O. 
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This may be simplified to 

That  is, 

[ ( n + p - - p  1 ) ( n p _ n p _ l ) t ( k _ n p ) = O .  

either (n + p - - 1 )  : np -- np 

o r  n p  - -  ]~ .  

If np_~--k then also np----k so the induction step is valid. ]f n~_z--v(n,p--1) 
the above two conditions beoorne 

np = v(n, p) or n p =  k. 

These are just  the condition that /~ is open in F so that again the in- 
duction step is valid. 

:Now we use induction on p . l e a v i n g  s, k and n fixed. At the first step 
of the induction, s is equal to 19, which is the case we have just  shown. 
We use induction to raise p leaving s fixed. We may write 

dim Z ( p ) - - d i m  Z ( p -  1 ) + ( n  + p - - 1 ) ( k _  n); 
P 

dim+p × O(k) = dim+p-1 × o(k) + ( n+p; -1)n;  

dim H(p) - -  dim H(p -- 1). 

One easily checks that the induction step is satisfied which completes 
the proof. 

From now on we assume n, n2, . . ,  n~ chosen so that 17' is open in F. 

COROLLARY 2.13. - Any  invariant subvariety, K of F under J~ × O(k) 
meets Z(n, n2, ..., n2 transversqlly. The conditions of Theorem 2.12 are assu. 
meal for n, n2, ..., n~. 

PRooF. - If K does meet Z the corol lar]  is trivial. Thus suppose K 
mee t s  Z(n, n2, . . ,  n~). Let q e K N Z  be a regular  point of K. Let L be the 
orbit of q under  Jp X O(k). Then L C -F by Corollary 2.5 and, by Theorem 2.12, 
L meets Z transversally.  But L C K. Consequently, K also meets Z transver- 
sally. If  q is a singular point of K then transversali ty is equivalent  to being 
transversal  to a finite number  of rar i t ies  which are regular  ot q. Thus, by 
the above, the result  is again true. 
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COROLLARY 2.14. - The codimension of K (~ Z in Z is equal to the codi- 
mension of the locus of K singular points for any map f : M---> N Which is K 
jet transversal. K is a subvariety of some F where the conditions of Theorem 
2.12 apply to n, n2, ..., n~. 

P R o o f . -  This is a consequence of FELDM~.X'S result, stated hero as 
Theorem 2.2, and Corollary 2.t3. 

No~E - In the case s ' - - 1  the hypotheses of Theorem 2.12 are satisfied 
whenever f is an immersion. 

In the case s --  1, p --- 2, n ~ 2, k ---- 4 we see that Z consists of matrices 
of the form 

[? 
where A22 is a 3 N 2 matrix.  We will show in Proposition 2.16 that if 
N - ~  E ~ the matr ix  A= is equal to 

where a, b, c, e, f, g are the Coefficients of the second fundamenta l  form as 
described in Chapter I. Thus Corollary 2.14 contains our Theorem 1.11 of 
the first chapter. Bear in mind the correspondence ~ given in Proposition 2.9. 

5. - Consideration of  a map f :  M-.>N; N a manifold with symmett ' ie 
connection. 

The map f induces a map 

DpTp" TpM-.-> TIN 

and also the map 

f :  M- -~Hom (T~M, T~N) 

so that f(q)6 F, where F is the fibre of H e m ( T p M ,  T1N) at (q, f(q)). If  we 

assume f is an immersion then f(q) is 1 - - 1  on T~Mq. Hence we m a y a p p l y  
Theorem 2.4. This says that given any orthonormal basis E l ,  ..., E,+I of 
T~Nf(q) such that El,  ..., E~ spans f(q!(T~Mq) for i - - l ,  ..., s and E,+I com- 
pletes E l ,  .... E~ to art orthonormal basis for T1Nf(q), then there exists a 
unique basis X1, ..., Xp of TpMq induced from coordinates in a neighborhood 
of q such that tbe matr ix for f(q) relative ~o the bases (X, E) has the form 
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prescribed by the theorem. The family of matr ices of this form we call Z. 
(This Z is a family of matrices.  The previous Z is a family of l inear  tran- 
sformations). Because the basis X is unique the matr ix  for fiq) of form Z 
will also be unique. 

For the purpose of s tudying transversal i ty at a point q we may assume 
that M is jus t  a small neighborhood of q and that the bundle Horn (TpM, T~M) 
is trivial over this neighborhood. In  fact, according to Lemma 2.1 we may, 
in order to s tudy  transversal i ty  at (/, replace the map f :  M-->Hom (TpM, T~ M) 
be a map f : M - - > F ,  where /7' is the fibre of Hom(TpM, T~M). We make 
these assumptions for the remainder  of the chapter. 

Let  us suppose that for every point q e M the dim~q)(T~M)--n~ for 
i - "  1, ..., s. Then by the above argument  we have shown. 

PRot 'osI~m~ 2.15. - There exists a map ~ : © --> Z, where © --  ©(n, n2, ..., n~) 
is the osculating frame bundle, such the diagram 

0 ~ Z  

i ~/0 

is commutative in the sense that a fibre of © is mapped, either way, onto an 
orbit of  Z under H.  l he  map ~ is defined by saying that ~(q, E l ,  ..., Es+~) 
is the unique malr ix  picked out by Theorem 2.4. Here (q, E l ,  ..., Es+~)e©. 

By ~ :F . - - )Z  is meant  a map of points of /~ into orbits of Z under  H. 
It is defined by sending a point of ~5 into the intersect ion of Z with the 
orbit, under  JP X O(k), of that point. This map ~ induces a map of orbits of 
F, under  Jp X O(k) which is jus t  the 1 - -  1 correspondence of Proposition 2.9. 

The fact  that the entries of Z are defined on © indicates that we ought 
to be able to express the entries of Z in terms of the differential  forms (o~ 
and ¢o~j by the method of E. CARTA~. (Assume for this discussion that 
N ~ - -  E k, Eucl idean k-space). The map i~ : ©--->Z given by Proposition 2.15 
is def ined as follows. Given a point (q, e~, ..., ek) of ©, pick nice coordinates 
ul ,  ..., u~ by Theorem 2.4 and define ~(q, el ,  ..., e~) to be the matr ix  for 
DpTp(f)q in terms of the bases X1, ..., Xe,  induced from u l ,  ..., u~, and 
e~, . . ,  ek. Let the matr ix  ~(q, el, ..., ek) be called A. A. has the block form 
described in Proposition 2.4. We now show: 

PnoPosITIo~ 2.16. - The block A22 of  A has coefficients which are nothing 

but the coefficients of  the second fundamental  form. 

Recall that the second fundamenta l  form is 
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k 

Z (d~f. e~)e~. 
i = n - ~ l  

Sine  d f . e ~ - - O  for  i > n  we see that  ~os=0  for  i > n ;  also, s ince 

de~.ej----O for  l ~ i ~ n  and ~ > n 2 ,  we see tha t  ~ j - - 0  for  i ~ n , j > n ~ .  
Now d2f . e~ = --  dr .  de~ , so 

k n 

] = 1  j = l  

T h u s  we m a y  wr i te  the second  f u n d a m e n t a l  fo rm as 

n 2 n 

Z ~ °~qo~ie~. 
i----.n+l 1=1 

H e r e  i is s u m m e d  on ly  to n2 b ecau se  o~ i - -  0 for  i > n2,  j ~ n. S ince  
~j = 0 for  j = n + 1, . . . ,  n2 we have  d~j - -  Z ~oj~/~ ~ - -  0 and thus,  s ince  
o~,  . . . ,  o)~ a re  i n d e p e n d e n t  fo rms  on M ,  we have,  by a l e m m a  of CAt~A~, 

n 

t% "-- ~ a(ko)k. 

The  second f u n d a m e n t a l  for  m ay  t h en  be wr i t t en  

W e  wish to show 

n2 n 

i = n - ~ l  j ,  k = l  

A =  = 

Now d f =  E ~f/$u~du~ where  Ux, . . . ,  un are  coo rd ina t e s  which  are  n ice  
at q. Le t  us wri te  ~ f / ~ u ~ - - Z  f~jej. T h u s  

d r =  Z f, ieflu~ • 
~, ] ~ 1  

At q Vf/~u~--e, and the m a t r i x  fq is the ident i ty .  Also du~ = ¢o~ at q. 
D i f f e r e n t i a t i n g  the  above we have  

bu t  

rt n 

d2f -- Z d f q e f l u ~  Z fqdeidu~ 
~, j~l ~, j~l 

~2 

d e - -  Z ~°ikek 
k.~-- I 

BO 
n n 

d2f - Z (df~k-~ ~E fqCO~k)ekdu~ 
i ,  k=:l j = l  

n 2 n 

"4" F-, Z f~it%ekdu~. 
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At q, since d 2 f  has no components in the tangent  direction because of the 
special properties of the coordifiates u~,  . . . ,  u .  at q,  we must  have 

and 

Since 

dfik - -  - -  ¢0~ i, k - -  1, . . . ,  n 

d 2 f  - -  Z E (°qt°ie~ " 
i=n-~ l j=l 

LO/j= ~ a~j(Ok 

everywhere and in part icular  at q, we have 

n~ n 

d~f= E Z a;~ i~o~e~. 
i.----.nJF1 i, k = l  

But at q ml--du~ so  

This shows that 

d~f __~ 
n~ n~ 

Z Z ~ f l u i d u ~ e ~  at q. 
~=u-]-I j, k=l 

~ f  ~uj ~ u ~ -  (aj~, . . . ,  a}~) at q, 

which establishes the result. 
One may also describe the entries of the higher order blocks of A in 

terms of the forms o)~ and ¢olj. The calculations are not very inspiring even 
for the thlird order case however, for curves in E 3 the calculations are not 

so uninteresting.  
I f  ele2e3 are the Frenet  frames, s the arc length and t a coordinate 

which is good at q then for the curve X(t )  we have at q: 

d X  
- -  e l ~  

dt  

d~X 
d t  ~ - -  ze2, 

d ~ X  d z  
dt 3 - -  d s  e2 -~ z~e3, 

where z and • are the curvature  and torsion. 

6. - In this section we prove that jet  t ransversal i ty implies geometric 
transversali ty.  The following rather  technical  lemma will be useful. 
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LE~,IMA 2.17. - Let  I f  be the u n i t  cube a n d  i I '~}, m < f ,  the paral le l  

l inear  spaces g iven  by ~+~ - -  const . ,  ..., x f  --  const. 

I f  a m a n i f o l d  Z meets each I "~ t ransversal ly  then we m a y  choose coordi- 

nates  in  some neighborhoo(l of  a po in t  q e Z so that each 1 "~ remains  para l l e l  
l inear a n d  in  add i t ion  Z is l inear. 

PROOf. - T~ke coordinates about q so that Z is a l inear space, say 
y l , . . . ,  yr. Z i s  given by z~+l-- - - y f = 0 ,  where r - - d i m  Z. We will show 
that  in some neighborhood of q, x~, ..., x~, y~+~, ..., ?If, x~+~, ..., x f  are a 
system of coordinates, where l - - d i m Z  ~ 1 '~. They will then obviously do 
the job. Note that by transversati ty,  m + r -- 1 + f and 3/3x~, ..., $/x~ are 
tangent to each Z n I =. We may, by an affine change of coordinates which 
preserves parallelism ~nd linearity, assume that a t  q 3/3x~+~, ..., 3/~x,~ are 
tangent to I ~ and normal to Z. To show that x~, ..., x~, y~+~, ..., yf ,  zc~+~, ..., 

..., xf are a coordinate system we compute their  Jacobian with respect to 
~C~, ..., Xf. This will be nonsingalar  if 

- 3y~+1 

~xt-1 

3zr+~ 3yf 
I_ 3x~ ?x,. 

is nonsingular.  Note that since m + r = 1 + f, 
Now 

3yl+l 

3y s - 
3Xt+l 

the above matrix is square. 

--Oxz+~ ~-y~ + "'" + ~xt+l ~y~ c~x~+~ ~y~+~ "'" ~x~+~ ~yf 

3y~ 3 ~y~ 3 3yr+l 3 2yf 3 
~x,: - -  ~x,~ Oyl + "'" + 3x~ ~y~ -~ 3x~ 3y~+~ + "" + 3x.~ 3 y /  

At q, since $/~xz-1,  ..., ~/3x,,, are normal to Z a n d  since ~/3Yl ,  ..., 3/$yr are 
vectors tangent to Z, we have 

Oxl+~ - -  3Xl+~ 3yr+----~ "'" --  ~xz+a 3y I 

3 _3Yr+~ 3 3y t 3 
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Since obviously both 3/3x~+~, ..., ~/~x,~ and ~/3y~, ..., O/3y~ are independent  
sets of vectors, the needed Jacobian,  at q, is nonsingular.  Hence  it is non- 
a~ingular in a neighborhood of q, and thus our desired coordinate change is 
valid. 

For  any LIE transformation group G which acts on a space 2' there is 
a map from the L~E algebra of G to the family of continuous vector fields 
on F, given by sending each X ~  LIE algebra of G into the infinitesimal 
transformation, 

[X+f](p) -- lim f(exp i X .  p ) -  f(p). 
t-.>O t 

This is a LIE algebra homomorphism; i.e. IX+, Y + ] -  [X, :Y]+. See for in- 
stance PAI, AIS [11]. Thus  the family of infinitesimal t ransformations form a 
completely integrable system and their integrals, the orbits, are the leaves 
of a differential  system. 

T K ~ o m ~  2.18. - Suppose that M is a submanifold of F, not necessarily 
invariant, which meets an invariant manifold K transversally. Then ~M meets 
~K transversally. 

PROOF. Take q ~ M  N pK. Let L be the orbit under Jp X O(k) through 
q. Then M N L ~ 0 .  So take r ~ M f )  L. Since r, q E L  there is an element 
of the group Jp X O{k), say ~, which sends r to q. a is a diffeomorphism 
from a neighborhood of r to a neighborhood of q. Therefore M is t ransversal  
to K at r if and only if a(M) is transversal  to K at q. So, by replacing M 
by 0~{M} if necessary,  we may assume that q eM.  

Since the orbits are leaves of a differential  system we may, in a neigh- 
borhood of q, choose coordinates so that the orbits are parallel  l inear spaces. 
Since each orbit meets Z transversally,  by Theorem 2.12, we may apply 
Lemma 2.17. Thus  we choose coordinates in a neighborhood of q so that 
the orbits are parallel  and l inear and also Z is linear. We may, by an affine 
transformation, assume that the orbits intersec~ Z orthogonally. Let  ~z be 
the normal project ion onto Z. Then, because r~z is projection along the orbits 
and because ,aK-" K (3 Z, we see that 

~:zK = pK. 

Also because  of the definition of ~M and the nice choice of coordinates we 

have 
TeM -- T~L + TnzM, 

where L is the orbit through q, and where T means the tangent space at q. 
Since M is t ransversal  to K in _~, ~zzM is t ransversal  to uzK in Z. Thus 
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T Z -  TuzM + T~:zK 

but ~:zK-- ~K so 

TZ = TuzM + T~K. 

Also T~L C T~K because L C K. Thus TZ = T~L + Tr:zM + TeK and, because 
T~L + TrczM -- T~M, we see TZ -- T~M q- T~K, which implies that ~M is 
t ransversal  to ~K in Z. 

Let K be a subvariety of /~ invariant  under  Jp and let ~K be the corre- 
sponding subvariety of Z invariant  under  H. A point q e M  is called a K 
geometrically transversal singular point of M if ~(©) meets ~K transversally 
all along the fibre of © over q. 

COROLLARY 2.19. - Let K be a subvariety of F invariant under JP and 
suppose fi" is open in F. Then i f  q is a K jet transversal singular point it 
is also a ~K geometrically transversal singular point. 

PROOF. - Since q is a je t  t ransversal  singular point f~M) meets K 

transversal ly at q. By Theorem 2.18, since F is open in F, ~f~(M) meets ~K 

transversal ly at ~fiq)-But  ~ (fibre over q ) - - p ~ q )  and ~t(O)= ~f'(M). t t ence  
~t(©) meets ~K transversal ly all along the fibre over q. 

Consider the case p = 2, s - - 1 ,  (the f rame bundle F of Chapter I is 
now ©). Assume that N k -  E k. By Corollary 2.16 Z may be taken to be the 
space of second fundamenta l  forms at a point, i.e. Z--t(~a~jn+~x~x/, ..., 
V~avkx~ri) t. In  this case H - - O ( n ) X  O(k--n)  and its action on Z is induced 
from rotations in the tangent and normal  space. The map ~: ©.-->Z is jus t  
the second fundamenta l  form, i.e., ~(xe~... e~) is the second fundamenta l  form 
in the frame e~...ek evaluated at the point x. Let us summarize the results 
of this chapter  in the second order case. 

TItEORE~ 2 . 2 0 .  - Let f: M', -+ E k be an immersion, Let K be any subvariety 
of  Z invariant under H, where Z is the space of  second fundamental  forms. 

The K geometrically transversal functions are dense in C~(M ~, E~). 
If f is K geometrically transversal then the codimension of the locus 

K singular points is equal to the codimension of  K in Z. 
of 

PROOF. - Since s - -  1 J~ is open in /~, so, by Corollary 219, jet  t ransver  
sality implies geometric transversali ty.  Thus, by Theorem 2.3, the geometrically 
t ransversal  maps are dense in C~(Mn~ Ek). The second part  is a res ta tement  
of Corollary 2.14 bearing in mind the correspondence ~ given in Proposit ion 
2.9. 



3t6  JOHN A. LITTLE: On singularities o] submani]olds, etc. 

C~APCER III .  

T h e  V e r o n e s e  M a n i f o l d .  

In Chapter I we began by studying the local invariants  of a surface in 
E 4. The invariants  of the second fundamental  form can be very well under- 
stood by means of the curvature  ellipse. (See Figure  1 in Chapter I). Studying 
the invariants is equivalent  to s tudying this configuration. It  is therefore 
quite natural  to try and extend these ideas to higher dimensions. Are the 
second order invariants  the invariants  associated to some conf igurat ion? If 
so, can we use this configuration to choose either tangent or normal frames 
as was done for surfaces in E47 I t  is with these questions that this chapter  
is concerned. 

We  shall indeed find a configuration. In  the case n - - 3  it is very well 
known in classical algebraic geometry as the VERONESE surface. Our interest  
is in the affine and metrical  propert ies  of the YER01qESE surface, so that 
our t reatment  must be independent  of that of classical algebraic geometry. 
We  are also able to pick out ~ in general)) principle axes in the tangent 
space. This construct ion was inspired by the classical treatment.  Thus although 
we do not use algebraic geometric  proofs, we do wish to acknowledge the 
large inspirat ional  debt. We refer  to BAKER [1] and SEMELE and RO~H [14] 
for the very rich l i terature  on the VERONESE surface. 

Our discussion admits a purely algebraic treatment.  The motivation is, 
of course, the study of the second fundamental  form. We  postpone, however, 
a differential  geometric interpretat ion until the concluding chapter.  

DEFIN~IO~ 3.1. - Let  

X :  S'-~--> E N 

be the map given by 

x( l, . . ,  . . . ,  

1 2 +  -{-x 2 : 1, and (a~), ..., ( aN)a r e  N symmetric  where  57 : -  ~ n(n ~- 1), x 1 ... 

matrices. The indices i and j run from 1 to n. Let  a~j : (a~), ..., a~ ~) so that 
we may write 

X(x~, .. . ,  x,~) = Z a ~ j ~ j .  

If the 2-V vectors al l , ' a2z ,  ..., a , . ,  a~2, ..., a ._ l .  are independent  we call the 
image of S "-1 a VERO~ESE n - - i  manifold. 
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~ o ~ ,  3.2. - Since (x~, ..., x.) and (- -  x l ,  ..., 
same point, X gives a map 

X : P"-~ --> E N, 

- - x . )  are mapped to the 

of the real project ive n - - 1  plane. 

PaOPOSI~ION 3.3. - All Veronese n -  1 manifolds are affinely equivalent 
in E N. 

PROOF. - Let A : E N - > E  A~ be the affine (actually, linear) transformation 
defined by sending 

an---->el ,  ...~ an .  ---> e .  , a l2  - ~  en.k-1 , . . . ,  a , _ l ,  ---> eN , 

where e~, ..., e~v are the standard basis in E N. Then the image of Ea~jx~x i is 

(x~, x ~ 2x~a:~, 2~o ~x). 

Since all YEIIO:NESE n -  1 manifolds are affinely equivalent  to this par t icular  
manifold, they are all equivalent  to one another. 

Thus to demonstrate  that the VERO~ESE n - - 1  manifolds have some 
affine property it is necessary only to show it for some part icular  n - - 1  
manifold. 

PROPOSITION 3.4. - A Veronese n -  1 manifold lies in an I V - - 1  dimen- 
sional linear space. 

P~ooF. - ~ + ... + x= = 1. So 

~ a ~ j ~ ]  = a l l  -~- ta22 - -  an)X22 -4- ... 2ff (ann __ an}g¢2 .~_ 2 ~ a . x . x . .  

Thus it lies in the space spanned by a 2 2 -  an ,  ..., a , , - - a n ~  a12, ..., a._~. 
which is an _IV--1 dimensional space. 

Let  us, from here on in, require  only that a22-  a~, ..., a = - - a ~ ,  a~, ..., a._~ 
be independent.  Note, under  this assumption, that if an  ~ . . . - { - a~ . - -0  then 
any n -  1 among a n ,  ..., a.~n are independent.  

THEOREY~ 3.5. - The Veronese manifold 

, 2 x ~ V 2 x l x ~ ,  V 2 x n  1~o~, X ( x l  . . . .  , x )  = ('x~ , . . . ,  , ,  . . ,  _ 

hereafter called the standard manifold, lies on S N-1. Consequently since it 
lies in a hyperplane it lies in an S N-2 sphere. It also has the property that 
a rotation of S "-1 gives a Euclidean motion of E N. 
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PROOF. - X .  X - -  (x~ -{- ... -{- x~) 2 = 1 p roves  the f i rs t  asser t ion .  

Note  tha t  E~o E' ,  the  s y m m e t r i c  t ensor  p r o d u c t  of E ~ wi th  i tself ,  has  
i nne r  p r o d u c t  

1 
(v o r o ((v, r)Ov, s ) +  (v, r)) 

i nduced  f rom E ~. I f  e~, ..., e: is the s t anda rd  basis  in E" t h e n  e~ e e l ,  ..., 
e:oe~, V2e loe2 ,  ..., V2e~_~oe,  is an  o r t h o n o r m a l  basis  for  E ~ o E  ~. T h u s  the 
m ap  which  sends  the above basis for  E ~ o E  ~ into the s t a n d a rd  basis  e~ ...~ eN 
for  E N gives an i somet ry  be tw e e n  E ~ o E  ~ and /~N. 

Note also tha t  if S "  E ~--> E" is an  i so me t ry  then  S o  S :  E ~o E~-->E ~ o E ~, 
de f i ned  by S o  S(v o w ) - - S ( v ) o  S(w), is also an i somet ry .  T h e  s t a n d a r d  VERO- 
~ESE man i fo ld  in t e rms  of the o r t h o n o r m a l  basis  for  E " o E  ° becomes  X(x~, ..., x~) 
= (xlel + ... + x~e~) o (xlel + , . .  + x~e~) or, if  v = xlel + ... + x~e,, 

X(v )  = v o v. 

Cons ider  now an  isometrsT S : E ~ --> E% T h e n  X(S(v)) - -  Siv) o S(v) = S o S(v o v) -" 
S o  S(X(v)). H e n c e  the fac t  tha t  S o  S is an  i some t ry  gives the resul t .  

COI¢OLLA~Y 3.6. - For the s t a n d a r d  m a n i f o l d  any  po in t  and  tangent  f rame  
m a y  be sent into a n y  other po in t  and  f rame  by a mot ion which  m a p s  the 
Veronese man i fo ld  onto itself.  

T~EORE~ 3 . 7 . -  The Veronese m a n i f o l d  is a n  in f lec t ion- free  imbedd ing  
of  P~-~ in E N-1. 

PRoo~.  - I t  is enough  to show this for  the s t a n d a rd  mani fo ld .  ~ o t e  tha t  
x~xj = y~y], 1 ~ i  ~ ]  ~ n  impl ies  (x~, ..., x,) =: -+" tY~, ..., Y,) which shows 

tha t  the  map  is 1 -  1. 

To c h e e k  tha t  X is an  in f l ec t ion  f ree  imbedding ,  we n e e d  only  c h e c k  

that  the f i rs t  and second de r iva t ives  are  i n d e p e n d e n t  at one point ,  say X(e~). 
Th e  p rev ious  t h e o r e m  then  gives the conclus ion .  Regard  x2, ..., x~ as local  
coord ina te s  at e~ so ~ c ~ / ~ x ~ - - - - x ~ / x ~ ,  i ~  2. T h e  t angen t  space  at X(e~) is 

spanned  by 
@X/~x~(e~), i :> 2, 

which  is equa l  to 2 e~o e~ and  the f irs t  n o r m a l  space  by 

V2X/ x (e ) and  2X/ x  xj(et), 

which  a r e  2 ( e l  o el - -  e~ o e l )  and 2e~ o e i .  S ince  these  vec to r s  a re  all  i n d e p e n d e n t  

we have  the resul t .  
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Since X:S=-~--->E N we may also regard X as mapping a frame in E~ 
into n points in E ~. 

PROPOSITZO~ 3.8. - The image of every frame is a set of  n independent 

1 (a~ + + a~,). points with centroid ~ = n "'" 

Pnooy.  - For the standard manifold X(v) .X(w)  : ( v .w)  2 so that the 
image of a frame is a frame. Thus for an arbi t rary VERO~CESE manifold the 
image of a frame is a set of independent  points. 

Let a~, ..., ~, be a frame in E " where ~ = (:¢~1, ..., a~,). Then 

~,] 

because column vectors of the matr ix  (%) are also orthonormal. Thus 
1 

= -  ( x ( ~ )  + .,. + x(~o~) .  
n 
REMARK 3.9. - The map ~ : O(n) --> @N) given by ~(S) : S o S is a repre- 

sentation of O(n) by elements of 0(N} with representat ion space E~oE ~ or, 
because they are isometric, E N. The standard ¥EtlONESE manifold is an orbit. 

We ask if the representat ion is irreducible and if not what are the 
invariant  subspaces. 

- The line through ~(e~ o e~ -}- ... -}- e, o e=) which is ~. PROPOSITION 3.10. 

for the standard Veronese manifold is left pointwise fixed. ( : ) 1  
1 

-4- ... + S(e~) o S(e~)) : 7n (X(S(el)) -4- ... + X(S(e~))). But since S is orthogonal 

S(e~)... S(e=) is a frame and thus by the previous proposition p(S}(~}--~. 
Thus the line through ~ is left pointwise fixed. 

Therefore, any orthogonal hyperplane to the line is also left fixed, in 
par t icular  the one containing the tip of ~ .  This hyperplane we call £. If  
we restrict ~ to £ with origin now the tip of ~ we obtain a representat ion 
of O(n) by elements of 0 (N- -1 ) .  We ask if this restr icted representat ion is 
irreducible. 

PRO~'OSITIO~ 3.11. - ~ restricted to ~ is irreducible. Hence the only point 
of  ~ left fixed by all elements of p(0(n)) is 2 .  

This proposition is a very well known fact in the theory of group repre- 
sentations, see foristance, BO:BB:SER [2]. 

THEOREM 3.12. - The centroid of  the Veronese manifold is 

1 (all + + aoo). 1I = (~ ... 
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P~oo~. - We may 
x~+~ -- ... ~ x, ---- 0, and 

Let us call X(S  ~-~) 

PROPOS~O~ 3.14. 
Veronese manifold. 

PROOF.- Because the centroid is an affine invariant,  it is enough to 
show that 1/ntel o e~ ~ ... -~ e~ o e,) is the centroid of the s tandard manifold. The 
l inear  space ~ is the hyperplane in which the s tandard manifold lies. The 
motions of E ~v induced by rotations of S ~-~ all leave ~ fixed, by Proposition 
3.10. They are also motions which map the s tandard manifold onto itself. 
Thus the centroid must be a point of ~ left fixed by all motions induced from 
rotations by S ~-~. By the previous proposition such a point must  be ~.  

PRo~2os]~o~ 3,13. - Let S ~-~ be a great i - -  1 dimensional sphere contained 
in  S ~-~, i < n. Then X restricted S ~-~ is a Veronese i -  1 manifold. 

rotate any great S ~-~ sphere into the one given by 
for this one the result  is obvious. 

a sub-VEno~EsE manifold of X(S~-~). 

- ~ is not contained in the span of  any strictly sub- 

This need only be checked for the standard manifold and the image of 
the S ~-1 given by x~+l --  ... = x. --  0. 

We have previously seen that V ~-1 is an inflect ion-free imbedding 
of pn-1 in E ~v-1 Thus each VERONESE submanifold of V n-~ say l/~-1, i < n, 

1 
is an i -  1 dimensional submanifold contained in a2i( i  ~ 1 ) -  1 dimensional 

l inear space and infact imbedded in an inflect ion-free manner.  The converse 

is also true. 

THEOREM 3.15. - A n y  i -  1 dimensional submanifold of F "-~ which is 
1 

immersed in a ~i(i ~ 1) - -  1 dimensional linear space must be a sub-Veronese 

manifold. 
PRooF. - We may assume the V]~RONESE manifold, V ~-~, is the s tandard 

one, V~y ~. By a rotation if necessary we may assume that  X(e~) is a point of 

the submanifold and that the tangent  space to the submanifold at X(e~) is 

spanned by 
~X/~x~(e~), ..., ~X/~x~(eO. 

Regard x2, ..., x~ as coordinates for V ~-~ at X(e~) and denote the submani- 

fold by M. 
Since ~X/~x2(el), ..., ~X/~x~(el) span the tangent  space to M at X(e~) we 

may take x2 . . . .  , :~c~ as coordinates for M. Furthermore,  the second order 
osculating space at X(e~) is contained in the a spanned by 

3X/~ci(e~), j "- 2, ..., n and $2X/~x~x,~(el), 2 ~ k, m ~ i. 

Call this space L. Also the second order osculating space has maximon 
dimension. The reason is that a submanifold of an inflection free manifold 

is also inflection free. 
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T h u s  the d imens ion  of the second  o rde r  oscu la t ing  space  to M at  X(e~) 

l i ( i +  1 ) - - 1 .  Bu t  M lies in a l i nea r  space  of that  d imens ion  and h e n c e  i s2  

it  mus t  l ie en t i r e l y  in its second o rde r  oscu la t ing  space  at X{e~). 
W e  will now show tha t  

V"j~ 0 L --X(S ~-~) 

wh ere  S ~-~ is the  sphe re  g iven  by x ~ + l -  - - x ,  = 0. T h e  vec to r s  ~2X/~x~(el) 
for  k > i do not  l ie in L. Bu t  

Now 
~X/~x~(e~) -= 2(e~ o e~ - -  e~ o e~). 

X ( z l ,  ..., x,) = Zx~xje~ o e 

= eL o el + Y,~(e~ o ej - -  eL o eL) + 2 Y xj~kej o e~. 

Th us  the c o m p o n e n t  of X ( x , ,  ..., x . )  a long ej o e i -  e~ o eL is ~¢2. So, we mus t  J 
hav e  x~+i - -  - - x . - - 0  at a po in t  of V"/-1 A L .  

T h u s  the man i fo ld  M is i m m e r s e d  in the sub-VERONESE mani fo ld  X(Si-1). 
Since  they  are  bo th  of d imens ion  i - -  1 they  mus t  be equal ,  and  this  conc ludes  
the proof.  

COROLLAttY 3.16. - A n  i -  1 d imensional  submani fo ld  of V "-~ lies in  a 
1 

l inear space of dimension ~ ~ i(i -~ 1) - -  1. 

PROPOSITION 3.17. - I f  an  n - - 1  plane through the tip of  ~ meets a 
Veronese mani fo ld  V ~-~ in n points either they are the image of a frame or 
they lie on a sub-Veronese manifold.  

PROOF. - Assume the n poin ts  do not  l ie on a n y  sub-VEROZ~ESE mani fo ld .  
T h u s  the n points  a re  images  of n i n d e p e n d e n t  po in ts  of S "~--~, say al ,  ..., ~,.  

L e t  ~ i - - [ ~ i ,  ..., a~.). Not ice  tha t  by a ro t a t ion  of S "-~, which  j u s t  changes  
the VERONESE mani fo ld  to some o the r  one, we m a y  a s sume  that  (a~]) has  
t r i a n g u l a r  form.  

:c~ = (1, 0 ... 0), 

g~ "-- (all, ..., ~i~O ... 0}, 

AnnaIi di Matematica 4! 
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Since  a~, ..., a,  a re  i n d e p e n d e n t  we mus t  h a v e  a~ 4= 0 for  i -  l ,  ..., n. Now 

X(o~i) - - ~  "-- ~ a g ( % )  2 "aft 2 ~ atikOt~i~ik - -  ( a n  - } -  . . .  6 t . . ) .  
]-----I ], ~ i  

Also a ~ l - ' l - - a 2 - -  - - ~  so  i2 " "  

i 
X ( a / ) -  ~ ---- a n ( l  - -  a 2 . . . -  % ) -  az(  j) 

/'=2 

• 4" 2 Z aik~ij~ik 1 (a~l A- + a=) ~ ".. 
1, k=l 

(1 )  
j~2 j, k......~l 

Bu t  a j j -  a n ,  ] --- 2, ..., n and  ajk, j,  k = 1, ..., n, j < k are  i n d e p e n d e n t  and 
X ( ~ I } -  ~,  ..., X { ~ ) -  ~ are  dependen t .  T h u s  the m a t r i x  

I 1 
. o ° ° , o ~  

. . . . . . 0 

1 t 1 1 
6¢2 ... Or2 

i2 n ~i n n """ 

2a~e/2 ... 2e~_ixiO . .  0 

I 
~2,2 nl . . . . . .  52.,, ---nl 2anl~z~2 . . . .  ~ . - - l g n r *  _ 

fa l ls  in rank .  5Text, cons ide r  the sq u a re  m a t r i x  of the f i rs t  n -  1 co lumns  

t og e the r  wi th  one  of the last, say  

- 0 

j < n .  

0 
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I t s  d e t e r m i n a n t ,  e x p a n d i n g  via  the las t  co lumns ,  is 

1 1 

n n 

1 1 ~2 
u--1 2 T/ "'" 

which  is --1/n:c,/~,~:cn-l,,_l... ~22. Bu t  s ince  the d e t e r m i n a n t  is equa l  to zero 

and  ~; :~ 0 we mus t  have  a,j - -  0, j < n. So 0on - -  e~. 
S imi la r ly ,  by  i nduc t i on  if you  wish, we p rove  tha t  ~,-1 - -  en_l, ..., a2 - -  e2. 

COROLLAI~Y 3.18. - I f  ~ lies on the span of ] ~ n points of V n-~ then 
j -- n and the points are images of a frame. 

P R O O F . -  I f  j < n t hen  the j po in ts  l ie  in a sub-VERoNEsE mani fo ld ,  
and so ~ canno t  l ie in t he i r  span.  T h u s  j - - n .  I f  the points  lay in a s u b -  
VERONESE man i fo ld  then  ~ could  not  lie in the i r  span ;  hence  they  l ie  in no 
sub-VE~oNEs]~ mani fo ld  and  so, by the t h e o r e m  above, the poin ts  are  images  
of a f rame .  

PROPOSI~ION 3.19. - A Veronese manifold has no trise¢ants. 

PROOF. - Note  tha t  the s t a n d a r d  mani fo ld  l ies  on a sphere .  

CO~OLLABY 3.20. - I f  a 2-plane through the tip of ~ meets V ~ in 3 
points, they are the image of a frame. 

PROOF. - I f  the 3 points  are  d e p e n d e n t  they  lie on a l ine,  ba t  the 
VERONESE su r f ace  has  no t r i secan ts .  Thus ,  they  are  i ndependen t ,  so tha t  
l ies  in the i r  span.  Thus ,  by  the p r e c e e d i n g  coro l la ry ,  they  a re  the  image  of 
a f rame .  

DEFI~T~O~ 3.21. - By  an  n-gon we m e a n  the image  of a f rame,  or  n 
poin ts  of V ~-~ whose cen t ro id  is ~ .  

T~EOREM 3.22. - The n - -  1 planes of all n-gons fill out the entire N - -  1 
space in which V ~-~ lies. 

PROOF. - I t  wil l  be c o n v e n i e n t  for  this  p roof  to a s su me  that  the vec tors  
a~j a re  a l l  i n d e p e n d e n t .  I f  this  is not  the  ease  we m a y  t r ans l a t e  V '~--~ so tha t  
i ts l i nea r  span,  ~, does not  con ta in  the or igin.  L e t  b~ i be  a dua l  to a~i, i~__j. 
Th a t  is, b~j • ak~ --~ 0 un less  i = k, j - -  l, in which  case, b~ i • a~ i ~-- 1. L e t  v be  
the pos i t ion  vec to r  of a po in t  in ~. W e  m a y  wr i te  v as 
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v --  ~, (b~]. v)a~ i.  

Since the tip of v lies in ~ we know that 

b~. v - -  1. 

Thus we see that (&]. v) is a symmetric matr ix  with trace - - 1 .  
Here we define b~ j -  bi~. Let 

X*(x)  - -  Y.b~jx~xj. 

X* also gives a VEt~O~ESE n - - 1  manifold which we call IT*, the dual 
VERO~ESE manifold. Consider 

X*(x) . v : 7,(& i • v)x~xj, 

this is a quadrat ic  form with matrix (b~j-v). We may, by a rotation, diago- 
nalize this quadrat ic  form. Let the diagonalizing frame be e~...e'~. In terms 
of this frame let us write 

X(x)  = ~a~ . x~xj 

and let b',j be dual  to a~j.' Then (b~. v) will be in diagonal form. Also its trace 
will remain 1. Thus we have b ~ . v = O ,  i ~ ]  and b ~ . v - ' k ~ ,  where Z ) ~ = I .  
Hence 

v = ~ (b~i. v)a~j 

---- Z l~a~'~, where ~ ) , , - -1 .  
i~l i~-I 

This shows that the point v lies in the n - - 1  plane through the points a~. 
Since of course X(e~)~ ai~ we see that  the point v lies in the span of an 
n - - t  plane through an n-gon.  

T~EOREM 3.23. - Given a line through the centroid of  V n-1 ly ing in ~, 
the l inear span of  V'-I~ there is an  n-gon whose n - - 1  p lane  contains the 
line. I f  the line does not pass  through the span of  a Veronese n - -  3 submani fold  
the n -gon  is unique. 

PRooF. - As in the previous theorem we may assume that the a~j are a 
basis for E N. Let v be the position vector of a point on the line; v ~ .  
Then by the previous theorem we may assume that the point v lies in the 
n - - 1  plane of an n-gon.  Suppose that el...e~ is a tangent frame which 
gives the n-gon.  Let  x l ,  ..., x ,  be coordinates writ ten in terms of et...e~ 

and let 
X(x)  = ~avx~xj.  
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Thus the n-gon  is jus t  a~l, ..., a=.  The n - - 1  plane, since it contains the 
points v and X must  contain the line passing through these two points. 

Now suppose that v lies in the n - - 1  plane of another n-gon, with 
frame e~... e~. In  terms of this frame let us wri te  

The n-gon is then is then given by a~l, . . . ,  a'~,~ and since v Iies in its n - -  1 
plane we must  have 

r~ rt 
) ` ,  ' v---- E ~a~i, where E i f - - 1 .  

i-----I i~l 

Let b~] and b~ be dual bases for the bases a~j and all respectively. Then we 
see that the matrices (b~i. v) and (b[ • v) are both in diagonal form. Fur thermore  
they are both matrices for the quadrat ic  form X * . v  with respect  to these 
two bases. X* is the dual VERO]NESE manifold defined in the previous 
theorem. Thus  up to the order of the diagonal entries the matrices (b~j.v) 
and (b~] . v )are  the same. By reordering, if necessary,  the basis e{, ..., e'~, 
we may assume the matrices are identical. :Notice thai reordering the basis 
e{, ..., e'~ does not change the n -gon  a'~, ..., a'~. If  the eigenvalues are 
distinct then the eigenveetors must be the same up to a sign, and hence 
the two n-gons  identical. However ,  we have assumed the two n-gons  are 
different.  

Thus  there must  be at least two equal  eigenvatues, say ) , ~ -  ~2---" L 
This means that we may write 

i ~ 3  

where of course 2), + E ),~----1. But  
i - - 3  

i ~ 3  

Thus 
n 

v --  n)`~ + ~2 (~ - -  )`)a~, 
i = 3  

where  n), -5 E (t~ - -  )`) - -  1. 

Thus we may write 

Let  ? - - ~ .  ().~--)~) and let b - - -  Z (L - -  ).)a~. 
~--3 ~ i ~ 3  

v "-- )`n~E -}- ~b, where ).n -5 ~t -- I. 

This means that v lies on the line jo ining ~E and b. But  b is in the l inear 
span of the VERO~ESE n - - 3  submanifold which is the image of the great 
n - - 3  sphere containing e3, ..., e , .  Thus the desired conclusion is reached. 
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REd, ARK 3.24. - Every point in the span of a Veronese n - - 3  submanifold 
lies on the span of two distinct n-gons. 

PROOF. - T h e r e  is an  n - - 2  gon of the  s u b m a n i f o l d  whose  s p a n  con t a in s  
the  point .  C om pl e t e  the  n - - 2  f r a m e  to an  n - f r a m e  in two d i f f e r e n t  ways  

ge t t i ng  two d i s t inc t  n - g o n s .  
T h e  s t a n d a r d  m a n i f o l d  has  the p r o p e r t y  tha t  the i m a g e  of a f r a m e  is a 

f r am e ,  see P r o p o s i t i o n  3.8. L e t  us  show the  c o n v e r s e  

PROPOSITION 3.25. - I f  X =  X aijXi~] maps frames to frames then it is 
co~gr~ent to the standard manifold. 

PRoo~.  - S ince  X(e~)--a~ and  e~, . . . ,  e~ is a f r ame ,  we see tha t  a~, 2 - -  1 

and  a ~ .  a / - - 0 .  S ince  a n y  po in t  be longs  to some f r a m e  X .  X =  1, so the  

m a n i f o l d  l ies  on the  un i t  S ~-~. 
2 2 

I f  we  wr i t e  out  X .  X ,  u s i n g  the  f ac t  tha t  x~ - -  1 x~ - -  ... - -  x~ to e l i m i n a t e  
p o w e r s  of x~ g r e a t e r  t h a n  one, t hen  the  m o n o m i a l s  in x~,  . . . ,  x., a r e  inde-  
penden t .  E q u a t i n g  coe f f i c i en t s  and  u s i n g  the fac t  tha t  no th ing  is spec i a l  

abou t  the  i n d e x  1 we f ind  

aq . ak~ -" O, 

all • a~j ~ O, 

(a~-j - -  a~3 2 ._ 4a~j2, 

ai~ 2 -~ 1, 

1 
where  the  ind ices  a r e  d is t inc t .  U s i n g  the f ac t  tha t  a~.a z - -  0 we h a v e  a~j z - - ~ .  

Again ,  s ince  f r a m e s  m a p  to f r ames ,  X(e~) m u s t  be  o r t h o g o n a l  to X(~), 
n 

w h e r e  ~ is p e r p e n d i c u l a r  to e l .  T h u s  al~ • ( E a~]x~xj) = 0, w h e r e  
~., ]=2 

2 2 xl-~- ... -~-~ ~ I. Eliminating powers of x2 greater than 1 we have an ex- 
pression in which the monomials are independent. Thus we must have 
a~.  a~]--0, i, j ~ 2. By symmetry of the indices, a~. ajk ~-O. This, together 
with the above, shows that a~j.a/k = O, and now the result readily follows. 

COROLLARY 3.26. - All Veronese submanifolds of the standard manifold 
are congruent to the standard manifolds of their dimension. 

A n o t h e r  p r o p e r t y  of the  s t a n d a r d  m a n i f o l d  is s t a t ed  in 

PROPOSI~IO~ 3.27. - Let V ~-~ be a Veronese st, b'manifold of the standard 
manifold. The~ S ~--2 A span V ~-~ is a sphere whose center is the centroid of 
W -~ . S ~'-2 is the sphere in ~ with center ~f which contains V,,. 
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PRooF. - The intersection is certainly a sphere since the intersection of 
a l inear space and a sphere is again a sphere. Also, since the submanifold is 
congruent to a s tandard manifold, it lies on a sphere whose center is the 
centroid. Let  C -  the center  of the sphere S N-2 N span V ~-1. If C is not 
the centroid let L be the line through C and the centroid. Choose an i -gon 
whose i - - 1  plane contains the line L. Then C is equidistant  from the ver- 
tices of a regular  i-gon, lies in the i - - 1  plane of the i-gon, and is not its 
centroid. This is a contradiction. 

PROPOm~Io~ 3.28. - Any Veronese manifold, V ~-~, lies in a hyperquadrie 
QA~-2 which has the property that the span of  any Veronese sl~bmanifold V ~-1 
meets QN-2 in a hyperquadric whose center is the centroid of V ~-1. Also the 
center of Qg-2 is the cenlroid of  V ~-~ . 

PRoo~ ~. - The proposition is affine and the previous proposition verified 
this proposit ion for the standard manifold. 

DEFI:SI~IO~ 3.29. - Let  us say that such a hyperquadr ic  and manifold 
belong to each other. 

THEOREM 3 . 3 0 . -  Every Veronese manifold has a unique hyperquadric 
belonging to it. 

PI~OO:~.- Since V ~-~ can be mapped to the s tandard manifold by an 
affine map of all of E N, it is enough to show that S ~-2 is the only hypcr- 
quadric belonging to the s tandard manifold. Again it is enough to show that 
if V~ belongs to S ~ 2  then V~ is congruent  to V~,. For  suppose V~ belongs 
to a QN-2, not a sphere. Let  A be the affine map which takes QN-2 to S N-2. 
Then A(V~) belongs to A(Q~V-2) -- S ~v-2. Also A(V~) is not congruent  to V~ 
because  A is not a congruence.  Thus if V~, belongs to two hyperquadr ics  
then two noneongruent  manifolds A(V~,) and V~ belong to S lv-2. The converse 
is proved similarly. 

We  now show that if V~ belongs to S N-2 then V~ is congruent  to the 
standard manifold. To see this, consider a 3-f rame in S~-~, a~,(. Let  X be 

map for V~. Let  ~ 1 - -  3(X(:¢)--1- X(~)-{- X(~')). Let  S 2 be the great two the 

sphere containing :¢, ~, ~,. Then ~ is the centroid of the sub-Veronese  ma- 
nifold X(S2). The span of X(S  2) is a 5-space  which intersects  S v-2 in a 
4-sphere,  say S 4. Then because S N-2 belongs to V~, the center of S ~ is ~ .  
Thus, because  X(~¢), X(~)~ X(~') lie on S 4, the vertices of the triangle X(a) 
X(~) X(y) are equidis tant  from its centroid, and consequent ly  it is equilateral .  

l~ow given an n-gon X ( ~ ) ,  ..., X(:¢~) of V~, we see that it must be re- 
gular  since any three vert ices form an equilateral  triangle. Since S -~'~ belongs 

1 
to g~, the centroid of F~ is the center  of S N-~---- ~ - - n  Z e~oe~.Also, since 
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V1 C S ~ - : C ~ ,  the span V1 " - ~  which is perpendicular  to ~. From this one 
sees that X(~x), ..., X(o:~) is a frame. Consequently, Vx has the property that 
the image of every is again a frame, and so V~ is congruent to V~. This 
completes the proof. 

Let us call the map 

given by 

X " S ~-I --> E ~v 

X(x~ , ..., x ,)  = Z a~x~x~ 

a configuration if the vectors a~ ,  ..., a~_l~ are all independent.  
We make this definition because we will need to dist inguish between a 

VEROh~JESE manifold, X(S~-~), and the map X.  
Let  us also consider the map 

given by 
X " S ~-1 ---> E u-1 

X(x~, ..., x~)- -  Z a~jx~xj, 

where a~j = (a~j, ..., a ~v=l)~J is a vector in E N-1. (Notice E N-l, not EN). 
Assume that ab, ..., a~ -~+ are AT--1 symmetric  matrices. If the AT vectors 
a~,  . . ,  a~_~ have maximal  rank we call X" a projected configurations. 

LEMMA 3.31. - A projected configuration is the projection of a configura. 
tion (along eN). 

PliooF. - We may extend the ATXAT--1 matr ix  (a~) to an ATXATma- 
trix (a~) which again has maximal  rank. 

R E ~ A I ~ : . -  A projected configuration is of two types. Either the span 
of X(S  ~-~) is all of E ~v-~, in which case X(S  "-~) is a VE~IONES~ n -  1 mani- 
fold and the vector ~ is contained in its span, or else X(S  "~<) does not span 
/~N--~. In this case both ~ and X(S ~-~) together span E x-x. In this second 

case we call X(S  ~-~) a Steiner variety. 
Let X' be a projected configurat ion and X a configuration such that 

v: o X = X', where ~ is projection along e~ of E :< onto E ~-1 . Let  V = X(S  ~-~) 
and ~ - - s p a n  ]7. Then X' is of the first type if and only if e/ is not ad i -  
rection in ~ and otherwise X' is of the second type. 

TttEORE~[ 3 . 3 2 . -  Let X'  be a projected configuration, with ~ ' - -  Z a~, 
V' ~ X'(S ~-~) and ~' -" span V'. I f  the line through ~ '  does not meet the span 
of X'(S ~-3) for any great S ~-3 contained in S ~-~ then we may uniquely choose 
axes and furthermore the axes depend continuously on the configuration. 

PRoof .  - If  X' is of the first  type then 17 ~ is a VEtiO~ESE manifold, ~ '  
lies in ~' and the tip of ~ '  is the centroid of V'. Also, by assumption, ~ '  
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meets no ~ -  3 sub-VEROI~ESE manifold. Thus using Theorem 3.23 we may 
define a unique frame. 

Suppose that X' is the project ion of a configuration X,  along e~v, and that 
is the projection. ~::E~v..->E ~-1. Suppose ~ ,  ~, V go with ~. Then 

~ : Jf', ~ = ~', rc V = V', r~ o X = X' .  
Suppose that X' is of the second type. Then eN is along f.. Let  I be the line in 

the direction of e /  through the tip of 2£. W e  claim that l meets the span of no 
VERONESE n - - 3  submanifold. For  if 1 did meet the span of some X(S"-3), 
t e l : t i p  ~ '  would meet  the span of some X'(S"-3), which is not the case. 
Thus, by Theorem 3.23, l picks out a unique set of axes. It  is these axes 
that we choose in the case X' is of the second type. W e  must  show that 
they are independent  of X and depend only on X'. Let  ~ be the unique ~ -  1 
plane which meets V in n points and contains 1. Since ~: is projection along 
l, r:$ is an n - - 2  plane which meets V' in 7~ points. Since r c o X - ~ X ' ,  these 
n points are the images of the axes picked out by l. Suppose there exists 
another n - - 2  plane ~' through the tip of ~ '  which meets V' in n points. 
Then n-l(~') is an n -  1 plane which contains l and meets V in n points. 
By the uniqueness  of ~ we must have n-l(~ ') ~ ~'. Hence  $ ' =  ~(~). Thus by 
a construct ion depending solely on X' we have uniquely chosen axes. 

W e  next  show that the axes depend cont inuously on the projected con- 
figuration X'. Wi th  notation as before assume that X' is of ei ther type and 
that r c o X - - - X ' .  Let ~ be the 2-plane spanned by ~ and the line parallel  to 
cv through the tip of ~ .  This 2-plane is well defined, because if 2~ were 
along eN then rc~ : ~ '  would be the zero vector, which by the definition of 
a projected configurat ion is not the case. Also 7:~ is the line through ~ ' ,  
and hence r ~  meets the span of no X'(S'~--3). Thus ~ meets the span of no 
X(Sn-3). Also ~ meets 52 in a unique line, say W. This is so because ~ does 
not lie in £,  because ~ contains ~ and 2~ does not lie in £, and because 

meets £ at the tip of ~ and so for dimensional  reasons must meet ~ in 
at least a line. Thus, since ~ meets  the span of no sub-VERO~ESE n -  3 
manifold of V, neither  does W. Hence,  by Theorem 3.23, W picks out a 
unique set of axes. It is easy to see that these axes depend continuously 
on the configuration X, regardless of whether  cv is a direction in ~ or not. 

Thus it will be sufficient  to show that under  7: the axes, picked out by 
W are equal  to the previously defined axes on X'. If  X' is of the second 
type this is trivial by the definition. I f  X' is of the first type then, since W 
is not along cv, we have r ~ W - - - - u ~ - - ~ '  and from this it readily follows. 

AnnaIi di Matematica 42 
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CKAPTER IV. 

Pr inc ipa l  Axes  and S ingular i t i es .  

For a surface in ordinary space the usual  principal axes are defined 
everywhere except, of course, at umbilics. A consequence of this is the fa- 
mil iar  theorem that  a surface in ordinary space of non-zero ErdLER chara- 
cteristic must have an nmbilic. We have seen in the first chapter that one may 
also construct principal axes for surfaces in E ~ which generalize the constru- 
ction made in E 3. As a consequence, we were able to prove several global 
theorems which generalize the situation for surfaces in E 3. It is the purpose 
of this chapter to define principal axes for manifolds of arbi t rary dimension 
and to state result ing theorems concerning their singularities. 

Let X : M ~ - - >  E k be an immersion of a differentiable manifold in Eucli- 
dean space. Let  ~ be the mean curvature vector of the manifold and let 6)) 
be the subset of the first normal space defined as follows: 6)) is the set of 
endpoints of curvature  vectors of geodesics, parameterized by arc length, 
which pass through p .  The first normal space is the sum of the mean cur- 
vature vector and the l inear span of 6)), which we call £. If the point is 

1 
not inflectional and if k ~ v  ~--~n(n ~ 1 )d -n ,  this sum is direct. In this 

case 6)) is a VERO~ESE manifold, and the results of Chapter I I l  apply. In 
part icular,  J~ is the centroid of 6).). 

For the case k -  v -  1 the situation becomes more complicated. 
At a non-inf lect ional  point two different  situations can obtain. 
Ei ther  ~ is all of the first normal space, in which case e-)) is a V]~RO~ESE 

manifold, or else both £ and ~ are needed to span the first normal space. 
In this lat ter  case 6)) is the projection of a VERO~ESlS manifold. 

I t  will be helpful to introduce a map ~ from the space of tangent  lines 
to M at p into the first normal space to M at p .  Given a tangent line l at 
p ,  let y be a geodesic, parameterized by arc length, whose tangent vector 
at p is along the given line. Then ~(t) is the curvature vector of "( at p. That 

depends only on the line and not on the curve follows from a generalized 

~=~EUSNIER~S theorem. 
~ote  that ~ maps the space of tangent lines onto the space 6)). 
We now define principal axes for the case k ~ v, Jf will not (~ in general ~) 

be perpendicular  to ~. Let  J~' be the projeetion of J~ normally onto ~. The 
vector ~ '  will <(in general)) lie in a unique n -  1 plane which meets the 
VERO~ESIS manifold in exactly n distinct points. These points are the images 
of n mutual ly  perpendicular  tangent  directions under  the map ~. 
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Notice that the principal  axes are well def ined at every point of the 
manifold except  at inflection points, at points where g is perpendicular  to 
~, and at points where g '  does not contain a unique n - - 1  plane which 
meets the VERONESE manifold in ~ points. 

We  define principal  axes also for the case k - - v - - 1 .  This includes 
surfaces in E 4. Assume that the point is not an inflection point. There are 
two cases. The first  case in when ~ is the entire first normal space, g is 
then contained in ~ so that ((in general)> there is a unique n - - 1  plane 
through ~ which meets G)) in exact ly n points. These points are images 
under  ~ of n mutual ly orthogonal tangent lines. In the second case ~ is 
the projection of a VERO~ESE manifold and ~ does not lie in ~ but  meets 
at one point, namely the centroid of ~-).). (~In general>) there is a unique 
n - - 2  plane through the tip of ~ which meets e)) in exactly n points, and 
again these points are the images under  ~ of a set of mutual ly  orthogonal 
lines. 

For  k - - v - - t  the principal  axes are defined at each point except  in- 
flection points and except  those points where the n - - 1  1)lane (in the second 
case the n -  2 plane) through ~ ,  which meets ~-)), is not unique. 

It should be noted that the axes depend continuously on the (a~)and 
hence the axes, where defined on M, are continuous. See Theorem 3.32. 

W e  come now to the generic dimension of the singular locus of the va- 
rious types of singular points in question. For  this discussion we use Theorem 
2.20 of Chapter II. 

1 
The condition that ~ be perpendicular  to ~ requires  ~ ( n  + 1 ) - - 1  

conditions. Hence,  except  for n -  2, generically ~ is never perpendicular  
to ~. In the case n - - 2 ,  a surface in E ~ for example, the generic locus con- 
sists of isolated points. 

Inflection points have been studied by FELDMA~ [7]. We mention that 
for k - - v  the generic locus is codimension 1, that for k - - v - - 1  it is of co- 
dimension 2 and that for k ~ v  + n the generic locus of inflection points 
is empty. 

Consider next the locus of points where ~', the project ion of ~ onto ~, 
fails to contain a unique n - - 1  plane which meets 6"1) in n points. In  order 
to describe these points let ~ be a subset  of the first normal space at p 
defined as follows 

--- U span ~(S~3), 

where the union is taken over all great  S n-3 contained in the unit tangent 
sphere to ~ at p. W e  may as well assume that p is not an inflection point, 
since if it is we treat 19 as part  of the locus of inflection points. In this 
case ~) is a VEnO~ESE manifold and each ~(S "-3) is an ~ - - 3  V:~:aO~ESE 
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submanifold of ~).). By Theorem 3.23 ~ '  contains a unique n - -  1 plane which 
meets 6).) in n points if and only if the line through ~ '  does not meet ~.  

Let us now compute the dimension of ~. There is a 2 n - - 4  parameter  
family of n - - 3  spheres on the n - - 1  sphere. Also, span vi(S ~-3) is the span 

1 
of a VERONESE n - - 3  submanifold and is therefore of dimension - 2 ( n -  2) 

I 
( n - - t ) - - 1 .  Hence  dim G ---- 2n -- 4 + -2 (n - -  2)(~ - -  l) -- 1. The dimension of 

1 
all lines through the tip of ~ is - 2 n ( n +  1 ) - - 2 .  Thus it requires  

1 1 2)(n 1) 1) 2 . 2 n ( n + l ) - - 2 - - ( 2 n - - 4 + ~ ( n - -  - -  - -  = 

conditions to insure that a line through the tip of g does not pass through G. 
Hence  the generic locus is of codimension 2. 

Lastly, let us examine, in the case where k - - v -  1, the points where 
the frames are not uniquely defined. We do not consider inflection points 
as they have been already dealt  with. Define ~ as before. ' ]here are two 
cases. In the case when ~ is equal to the first normal space, by Theorem 
3.23, the frame is unique when ~ fails to pass through £. This may be rep- 
hrased to say that ~ does not lie in the second order osculat ing space of 
any submanifold of codimension 2 which passes through the point. In the 
second case, by Theorem 3.32, the frames are unique when the tip of ~ 
fails to lie in ~. This again may be rephrased to say that  ~ does not lie in 
the second order osculat ing space of any submanifold of codimension 2. That 
the frames are cont inuous where defined is also a consequence of Theorem 3.32. 

We  compute the dimension of the generic locus. In the first case, when 
is the entire first normal space, by the same argument  as before, the 

generic codimension is 2. 
In the second case, as before, 

dim G = 2 n - - 4 + ~ ( n - - 2 ) ( n - - 1 ) - - l .  

1 
The dimension of ~ is now ~)n(n + 1 ) - - 2 ,  and thus it requires  

1 1 2)(n 1) 1) 2 ~ ( n + l ) - -  2 - -  (2n - -  4 + -2 (n - -  - -  - -  = 

conditions to insure that the tip of ~ does not tie in 6.  Hence,  in this case 
also the generic eodimension is 2. 

Define an ~ manifold to be a manifold which does not admit a field of 
axes, i.e. a field of n mutual ly  orthogonal tangent lines. 
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Examples are simply connected nonparallelizable manifolds. 

THEOREM 4.1. - Let X :  M - - ) E  ~-~ be an immersion of an C~ mani fold  in 
1 

Ettelidean space of  dime~sion v - -  1 where v --  2 n(n ~ 3). Then X has an in. 

fleclion point  or a point where the mean curvature vector lies in the second order 
osc~dating space of some st~bmanifold of codimension 2. The generic codime~- 
sion of  the singttlar loc~s is 2. 

Let a point be called a G point if ~', the projection of ~ onto ~, lies 
in the subset ~ of the first normal space. 

T~EOnE~[ 4 . 2 . -  Let X : M~--> E~+ ~ be an immersion of  an C~ mani fo ld  
1 

into E~clidean v -~ k space, where v --  ~ n(n -~ 3) a~.~d k ~ O. Then X has either 

an inflection point  or a G point. The generic codimension of  the locus of  in. 
flection points  is k, and the generic codimension of  the loc~s of  G points  is 2. 
This shows that G si~g~dar points are stable under raising the codime~sion. ]For 
the case k ~ n ge~erically there are no inflection points  so that the sing~dar 
points consist solely of  those of  type G. 

Let us now ask if it is possible to construct axes in the first normal 
space. We say that a hyperellipsoid, Q~ (( belongs )) to ~)) if the following are 
true. Let  S ~ be any great r - sphere  contained in the unit  tangent sphere. 
Let ~($9 be the linear span of ~(S~). Then Q belongs to 6).) if 

6)) C Q C ~ ,  

centroid of 6)) -- center Q, 

centroid ~(S ~) - - c e n t e r  ~($9 A Q for r ~ n - - 1 .  

Note that ~(S ~) A Q is again a hyperellipsoid. We mention that if n " - 2  
or 3 the first two conditions imply the third. 

We have seen in Theorem 3.30 that there is a unique hyperellipsoid Q 
which belongs to ~ in the case that ~)) is a VEnONES~ manifold. <<In gene- 
ral)> Q will have a unique set of principal axes which span ~. These toge- 
ther with the normal to ~ in the first normal space give a set of axes which 
span the first normal space. 

Let us call a point a T point if Q at that point fails to have a unique 
set of axes. 

TItEOREI~[ 4.3. - Let X : M ~ --> E~+ k, k ~ 0 be an inflection free immersion 
of a simply con~ected n-ma~i fold .  The either the first normal bundle is trivial 
or else there exists a T poi~t. F~trthermore, lhe generic codime~sio~ of  such 
poi~ts is 2. We mention that i f  k = O, the condition that the first normal  b~ndle 
is trivial implies that M is a ~: manifold.  
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PROOF. - Since X is an inflection free immersion in E~+ k, we know that 
~ is a VERONESE manifold and not the projection of one. Thus  by the pre- 
vious discussion these are a set of axes which spun the first normal space at 
every point which is not a T point. Since M is simply connected, the exi- 
stence of a set of such axes implies the existence of frames. Thus the first  
normal bundle must be trivial if there are no T points. 

To compute the generic codimension of T points, it is necessary only to 
find the codimension in the family of all hyperell ipsoids of those with two 
or more equal  eigenvectors.  This codimension is easily seen to be 2. 

It  may be shown that if ~ is the project ion of a VERONESE manifold 
then it still belongs to a unique hyperell ipsoid.  We  may define, as before, 
a T point to be a point at which Q fails to have a unique set of axes. 

THEOREM 4 . 4 . -  Let X'M~---> E ~-~ be an inflection-free immersion of  a 
simply connected manifold which is not a ~ manifold. Then there exists a T 
point. F~trthermore, the generic codimension of such points is 2. 

((In general)) Q will have a unique principal axis of greatest  lenght. 
Since the center  of Q is the tip of ~ this axis gives a line through the tip 
of ~ .  ((]:n general)) this line will meet no VERONESE n ~ 3 submanifold.  
Hence  ~in general)> there is a unique n -  1 plane which contains this axis 
and which meets ¢~) in n points. These points are the images of a frame by 
Theorem 3.23. This gives an al ternative construct ion of principal  axes. 

Let a point where such axes are not defined be called a U point. 

TttEOREM 4.5. - Let X ' M - - >  E ~+k, k ~ 0 be an immersion of  an ~I-ma- 
nifold. Then X has a U point. Furthermore, the generic codimension of the 

locus of  U points is 2. 

PRooI~. - W e  make a few comments  about  the generic dimension. Any 
configurat ion is the image of the s tandard configurat ion (for the definition 
see Theorem 3.5), and every affine map of the standard configuration gives 
a different configuration. Thus any point of S -~-2 (S ~v-2 in the hyperell ipsoid 
belonging' to z))~)may map into the major axis of Q if the proper affine 
map is chosen. But  also ~ maps into ~ under  this map. Thus if the preimage 
of the major axis does not pass through ~ then the major axis will not pass 
through ~. But ~ A S N-2 is a subset of S N-2 of codimension 2. 

Also, the family of hyperell ipsoids are determined by their principal  
axes, including the lengths. If  two axes have equal length, the degree of 
freedom is reduced by 2, namely 1 because  the axes are equal  in length 
and 1 because in the 2-plane  of the two axes no angle is needed to specify 

an orientation. 
Since the model singulari ty for U points consists of the union of these 

two singularities,  the model singulari ty for U points must be of codimension 2. 
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