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Lemma 4.1 of Slud (1978, p. 348) is incorrect, and therefore Theorems 4.2(a) 
and Theorem 4.3 are wrong as stated. Both J.-C. Lootgieter and R. Dudley 
point out that if {Y~}~=x is the uniform-selection sequence from the Kakutani- 
uniform partition t r e e  { X k } k ~ ~  - -  A oo 1 = {Xk (CO)}k= 1 (for terminology and notations see 
Slud (1978)), then the law ~({yj}3= ~\{X~}2=1 l {Xi}~=l ~ {yj}2 ~) is a mixture 
with weights P(X 2 = Y2 [ {Xi}~_ 1 c { Y~}~= 1) and P(X 2 = 1~ l {Xi~f 1 c {Yj}~= 1) of 
the unitbrm law 5~.(Y 3 I X 1 =Y1, X2= Yz) and the non-uniform ..gf. (Y2 1 X I = Y  I, 

X2 = Y3), contradicting Lemma 4.1. 
In this Note we replace Theorem 4.3 by a slightly weaker result and supply 

a corrected proof, still using an embedding method. 

Theorem 4.3'. Let #. denote the empirical measure of the Kakutani-un!form 
random sequence z {Xk(CO)}g=I defined in Slud (1978). Then for each t~[0, 1], 
almost surely as n--* o~, [#,([0, t]) - t] = ~9(n- 1/3 log2 n). 

This Theorem gives an almost-sure rate of equidistribution for x ~ {Xk}k= 1 the 
same (up to a slowly varying function) as the best rate which can be derived 
from the proofs of van Zwet (1978) and Lootgieter (1977). 

We acknowledge here the priority of van Zwet's and Lootgieter's solutions 
to Kakutani 's Conjecture of equidistribution. However, the embedding method 
of Slud (1978) and of the present note is completely different from their proof 
idea. 

As in Slnd (1978), let {Y~}~= ~ denote the uniform-selection sequence on the 
)t / ~ n __ 2 n Kakutani-uniform partition tree {Xk(C0)jk= 1 and write {ri}i=t = {Xk(c~ 

where n will approach oe along a subsequence {m;} which with N = N ( n )  will 
be defined below. For each n ,N  we l e t  {Yi, n,N}~=n+l (or simply , u {~L=,,+0 
enumerate the points Yk which subdivide spacings of length -<_L,, where L, is 
the maximal spacing length among the points {r~}~'=~u{0, 1}. It is clear from 
this definition that { Y~}~_ ~ = {r~} 7_ 1 w { Y/}f=,+ 1 almost surely for sufficiently 
large n and N(n)>[2n. logn]  (by Theorem 2.1 of Slud, p. 343, and Theorem 
4.2(b) as before). However we cannot now assert that {}~-}i=,+~' u is con- 
ditionally i.i.d, uniform given {rl}7= 1 c{)~}~=1. The important sense in which 
this is approximately true is given by the following Lemma and Corollary. 
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Lemma 4.1". Let  {(,}~= 1 be any f i x ed  decreasing sequence with (n>=(n+ 1) -1, 
and let N ( n ) > n .  Define K, ( t ,  ( , ) - c a r d  {k: 1 <<_k<N(n), Yk <t ,  Yk subdivides spac- 
ing of  length < f , } ,  and K , = K , ( 1 ,  fn). Then K,( t ,  2 , ) - t K ,  has expectation 
(9 (NE, + log 2 N) and variance (9 (N log N + N 2 (,). 

Proof  By exchangeability of uniform spacings, the initial point of a spacing 
interval of given length < ( ,  has distribution function approximately uniform, 
with error (given the spacings) at most (, or the largest spacing. Letting (k(t) 
= ( k ( t ' n ) - - I [ Y k  <t,  Yk hits spacing <( , ] ,  it follows by exchangeability and 
L6vy's (1939) result on maximal uniform spacings, that for all d>0 ,  
Jl <J2 <--. <Jd <k,  with k, n, and N sufficiently large, for all tel0,  1] 

[E(r , n ) - - t .  ~k(1, n) [ Cj,(t), (;1(1), ..., (jd(t), (~d(1))l 

__< 2(d + 1)(k-1 log k + (n)" (*) 

Summing (,) in k with d = 0 yields 

N 

E(K, ( t ,  ( , ) - t K , ) =  ~ E(~k(t , n)--t~k(1 , n)) 
k = l  

Similarly, summing (,) for d = 1 in Jl and k yields 

E ( K . ( t ,  ( . )  - t K . )  2 = (9(N log  N + N 2 (~). 

Proof  of  Theorem. Let {mk}~= 1 be an increasing sequence with rag+ 1 
2 w 2 / 3  - - m k ~ . , , ~  k , m k ~ k  3, as k ~ .  Define Nk=[2mklOgmk]  , and let n k be the 

random index m i n { n : L , < m ~ } ,  where L, is the largest spacing among 
{X{}7=~w{0, 1}. It is easy to see (cf. Slud, 1978, Prop. 3.2) that L, is stochasti- 
cally smaller than the largest spacing M,  for {Y~}~= l w{0, 1}. By L6vy's (1939) 
result on maximal spacings, a.s. for all sufficiently large k, m k < n k < 2 m  k 1ogmk, 
nk<Nk<2nk lOgnk ,  and as in Slud (1978), (;V~ "~ ={Y~}/u~l. Now Lemma 4.1' t - - j J j =  1 
with (, replaced by m/1, N by Nk, implies K,~ (t, m k- 1) 
- t K , ~ - c a r d { i : l < - i < N k : Y i < = t  hits spacing < = m k l } - t . c a r d { i < N k : Y i  hits 
spacing <m/1}  has mean (9(log 2 mk) , variance (9(m k log 2 ink) as k--+ ~ .  Hence 
with probability 1 for all sufficiently large k, the Borel-Cantelli Lemma implies 
[K,k (t ' m k l ) _ t K , ~ ]  < ~ 2 / 3  lc~cr2 ='"k " ~  ink" That is, card({Yi}~\{X/~}7~l)~[0,  t ] - ( N  k 
--nk) t----~lnt*,e/3v,Ok log2 mk) a.s. By the L6vy-Hin~in Law of the Iterated Logarithm, 
card { Y/}~ 1 c~ [0, t] - N k t = (9 ((N k log log Nk) 1/2) a.s. for k ~ ~ ,  and we conclude 
card ~ "~ { X i } i= l (~ [ O, t ] - -  nk t = (9 (m 2/3 logZ mg) = (9 (n 2/ a log 2 rig) a.s. 

Finally, for n k < n < n k + 1, card {X{}7=,~ c~ [0, t] < n k + 1 - nk = total number of 
points Y~ (1 < i <  oo) subdividing spacings of length between mk-+~l and mk -~. It is 
not hard to estimate directly using results of Darling (1953) that nk+ 1 - n  k has 

{~)(m2/3 log ink) and variance (9(mk) , from which the Borel-Cantelli Lemma mean ~ t"~ 
again implies a.s. when k ~ ,  nk+l--nk=(9(m~/31ogmk).  Then for n ~ ,  a.s. 
{Xi}~= 1 c~[-0, t ] - - t n = C ( n  2/3 log2 n) and our Theorem is proved. 
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As an example of the estimates mentioned above for nk+ 1 --nk, we observe 
from Darling (1953) that the expected number of spacings for {Yi}~'= 1 between 
m;21 and mk 1 in length is 

m/~ t 

n ( n+ l )  ~ ( l _ r ) , - l d r = ( n + l ) [ ( l _ m k + l ) - 1  , _ ( l_m- l~ ,qk  J J, 
m~-+ t 1 

so that the probability that Y,+ 1 hits a spacing with length between m/+11 and 
m [  1 is asymptotically (for large k) ( n + l ) m k l ( ( 1 - m f ) O " - ( 1 - m [ 1 ) " ) .  The 

oo 

total expected number of such n is asymptotically (in k) m [ l ~  (n+l) (1  
n = l  

--mk+~0"--(1--mfl)")=(9(mk+l--mk). However, we do not supply further de- 
tailed estimates because the published method of van Zwet (1978) can be used 
to prove that in fact E(n  k + 1 - nk) = 2 (mk + 1 -- ink) and Var (n k + 1 - G)  = (9 (rag + 1 
-ink), which is stronger than what we need. 

Remarks .  (i) Since our proof depends on the exchangeability of uniform spac- 
ings, it does not automatically extend to general subdividing distributions ~,  
as originally asserted in Sect. 5 of Slud (1978). 

(ii) An important feature of our Embedding Method of proof of equidistri- 
bution is that it allows extensions (for uniform subdividing-distribution) to 
equidistribution by d-tuples, d > 2, that is, as n--* oo the empirical measures on 

x almost surely converge weakly to Lebes- [0, 13 d of {(X~, X~+I ,  . . . ,  Xk+d_l)}'~= ~ 
gue measure on [0, 1] d. Such an extension for d = 2  proceeds by considering 
(for fixed m k, N k = [ 2 m  k lOgmk], # ,= rag  -1 as in Lemma 4.1'; 1 <Jl  < j 2 < N k )  

('jl,j2(tl, t2, d , ~ ) - I [ Y j .  1 ~ t  I and g d 2 ~ t 2  each hit spacings >d,~; 

YJl + 1, ..., Y~2 - 1 do not hit spacings > d j .  

Using the fact that Yj belongs to {Xk}k= " 1 or to {Y~ }~=,+1' u according as it hits a 
spacing of length respectively > or <L , ,  one estimates via (.) that 

2 (~j,, j2 ( t l  , t2, dnk)-- tl t2 ~j~, j2( 1, 1, fnk)) 
I <=jl < j2 <=N 

has mean (9 (log 2 ink) and variance (9(m k log 2 ink). It follows as in the Theorem above 
n that for d = 2  (and similarly all d=>2) { ( X ~ , X ~ + l , . . . , X k + d _ l ) } k = l  are a.s. 

equidistributed as d-tuples with rate (9(n -1/3 log 2 n). 
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