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#### Abstract

Summary. - In this paper we study optimal control problems for infinite dimensional systems governed by a semilinear evolution equation. First under appropriate convexity and growit conditions, we establish the existence of optimal pairs. Then we drop the convexity hypothesis and we pass to a larger system known as the "relaxed system". We show that this system has a solution and the value of the relaxed optimization problem is equal to the value of the original one. Next we restrict our attention to linear systems and establish two "bang-bang" type theorems. Finally we present some examples from systems governed by partial differential equations.


## 1. - Introduction.

In this paper we study optimal control problems for distributed parameter control systems governed by a semilinear evolution equation. We prove that under a standard growth condition relating the vector field with the integrand of the cost functional (Lagrangian) and a well known convexity hypothesis on certain orientor field, we can guarantee the existence of optimal controls. Then we examine what happens when we drop the convexity hypothesis on the orientor field made earlier. In this case in order to obtain optimal controls, we need to consider a larger system with the controls being measure valued ("relaxed controls» or "generalized curves" or «sliding regimes»). For this augmented system ("relaxed» or «convexified» system), under the same growth hypothesis as before, we can establish the existence of optimal solutions. Then we turn our attention to linear systems and we prove two "bang-bang" type theorems for them. The first can be viewed as an "approximate bang-bang" result and says that an optimal relaxed trajectory can be approximated in the supremum norm by trajectories of the original system which are generated by external controls (i.e. controls which at each time instant have their values at the

[^0]extreme points of the control constraint set, "bang-bang controls»). The second, is an exact «bang-bang» result and shows that for any admissible pair, there is another with the same ends which is "bang-bang" (in the sense that the control takes values on the boundary of the control constraint multifunction). In particular then this result implies that for any optimal solution (if it exists), there is also an optimal "bang-bang" solution. So if the optimal solution is unique, then it has to be «bang-bang». Finally, we close this paper with examples from control systems governed by partial differential equations.

Since we assume that the unbounded linear operators $A(t)$ generate a strongly continuous evolution operator $S(t, s)$ and so the trajectories admit an integral representation, our results can be viewed as an infinite dimensional extension of the work of Angell [1], [2]. Also several of the ideas and key hypotheses have their roots back in the fundamental works of CESART [10], [11], [12], [13]. The idea of extending the family of admissible controls to measure valued ones goes back to the works of Young [36] ("generalized curves») Futppov [21] ("sliding regimes »), WaRga [34], [35] ("relaxed controls») and Ghoutha-Houri [22] ("commandes limites»).

## 2. - Preliminaries.

Let $(\Omega, \Sigma)$ be a measurable space and $X$ a separable Banach space. Throughout this paper we will be using the following notations:

$$
P_{f(c)}=\{A \subseteq X: \text { nonempty, closed, (convex) }\}
$$

and

$$
P_{(w) h(c)}=\{A \subseteq X: \text { nonempty, }(w-) \text { compact, (convex) }\}
$$

A multifunction $F: \Omega \rightarrow P_{f}(X)$ is said to be measurable if for all $z \in X$, $\omega \rightarrow d(z, F(\omega))=\inf \{\|z-x\|: x \in F(\omega)\}$ is measurable. When there is a $\sigma$-finite measure $\mu(\cdot)$, with respect to which $\Sigma$ is complete, then the above definition of measurability is equivalent to saying that $\operatorname{Gr} F=\{(\omega, x) \in \Omega \times X: x \in F(\omega)\} \in$ $\in \Sigma \times B(X)$, where $B(X)$ is the Borel $\sigma$-field of $X$ (graph measurability). By $S_{F}^{1}$ we will denote the set of selectors of $F(\cdot)$ that belong in the Lebesgue-Bochner space $L^{1}(X)$ i.e. $S_{F}^{1}=\left\{f \in L^{1}(X): f(\omega) \in F(\omega) \mu\right.$-a.e. $\}$. This set may be empty. When $F(\cdot)$ is measurable and $\omega \rightarrow|F(\omega)|=\sup \{\|x\|: x \in F(\omega)\}$ belongs in $L^{1}$ (such an $F(\cdot)$ is said to be integrably bounded), then $S_{F}^{i} \neq 0$. Using $S_{F}^{1}$ we can define a set valued integral fro $F(\cdot)$ by setting $\int_{\Omega} F=\left\{\int_{\Omega} f: f \in S_{F}^{1}\right\}$.

Let $Z$ be a completely regular Hausdorff space and $B(Z)$ its Borel $\sigma$-field. By $M_{+}^{1}(Z)$ we will denote the sace of probability measures on $Z$. A transition probability is a function $\lambda: \Omega \times B(Z) \rightarrow[0,1]$ s.t. for every $A \in B(Z), \lambda(\cdot, A)$ is $\sum$-measurable and for every $\omega \in \Omega, \lambda(\omega, \cdot) \in M_{+}^{1}(Z)$. We will denote the set of all transition pro-
babilities from ( $\Omega, \Sigma, \mu$ ) into ( $Z, B(Z)$ ), by $R(\Omega, Z)$. Following Balider [3], (see also Warga [35]) we can define a topology on $R(\Omega, Z)$, called the weak topology. So let $f: \Omega \times Z \rightarrow R$ be a Carathéodory function (i.e. $\omega \rightarrow f(\omega, x)$ is measurable, $x \rightarrow f(\omega, x)$ is continuous and $|f(\omega, x)| \leqq \alpha(\omega) \mu$-a.e, with $\left.\alpha(\cdot) \in L^{1}\right)$ and define $I_{f}: R(\Omega, Z) \rightarrow R$ by $I_{f}(\lambda)=\iint_{\Omega} f(\omega, z) \lambda(t)(d z) d \mu(\omega)$. The weakest topology on $R(\Omega, Z)$ for which those functionals $\left\{I_{f}(\cdot): f=\right.$ Carathéodory $\}$ are continuous, is the weak topology on $R(\Omega, Z)$. Note that when $\Omega$ is a singleton $R(\Omega, Z)=M_{+}^{1}(Z)$ and the weak topology is the narrow topology (see Dellacherde-Meyer [16]). Finally recall that if $Y, V$ are topological spaces $F: Y \rightarrow 2^{F}$ - $\{\theta\}$ is said to be upper semicontinuous (u.s.c), if for all $U \subseteq V$ open, $F^{+}(U)=\{y \in Y: F(y) \subseteq U\}$ is open.

## 3. - An existence result.

Let $T=[0, b]=a$ bounded closed interval in $R_{+}, X$ a separable reflexive Banach space and $Z$ a separable Banach space which whill model the control space.

The optimal control problem that we will study is the following:
(*)

$$
\left\{\begin{array}{l}
\inf J(x, u)=\int_{0}^{b} h(t, x(t), u(t)) d t \\
\text { s.t. } \dot{x}(t)=A(t) x(t)+g(t, x(t), u(t)) \\
x(0)=x_{0}, \quad u(t) \in U(t, x(t)) \text { a.e. }
\end{array}\right.
$$

We will make the following hypotheses concerning ( $*$ ).
$H(A):\{A(t): t \in T\}$ are linear unbounded operators on $D(A(t)) \subseteq X$ that generate
a strongly continuous evolution operator $S(t, s)$ which is compact for $t-s>0$.
$H(g): g: T \times X \times Z \rightarrow X$ is a function s.t.
(1) $t \rightarrow(t, x, u)$ is measurable
(2) $(x, u) \rightarrow g(t, x, u)$ is sequentially continuous from $X \times Z_{w}$ into $X_{w}$ (here $X_{w}, Z_{w}$ denote the Banach spaces $X, Z$ with the weak topology).
(3) for every $t \in T, g(t, \cdot, \cdot)$ is bounded.
(4) for every $\varepsilon>0$ there exists $\psi_{\varepsilon}(\cdot) \in L_{+}^{1}$ s.t.

$$
\|g(t, x, u)\| \leq \psi_{\varepsilon}(t)+\varepsilon h(t, x, u) \text { a.e. }
$$

$H(h): h: T \times X \times Z \rightarrow \bar{R}=R U\{+\infty\}$ is a function s.t.
(1) $(t, x, u) \rightarrow h(t, x, u)$ is measurable
(2) $(x, u) \rightarrow h(t, x, u)$ is sequentially l.s.c. on $X \times Z_{w}$
$H(Q):$ For every $(t, x) \in T \times X$ the set

$$
Q(t, x)=\{(\mu, \eta): \mu \geqslant h(t, x, u), \eta=g(t, x, u), u \in U(t, x)\}
$$

is convex.
$H(U): U: T \times X \rightarrow P_{f_{c}}(Z)$ is a multifunction s.t.
(1) $(t, x) \rightarrow U(t, x)$ is measurable and $x \in U(t, x)$ is u.s.c. from $X$ into $Z_{w}$.
(2) $U(t, x) \subseteq W$ a.e. with $w \in P_{w k c}(Z)$.

The growth condition $H(g)(4)$ was first introduced by Cesari-Lat PalmNishlura [14] in order to establish certain compactness and closure properties. Since then it became a popular tool among people working on existence theorems. For an interesting comparison of this growth property with others used in the literature, we refer to Cesari [13] (section 10.4). Hypothesis $H(Q)$ is the convexity hypothesis mentioned in the introduction and is needed to establish the lower semicontinuity of the cost functional $J(x, u)$ in an appropriate topology. By a solution of the evolution equation we will understand a mild (integral) solution.

A pair of functions $x: T \rightarrow X$ and $u: T \rightarrow Z$ that satisfy all the constraints of problem (*) is an "admissible pair». In this case $x(\cdot)$ is called an "admissible trajectory» and $u(\cdot)$ an «admissible control. To avoid trivialities we will need the following hypotheses.
$H$ : System (*) has admissible pairs ( $x, u$ ) s.t. $J(x, u)<+\infty$.
We can now state our existence result:

Theorem 3.1. If hypotheses $H(A), H(g), H(h), H(Q), H(U)$ and $H$ : hold, then problem (*) admits an optimal solution ( $x, u$ )

Proof. - Let $P: T \times X \times X \rightarrow 2^{W}$ be the multifunction defined by:

$$
P(t, x, \eta)=\{u \in O(t, x): \eta=g(t, x, u)\}
$$

Also let $r: T \times X \times X \rightarrow \bar{R}$ be the function defined by:

$$
r(t, x, \eta)=\inf \{h(t, x, u): u \in P(t, x, \eta)\} \quad(\inf \emptyset=+\infty)
$$

Claim 1. $-(t, x, \eta) \rightarrow r(t, x, \eta)$ is measurable.
Let $\lambda \in R$ and consider the level set

$$
L=\{(t, x, \eta) \in T \times X \times X: r(t, x, \eta) \leq \lambda\}
$$

We will show that $L \in B(T) \times B(X) \times B(X)$. Let

$$
\hat{L}\{(t, x, \eta, u) \in T \times X \times X \times W: h(t, x, u) \leqq \lambda, u \in P(t, x, \eta)\}
$$

Observe that $L=\operatorname{pro}_{k} \hat{L}_{T \times X \times X}$. Also note that

$$
\hat{L}=\operatorname{Gr} P \cap\{(t, x, \eta, u) \in T \times X \times X \times W: h(t, x, u) \leqslant \lambda\} .
$$

From the definition of the multifunction $P(\cdot, \cdot, \cdot)$ we have:

$$
\operatorname{Gr} P=\{(t, x, \eta, u) \in T \times X \times X \times W: \eta-g(t, x, u)=0\} \cap \operatorname{Gr} \hat{U}
$$

where $\hat{U}: T \times X \times X \rightarrow P_{\text {fo }}(W)$ is defined by $\hat{U}(t, x, \eta)=U(t, x)$. Since by $H(U)(1)$, $U(\cdot, \cdot)$ is measurable, then so is $\hat{U}(\cdot, \cdot, \cdot)$. Thus $\operatorname{Gr} \hat{\theta} \in B(T \times X \times X \times W)=$ $=B(T) \times B(X) \times B(X) \times B(W)$ (see Wagner [33]). Also let $\left\{x_{n}^{*}\right\}_{n \geqslant 1}$ be dense in $X^{*}$ for the Mackey topology $m\left(X^{*}, X\right)$. Such a set exists since $X$ is separable (see lemma III-32 of Castaing-Valadier [9]). Then because of hypotheses $H(g)(1)$, and (2) for every $n \geqq 1, t \rightarrow\left(x_{n}^{*}, \eta-g(t, x, u)\right)$ is measurable and $(x, \eta, u) \rightarrow\left(x_{n}^{*}, \eta-g(t, x, u)\right)$ is continuous from $X \times X \times W_{w}$ into $R$ (here $W_{w}$ denotes the set $W$ with the relative weak topology). Since $W_{w}$ is compact metrizable (see Dunford-Schwarr\} [18], theorem 3, 0. 434), we can apply lemma III-14 of Castaing-Valadier [9] and get that $(t, x, \eta, u) \rightarrow\left(x_{n}^{*}, \eta-g(t, x, u)\right)$ is measurable on

$$
\begin{aligned}
T \times X \times X \times W_{w} \Rightarrow\{(t, x, \eta & , u) \in T \times X \times X \times W: \eta-g(t, x, u)=0\}= \\
& =\bigcap_{n \geqslant 1}\left\{(t, x, \eta, u) \in T \times X \times X \times W:\left(x_{n}^{*}, \eta-g(t, x, u)\right)=0\right\} \in \\
& \in B(T) \times B(X) \times B(X) \times B\left(W_{w}\right) .
\end{aligned}
$$

But from corollary 2.4 of EDGAR [19] we know that $B\left(Z_{w}\right)=B(Z) \Rightarrow B\left(W_{w}\right)=$ $=B\left(Z_{w}\right) \cap W=B(Z) \cap W=B(W)$. So finally we conclude that $\operatorname{Gr} P \in B(T) \times$ $\times B(X) \times B(X) \times B(W)$. Also because of hypothesis $H(h)(1)$

$$
\{(t, x, \eta, u) \in T \times X \times X \times W: h(t, x, u) \leq \lambda\} \in B(T) \times B(X) \times B(X) \times B(W) .
$$

Hence finally we can write that $\hat{L} \in B(T) \times B(X) \times B(X)\} B(W)$. Applying the ArseninNovikov theorem (see Dellacherie [15] or Saint-Beuve [32]), we get that $L=$ $=\operatorname{pro} j_{T \times X \times X} \hat{L} \in B(R) \times B(X) \times B(X) \Rightarrow r(\cdot, \cdot,$, is measurable.

Claim 2. - For every $t \in T,(x, \eta) \rightarrow r(t, x, \eta)$ is l.s.c. from $X \times X$ into $\bar{R}$.
We need to show that if $\left(x_{n}, \eta_{n}\right) \xrightarrow{s}(x, \eta)$ in $X \times X$, then we have $r(t, x, x) \leq$ $\leq \underline{\lim } r\left(t, x_{n}, \eta_{n}\right)$. From the definition of $r$, for every $n \geqq 1$, we can find $u_{n} \in$ $\in U\left(t, x_{n}\right)$ s.t.

$$
h\left(t, x_{n}, u_{n}\right) \leqslant r\left(t, x_{n}, \eta_{n}\right)+\mathbf{1} / n .
$$

Since $u_{n} \in U\left(t, x_{n}\right) \subseteq W \rightarrow P_{w k c}(Z)$, through the Eberliin-Smulian theorem and by passing to a subsequence if necessary, we may assume that $u_{n} \xrightarrow{w} u$ in $Z$. Then $\eta_{\eta_{3}}=g\left(t, x_{n}, u_{n}\right) \rightarrow \eta=g(t, x, u)$ and $u \in w-\overline{\lim } U\left(t, x_{n}\right) \subseteq U(t, x)$ since $U(t, \cdot)$ is u.s.c. from $X$ into $Z_{w}$. Also exploiting the sequential lower semicontinuity of $h(t, \cdot, \cdot)$ (see $H(h)(2)$ ) we have:

$$
h(t, x, u) \leqq \underline{\lim } h\left(t, x_{n}, u_{n}\right) \leqq \underline{\lim } r\left(t, x_{n}, \eta_{n}\right)
$$

Because $u \in P(t, x, \eta)$, from the definition of $r$, we conclude that:

$$
r(t, x, \eta) \leqq \underline{\lim } r\left(t, x_{n}, \eta_{n}\right) \Rightarrow(x, \eta) \rightarrow r(t, x, \eta) \text { is 1.s.c. }
$$

Claim 3. $-\eta \rightarrow r(i, x, \eta)$ is convex.
This follows by direct calculation, from hypothesis $H(Q)$.
Now note that if in the growth condition $H(g)(4)$, we take $\varepsilon=1$, then we have:

$$
0 \leqq \psi_{1}(t)+h(t, x, u) \text { a.e. } \Rightarrow-\psi_{1}(t) \leqq h(t, x, u) \text { a.e. }
$$

Recalling that $\psi_{1}(\cdot) \in L^{1}$ and because of hypothesis $H$ : we have that:

$$
-\infty<m=\inf \{J(x, u):(x, u) \text { is admissible }\}<\infty
$$

Now let $\left\{\left(x_{n}, u_{n}\right)\right\}_{n \geqq 1}$ be a minimizing sequence of admissible pairs. We may assume without any loss of generality that for all $n \geqq 1 J\left(x_{n}, u_{n}\right) \leqq K$, where $K>m$. Take $t, t^{\prime} \in T, t \leqq t^{\prime}$ and $(x, u) \in\left\{\left(x_{n}, u_{n}\right)\right\}_{n \geqq 1}$. We have

$$
\begin{aligned}
\| x\left(t^{\prime}\right)- & x(t) \|= \\
& =\left\|S\left(t^{\prime}, 0\right) x_{0}+\int_{0}^{i^{\prime}} S\left(t^{\prime}, s\right) g(s, x(s), u(s)) d s-S(t, 0) x_{0}-\int_{0}^{t} S(t, s) g(s, x(s), u(s)) d s\right\| \leqq \\
& \leqq\left\|S\left(t^{\prime}, 0\right) x_{0}-S(t, 0) x_{0}\right\|+\int_{i}^{t^{\prime}}\left\|S\left(t^{\prime}, s\right)\right\| \cdot\|g(s, x(s), u(s))\| d s+ \\
& +\int_{0}^{i}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s .
\end{aligned}
$$

We will estimate each of the three quantities of the right hand side separateliy. Because of the strong continuity of the evolution operator given $\varepsilon>0$ there exists $\delta_{1}>0$ s.t. for $\left|t^{\prime}-t\right|<\delta_{1}$ we have:

$$
\begin{equation*}
\left\|S\left(t^{\prime}, 0\right) x_{0}-S(t, 0) x_{0}\right\|<\varepsilon / 3 \tag{1}
\end{equation*}
$$

$$
\begin{aligned}
& \text { Also recall that for all }(t, s) \in\{0 \leqq s \leqq t \leqq b\},\|S(t, s)\| \leqslant M \text { and take } \theta= \\
& =\varepsilon / 6 M\left(\left\|\psi_{1}\right\|_{1}+K\right) \text {. Then using the growth hypothesis } H(g)(4) \text { we have: } \\
& \begin{array}{c}
\int_{i}^{t^{\prime}}\left\|S\left(t^{\prime}, s\right)\right\| \cdot \| g\left(s, x(s), u(s) \| d s \leqq M \int_{i}^{t^{\prime}}\left(\psi_{\theta}(s)+\theta\left(\psi_{1}(s)+h(s, x(s), u(s))\right)\right) d s \leqq\right. \\
\\
\leqq M \int_{i}^{i^{\prime}} \psi_{\theta}(s) d s+M \theta\left(\left\|\psi_{1}\right\|_{1}+K\right) \leqq M \int_{i}^{t^{\prime}} \psi_{\theta}(s) d s+\varepsilon / 6 .
\end{array}
\end{aligned}
$$

We can find $\delta_{2}>0$ s.t. if $\left|t-t^{\prime}\right|<\delta_{2}$, then $M \int_{i}^{t^{\prime}} \psi_{\theta}(s) d s<\varepsilon / 6$. Thus finally we have:

$$
\begin{equation*}
\int_{t}^{t^{\prime}}\left\|S\left(t^{\prime}, s\right)\right\| \cdot\|g(s, x(s), u(s))\| d s<\varepsilon / 3 . \tag{2}
\end{equation*}
$$

Finally let $\varepsilon_{1}>0$ (to be chosen more precisely in the sequel) and consider:

$$
\begin{aligned}
& \int_{0}^{t}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s \leqq \\
& \leqq \int_{0}^{t-\varepsilon_{1}}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s+\int_{t-\varepsilon_{1}}^{t}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s .
\end{aligned}
$$

From proposition 2.1 of [28], we know that because of the compactness hypothesis on $S(t, s)$ for $t-s>0$, we have that $t \rightarrow S(t, s)$ is continuous in the operator norm, uniformly for all $s$ s.t. $t-s$ is bounded away from zero. Thus we can find $\delta_{3}>0$ s.t. for $\left|t^{\prime}-t\right|<\delta_{3}$ we have $\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\|<\varepsilon / 6\left(\left\|\psi_{1}\right\|_{1}+K\right)$ for all $s \in T$ s.t. $t-s \geqq \varepsilon_{1}>0$ and so we get that

$$
\begin{aligned}
& \int_{0}^{t-\varepsilon_{1}}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s \leq \\
& \leq\left(\varepsilon / 6\left(\left\|\psi_{1}\right\|_{1}+K\right)\right) \int_{0}^{t-\varepsilon_{1}}\left(\psi_{1}(s)+h(s, x(s), u(s))\right) d s< \\
&<\varepsilon / 6\left(\left(\left\|\psi_{1}\right\|_{1}+K\right)\right) \int_{0}^{b}\left(\psi_{1}(s)+h(s, x(s), u(s))\right) d s<\varepsilon / 6
\end{aligned}
$$

Furthermore if $\theta^{\prime}=\varepsilon / 24 M\left(\left\|\psi_{1}\right\|_{1}+K\right)$, we have

$$
\begin{aligned}
& \int_{t \rightarrow \varepsilon_{1}}^{t}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\|\|g(s, x(s), u(s))\| d s \leqq \\
& \quad \leq 2 M \int_{i-\varepsilon_{1}}^{t}\left(\psi_{\theta^{\prime}}(s)+\theta^{\prime}\left(\psi_{1}(s)+h(s, x(s), u(s))\right)\right) d s \leqq 2 M \int_{t-\varepsilon_{1}}^{t} \psi_{\theta^{\prime}}(s) d s+2 M \theta\left(\|\psi\|_{1}+K\right) .
\end{aligned}
$$

So if $\varepsilon_{1}>0$ is s.t. $2 M \int_{t-\varepsilon_{1}}^{t} \psi_{\theta^{\prime}}(s) d s<\varepsilon / 12$, we have that:

$$
\int_{i-\varepsilon_{1}}^{t^{\prime}}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s<\varepsilon / 12+\varepsilon / 12=\varepsilon / 6
$$

Hence finally we have that

$$
\begin{equation*}
\int_{0}^{t}\left\|S\left(t^{\prime}, s\right)-S(t, s)\right\| \cdot\|g(s, x(s), u(s))\| d s<\varepsilon / 6+\varepsilon / 6 \tag{3}
\end{equation*}
$$

From [1), (2) and (3) above, we conclude that for $\left|t^{\prime}-t\right|<\min \left(\delta_{k}\right)_{k=1}^{3}$ we have for all $x \in\left\{x_{n}(\cdot)\right\}_{n \geqslant 1}$

$$
\left\|x\left(t^{\prime}\right)-x(t)\right\|<\varepsilon / 3+\varepsilon / 3+\varepsilon / 3=\varepsilon \Rightarrow\left\{x_{n}(\cdot)\right\}_{n \geqslant 1} \text { is equicontinuous. }
$$

Also note that for all $n \geqslant 1$ and all $t \in T$ we have:

$$
\begin{aligned}
\left\|x_{n}(t)\right\|= & \left\|S(t, 0) x_{0}+\int_{0}^{b} S(t, s) g(s, x(s), u(s)) d s\right\| \leqq \\
& \leqq M\left\|x_{0}\right\|+M \int_{0}^{t}\left(\psi_{1}(s)+h(s, x(s), u(s))\right) d s \leqq \\
& \leqq M\left\|x_{0}\right\|+M \int_{0}^{b}\left(\psi_{1}(s)+h(s, x(s), u(s))\right) d s \leqq M\left\|x_{0}\right\|+M\left\|\psi_{1}\right\|_{1}+M K=\bar{M} .
\end{aligned}
$$

Thus if $B(0, \bar{M})$ is the closed ball in $X$ of radius $\bar{M}$, centered at the origin, we ha for all $n \geqslant 1$ and all $t \in T$ :

$$
g\left(t, x_{n}(t), u_{n}(t)\right) \in g\left(\overline{t, B(0, \bar{M}), W}^{w}=V(t)\right.
$$

Because of hypothesis $H(g)(3)$, for every $t \in T, V(t)$ is bounded (in fact relatively $w$-compact since $X$ is reflexive). From hypotheses $H(g)(1)$ and (2), we deduce that for every $n \geqslant 1, t \rightarrow g\left(t, x_{n}(t), u_{n}(t)\right)$ is weakly measurable and since $X$ is separable, by Pettis theorem (see Diestel-Uhl [17], theorem 2, p. 42), is measurable. So from theorem 4.2 of Wagner [33], we get that $t \rightarrow V_{1}(t)=\overline{\operatorname{conv}}\left\{g\left(t, x_{n}(t), u_{n}(t)\right)\right\}_{n \geqq 1}$ is measurable and $V_{1}(t) \subseteq \overline{\operatorname{conv}} V(t) \in P_{w t c}(X)$. Thus $s \rightarrow S(t, s) V_{1}(s)$ is measurable and $P_{k c}(X)$-valued. Invoking Radstrom's embedding theorem (see HiAI-UME-

GAKI [24]) we get that $\int_{0}^{t} S(t, s) V_{1}(s) d s \in P_{k e}(X)$. So for all $n \geqq 1$ and all $t \in T$

$$
x_{n}(t) \in S(t, 0) x_{0}+\int_{0}^{t} S(t, s) V_{1}(s) d s \in P_{k c}(X)
$$

Now the Arzela-Ascoli theorem tells us that $\left\{x_{n}\right\}_{n \geqq 1}$ is relatively compact in $C(T, X)$.

Next let $g_{n}(t)=g\left(t, x_{n}(t), u_{n}(t)\right) \in L^{1}(X)$. We have already seen that for all $t \in T$, $V_{1}(t) \in P_{w k c}(X)$. So $t \rightarrow V_{1}(t)$ is a $P_{w k c}(X)$-valued integrably bounded multifunction. Hence theorem 4.2 of [29] tells us that $S_{v_{1}}^{1}$ is $w$-compact in $L^{1}(X)$ and by EberleinSmulian theorem sequentially $w$-compact. Since $g_{n} \in S_{V_{1}}^{1}$, by passing to a subsequence if necessary, we may assume that $g_{n} \xrightarrow{w} y \in S_{\nabla_{1}}^{1}$ in $L^{1}(X)$. Consider the multifunction

$$
N(t)=\{u \in W: u \in P(t, x(t), y(t)), h(t, x(t), u) \leqq r(t, x(t), y(t))\}
$$

First we will show that for every $t \in T, N(t) \neq \emptyset$. From the definition of $r$ we know that for every $m \geqq 1$ we can find $u_{m} \in U(t, x(t))$ s.t.

$$
h(t, x(t), u)_{m} \leqq r(t, x(t), y(t))+1 / m \quad \text { and } y(t)=g\left(t, x(t), u_{m}\right)
$$

As before, we may assume that $u_{m} \xrightarrow{w} u \in U(t, x(t))$. Then we get:
$h(t, x(t), u) \leqq \underline{\ln } h\left(t, x(t), u_{m}\right) \leqq r(t, x(t), y(t)) \Rightarrow u \in N(t) \Rightarrow N(t) \neq \emptyset \quad$ for all $t \in T$.
Next observe that:

$$
\operatorname{Gr} N=\{(t, u) \in \operatorname{Gr} P(\cdot, x(\cdot), y(\cdot)): q(t, u) \leqq p(t)\}
$$

where $p(t)=r(t, x(t), y(t))$ and $q(t, u)=h(t, x(t), u)$.
Note that

$$
P(t, x(t), y(t))=\{u \in D(t, x(t)): y(t)-g(t, x(t), u)=k(t, u)=0\}
$$

Because of hypothesis $H(U)(1)$, $\operatorname{Gr} U(\cdot, x(\cdot)) \in B(T) \times B(W)$, while $(t, u) \rightarrow k(t, u)$ is clearly measurable.

Thus

$$
\operatorname{Gr} P(\cdot, x(\cdot), y(\cdot))=\{(t, u) \in \operatorname{Gr} U(\cdot, x(\cdot)): k(t, u)=0\} \in B(T) \times B(W)
$$

Since $p(\cdot), q(\cdot, \cdot)$ are clearly measurable, we conclude that Gr $N \in B(T) \times B(W)$. Apply Aumann's selection theorem (Saint-Beuve [31], theorem 3), to get $u: T \rightarrow W$
measurable s.t. $u(t) \in N(t)$ for all $t \in T$. Then from the definition of $N(\cdot)$ we have that

$$
\begin{gathered}
y(t)=g(t, x(t), u(t)), \quad u(t) \in U(t, x(t)) \\
h(t, x(t), u(t)) \leqq r(t, x(t), y(t))
\end{gathered}
$$

Since $r(t, x, \cdot)$ is convex and $X$ is reflexive, we can apply theorem 4 of CastatngClauzure [8] and get that

$$
J(x, u) \leqq \int_{0}^{b} r(t, x(t), y(t)) d t \leqq \underline{\lim } \int_{0}^{b} r\left(t, x_{n}(t), g_{n}(t)\right) d t \leqq \underline{\lim } J\left(x_{n}, u_{n}\right)=m
$$

But we saw above that $(x, u)$ is admissible, So $J(x, u)=m \Rightarrow(x, u)$ is the desired optimal solution. Q.E.D.

## 4. - Relaxation.

Scrutinizing the proof of theorem 3.1, we see that hypothesis $H(Q)$ played a key role. Namely it gave us the convexity of $r(t, x, \cdot)$ (claim 3) and then through that property, we were able to extablish the lower semicontinuity of the cost functional and so obtain an optimal pair. In this section we are going to see what happens if we drop hypothesis $H(Q)$. In this case, in order to get optimal pairs, we need to pass to a larger system with measure valued controls known as the «relaxed system ». This new augmented system has the following form:
(**)

$$
\text { s.t. }\left\{\begin{array}{l}
\inf J_{r}(x, u)=\int_{0}^{b} \int_{\Sigma} h(t, x(t), z) \lambda(t)(d z) d t \\
\dot{x}(t)=A(t) x(t)+\int_{\Sigma} g(t, x(t), z) \lambda(t)(d z) \\
x(0)=x_{0}, \quad \lambda \in S_{\Sigma}
\end{array}\right.
$$

here $\Sigma(t)=\left\{\lambda \in M_{+}^{1}(Z): \lambda(U(t))=1\right\}$ and $S_{\Sigma}$ denotes the set of all transition probabilities which are selectros of $\Sigma(\cdot)$.

In this section, $T=[0, b], X$ is a separable Banach space and $Z$ is a compact Polish space.

We will need the following hypotheses.
$H(A)_{1}$ : the same as $H(A)$
$H(g)_{1}: g: T \times X \times Z \rightarrow X$ is a function s.t.
(1) $t \rightarrow g(t, x, z)$ is measurable;
(2) $(x, z) \rightarrow g(t, x, z)$ is continuous;
(3) for every $t \in T, g(t, \cdot, \cdot)$ is bounded;
(4) for every $\varepsilon>0$, there exists $\psi_{\varepsilon}(\cdot) \in L^{1}$ s.t.

$$
\|g(t, x, z)\| \leqq \psi_{\varepsilon}(t)+\varepsilon \hbar(t, x, z) \text { a.e. }
$$

$H(h)_{1}: h: T \times X \times Z \rightarrow R_{+}$is a function s.t.
(1) $t \rightarrow h(t, x, z)$ is measurable;
(2) $(x, z) \rightarrow h(t, x, z)$ is continuous;
(3) $h(t, x, z) \leqq \alpha(t)$ a.e., with $\alpha(\cdot) \in L^{1}$.
$H(U)_{1}: U: T \rightarrow P_{f}(Z)$ is a measurable multifunction.

As before by a solution of the relaxed evolution equation we understand a mild (integral) solution. Again we will make a hypothesis quaranteeing that our problem has content. This hypothesis (as well as hypothesis $H_{\alpha}$ ) can be viewed as controllability type hypotheses.
$H \alpha_{1}$ : There exist admissible relaxed pairs $(x, \lambda)$ for which we have $J_{r}(x, \lambda)<+\infty$.
We will denote the value of original problem by $m$ and the value of the relaxed problem by $m_{r}$.

Theorem 4.1. - If hypotheses $H(A)_{1}, H(g)_{1}, H(h)_{1}, H(U)_{1}$ and $H \alpha_{1}$ hold, then problem ( $* *$ ) admits an optimal solution $(x, \lambda)$ and furthermore $m=m_{r}$.

Proof. - Let $\left\{\left(x_{n}, \lambda_{n}\right)\right\}_{n \geqq 1}$ be a minimizing sequence of problem (*). Working as in the proof of theorem 3.1 we can show that $\left\{x_{n}\right\}_{n \geqq 1}$ is relatively compact in $O(T, X)$. Also from theorem IV-2 of Castaing-VaLadier [9] we know that $\left\{\lambda_{n}\right\}_{n \geq 1}$ is relatively $w\left(L^{\infty}(M(Z)), L^{1}(C(Z))\right)$-compact. Since $Z$ is compact, $C(Z)$ is separable and then so is $L^{1}(C(Z))$. Thus theorem 1, p. 426, of Dunford-SoHwariz [18] tells us that $\overline{\left\{\lambda_{n}\right\}_{n \geq 1} w^{*}}$ is metrizable in the $w^{*}$-topology. Hence by passing to a subsequence if necessary, we may assume that $\left(x_{n}, \hat{\lambda}_{n}\right) \xrightarrow{s x w^{*}}(x, \lambda)$ in $C(T, X) \times L^{\infty}(M(Z))$. By identifying the space of Carathéodory integrands with $L^{1}(C(Z))$, we can see that $\lambda_{n} \rightarrow \lambda$ in $R(T, Z)$ with the weak topology. Applying theorem 3.1 of Jawhar [25] to the Carathéodory integrands $h$ and $\alpha-h$, we get that

$$
\lim \int_{0}^{b} \int_{Z} h\left(t, x_{n}(t), z\right) \lambda_{n}(t)(d z) d t=m_{r}=\int_{0}^{b} \int_{Z} h(t, x(t), z) \lambda(t)(d z) d t=J_{r}(x, \lambda)
$$

If we can show that $(x, \lambda)$ is an admissible relaxed pair, we will have that $(x, \lambda)$ is the desired optimal pair. By definition we have:

$$
x_{n}(t)=S(t, 0) x_{0}+\int_{0}^{i} \int_{Z} g\left(s, x_{n}(s), z^{2}\right) \lambda_{n}(s)(d z) d s
$$

Again using the result of Jawhar [25], we have that

$$
\begin{aligned}
& \int_{0}^{t} \int_{Z} g\left(s, x_{n}(s), z\right) \lambda_{n}(s)(d z) d s \rightarrow \int_{0}^{t} \int_{Z} g(s, x(s) z) \lambda(s)(d z) d s \\
\Rightarrow & x(t)=S(t, 0) x_{0}+\int_{0}^{i} \int_{Z} g(s, x(s), z) \lambda(s)(d z) d s \\
\Rightarrow & x \text { is a mild solution of the relaxed evolution equation } \\
\Rightarrow & (x, \lambda) \text { is admissible relaxed pair. } \\
\Rightarrow & J_{r}(x, \lambda)=m_{r} .
\end{aligned}
$$

Now we will show that $m=m_{r}$.
Let $(x, \lambda)$ be the optimal relaxed pair obtained above. Using corollary 3 of Balder [3], we know that we can find measurable selectors $u_{n}(\cdot)$ of $U(\cdot)$ s.t. $\delta\left(u_{n}\right) \rightarrow \lambda$ in $R(T, Z)$. Let $x_{n}(\cdot)$ be an admissible trajectory corresponding to $u_{n}(\cdot)$. Such trajectories exist by hypothesis $H_{\alpha_{1}}$. Then we have:

$$
\begin{aligned}
x_{n}(t)=S(t, 0) x_{0}+\int_{0}^{i} S(t, s) g\left(s, x_{n}(s),\right. & \left.u_{n}(s)\right) d s= \\
& =S(t, 0) x_{0}+\int_{0}^{t} \int_{Z} S(t, s) g\left(s, x_{n}(s), z\right) \delta\left(u_{n}(s)\right)(d z) d s
\end{aligned}
$$

Once again we have that

$$
\int_{0}^{t} \int_{Z} S(t, s) g\left(s, x_{n}(s), z\right) \delta\left(u_{n}(s)\right)(d z) d s \rightarrow \int_{0}^{t} \int_{Z} S(t, s) g(s, x(s), z) \lambda(s)(d z) d s \Rightarrow x_{n}(t) \rightarrow x(t)
$$

So as above we have that $J_{r}\left(x_{n}, \delta\left(u_{n}\right)\right) \rightarrow J_{r}(x, \lambda)=m_{r} \Rightarrow m_{r} \geqq m$. On the other hand it is clear that $m_{r} \leq m$. So we conclude that $m=m_{r}$. Q.E.D.

## 5. - «Bang-bang » results.

In the section we turn our attention to linear systems and we obtain «bangbang» properties of the trajectories of such systems. The first result is an «approximate bang-bang " result, while the second is an exact «bang-bang" result.

We consider the following two systems:
$(*)^{\prime}$

$$
\left\{\begin{array}{l}
\dot{x}(t)=A(t) x(t)+B(t) u(t) \\
x(0)=x_{0}, \quad u \in S_{0}^{1}
\end{array}\right.
$$

and
$(* *)^{\prime}$

$$
\left\{\begin{array}{l}
\dot{x}(t)=A(t) x(t)+B(t) u(t) \\
x(0)=x_{0}, \quad u \in S_{\overline{\mathrm{conv} v}}^{1}
\end{array}\right.
$$

Denote the set of admissible trajectories of $(*)^{\prime}$ by $P\left(x_{0}\right)$ and the set of admissible trajectories of $(* *)^{\prime}$ by $P_{r}\left(x_{0}\right)$. We want to relate those two sets.

We will need the following hypotheses.
$H(A)_{2}:\{A(t): t \in T\}$ are unbounded linear operators on $D(A(t)) \subseteq X$, that generate a strongly continuous evolution operator $0 \leqq s \leqq t \leqq b$.
$H(B): B \in L^{\infty}(T, L(X))$.
$H(U)_{2}: U: T \rightarrow 2^{Z} \backslash \emptyset \emptyset$ is graph measurable with $t \rightarrow|U(t)|=\sup \{\|z\|: z \in U(t)\}$ belongs in $L_{+}^{1}$.

In this case the state and control spaces $X, Z$ are two separable Banach spaces.

Theorem 5.1. - If hypotheses $H(A)_{2}, H(B), H(U)_{2}$ hold then $\overline{P\left(x_{0}\right)}=\overline{P_{r}\left(x_{0}\right)}$, the closure taken in the strong topology of $C(T, X)$. Also the set is convex.

Proof. - Let $x(\cdot) \in P_{r}\left(x_{0}\right)$ and $\varepsilon>0$. Pick $\delta>0$ s.t. for $A \subseteq T$ Lebesque measurable with $\lambda(A)<\delta \quad(\lambda=$ Lebesgue measurable $)$, we have $\int_{A}\|B(s)\| \cdot|O(s)| d s<$ $<\varepsilon / 4 M$, where $\|S(t, s)\| \leqq M$ for all $0 \leqq s \leqq t \leqq b$. Such a set exists because of the absolute continuity of the Lebesgue integral. Let $0=t_{0}<t_{1}<\ldots<t_{n}=b$ be an equipartition of the interval $T$ s.t. $\left|t_{k}-t_{k-1}\right|<\delta \quad k \in\{1,2, \ldots, n\}$. By definition we have:

$$
x\left(t_{1}\right) \in S\left(t_{1}, 0\right) x_{0}+q_{r}\left(t_{1}\right)
$$

where $q_{r}\left(t_{1}\right) \in \int_{0}^{t_{2}} S\left(t_{1}, s\right) B(s) \overline{\operatorname{conv}} U(s) d s$. From theorem 3.1 of [26] (see also corol-
lary 4.3 of HIai-Umegaki [24]), we know that

$$
\mathrm{cl} \int_{0}^{t_{1}} S\left(t_{1}, s\right) B(s) \overline{\operatorname{conv}} U(s) d s=\operatorname{cl} \int_{0}^{t_{1}} S\left(t_{1}, s\right) B(s) U(s) d s
$$

So we can find $u_{1} \in S_{0}^{1}$ s.t.

$$
\left\|q_{r}\left(t_{1}\right)-\int_{0}^{t_{1}} S\left(t_{1}, s\right) B(s) u_{1}(s) d s\right\|<\delta^{i}
$$

with $0<\delta^{\prime} \leqq \varepsilon^{\prime} / \sum_{k=1}^{n} M^{k-1}$ and $\varepsilon^{\prime}=\min (\varepsilon / 2, \varepsilon / 2 M)$. Set

$$
y_{1}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) B(s) u_{1}(s) d s \quad t \in\left[0, t_{1}\right]
$$

Then clearly we have that $\left\|y_{1}\left(t_{1}\right)-x\left(t_{1}\right)\right\|<\delta^{\prime}$.
Next we pass to the subinterval $\left[t_{1}, t_{2}\right]$. Again we have:

$$
x\left(t_{2}\right)=S\left(t_{2}, t_{1}\right) x\left(t_{1}\right)+q_{r}\left(t_{2}\right)
$$

where $q_{r}\left(t_{2}\right) \in \int_{i_{1}}^{i_{2}} S\left(t_{2}, s\right) B(s) \overline{\operatorname{cov}} U(s) d s$. As above we can find $u_{2} \in S_{D}^{1}$ s.t.

$$
\left\|q_{r}\left(t_{2}\right)-\int_{i_{1}}^{t_{2}} S\left(t_{2}, t_{1}\right) B(s) u_{2}(s) d s\right\|<\delta^{\prime}
$$

Set $y_{2}(t)=S\left(t_{2}, t_{1}\right) y_{1}\left(t_{1}\right)+\int_{t_{1}}^{t_{3}} S\left(t_{2}, s\right) B(s) u_{2}(s) d s$ for $t \in\left[t_{1}, t_{2}\right]$. Hence
$\left\|y_{2}\left(t_{2}\right)-x\left(t_{2}\right)\right\|=\left\|S\left(t_{2}, t_{1}\right) y_{1}\left(t_{1}\right)+\int_{t_{1}}^{t_{2}} S\left(t_{2}, s\right) B(s) u_{2}(s) d s-S\left(t_{2}, t_{1}\right) x\left(t_{1}\right)-q_{r}\left(t_{2}\right)\right\| \leqq$
$\leqq\left\|S\left(t_{2}, t_{1}\right)\right\| \cdot\left\|y_{1}\left(t_{1}\right)-x\left(t_{1}\right)\right\|+\left\|\int_{t_{1}}^{t_{2}} S\left(t_{2}, s\right) B(s) u_{2}(s) d s-q_{r}\left(t_{2}\right)\right\| \leqq M \delta^{\prime}+\delta^{\prime}=\delta^{\prime}(M+1)$.
Continuing this way we get $u_{k} \in S_{v}^{1}$ and define for $t \in\left[t_{k-1}, t_{k}\right]$

$$
\text { s.t. } y_{k}(t)=S\left(t_{k}, t_{k-1}\right) y_{k-1}\left(t_{k-1}\right)+\int_{t_{k-1}}^{t_{k}} S\left(t_{k}, s\right) B(s) u_{k}(s) d s
$$

For this we will have that $\left\|y_{k}\left(t_{k}\right)-x\left(t_{k_{k}}\right)\right\|<\delta^{r} \sum_{r=1}^{k} M^{r+1}$.

If we set $\hat{u}=\sum_{k=1}^{n} \chi_{\left[t_{k-1}, t_{k}\right]} u_{k}$, we set that $u \in S_{U}^{1}$ and

$$
y(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) B(s) \hat{u}(s) d s=\sum_{k=1}^{n} x_{\left[t_{k-1}, t_{k}\right]}(t) y_{k}(t)
$$

is a solution of $(*)^{\prime}$ i.e. $y(\cdot) \in P_{r}\left(x_{0}\right)$. Furthermore from our construction we have that $\left\|y\left(t_{k}\right)-x\left(t_{k}\right)\right\|<\varepsilon^{\prime}$ for all $k \in\{1, \ldots, n\}$.

Next let $t \in T$ arbitrary. Then $t \in\left(t_{k}, t_{k+1}\right]$ for some $k \in\{0,1, \ldots, n-1\}$.
Let $u \in S_{\frac{1}{\text { onv }}}^{1}$ be the control generating $x(\cdot)$. We have:

$$
\begin{aligned}
\|y(t)-x(t)\| & =\| S\left(t, t_{k}\right) y\left(t_{k}\right)+\int_{t_{k}}^{t} S(t, s) B(s) \hat{u}(s) d s- \\
& -S\left(t, t_{k}\right) x\left(t_{k}\right)-\int_{t_{k}}^{t_{s}} S(t, s) B(s) u(s) d s \| \leqq M \min (\varepsilon / 2, \varepsilon / 2 M)+M 2 \varepsilon / 4 M=\varepsilon
\end{aligned}
$$

Since $t \in T$ was arbitrary we conclude that:

$$
\|y-x\|_{\infty} \leqq \varepsilon \Rightarrow \overline{P\left(x_{0}\right)}=\overline{P_{r}\left(x_{0}\right)} .
$$

Clearly $P_{r}\left(x_{0}\right)$ is convex. Q.E.D.

Remark. - An important special case of the above theorem is when $U(t)=$ $=\operatorname{ext} V(t)$ (the extreme points of $V(t)$ ), where $V(\cdot)$ is a $P_{w k c}(X)$-valued, integrably bounded multifunction. From Benamara [6] we know that $U(\cdot)$ is graph measurable and so the theorem applies. Hence every trajectory generated by a control in $S_{V}^{1}$ can be approximated by trajectories generated from extremal controls ("bang-bang" controls). Thus theorem 5.1 can be viewed as an approximate "bang-bang "theorem. Our result extends the analogous ones by Hermes-LaSalle [23] ( $X=R^{n}$ ) and Fattorini [20] (infinite dimensional but with time independent control constraint set).

Next we will present an exact "bang-bang" theorem, For this we will need to following set of hypotheses.
$H(A)_{3}$ : The same as $H(A)$.
$H(B)_{3}$ : The same as $H(B)_{2}$.
$H(U)_{3}: U: T \rightarrow P_{w k}(X)$ is integrably bounded.

Theorem 5.2. - If hypotheses $H(A)_{3}, H(B)_{3}$ and $H(U)_{3}$ hold and if $(x, u)$ is an admissible pair for $\left(^{*}\right)^{\prime}$ then there exists another admissible pair $(\hat{x}, \hat{u})$ s.t. $\hat{x}(0)=x_{0}$ $\hat{x}(b)=x(b)$ and $\hat{u}(t) \in b d U(t)$ a.e.

Proof. - By hypothesis we have:

$$
\begin{aligned}
& x(b)=S(b, 0) x_{0}+\int_{0}^{b} S(b, s) B(s) u(s) d s \\
& \varepsilon S(b, 0) x_{0}+\int_{0}^{b} S(b, s) B(s) \overline{\operatorname{conv}} U(s) d s \\
& =S(b, 0) x_{0}+\int_{0}^{b} S(b, s) B(s) \overline{\operatorname{conv}} b d U(s) d s \\
& =S(b, 0) x_{0}+\int_{0}^{b} \overline{\operatorname{conv}} S(b, s) B(s) b d U(s) d s \quad \text { (from the corollary in p. } 188 \text { of [30]) } \\
& =S(b, 0) x_{0}+\mathrm{cl} \int_{0}^{\delta} S(b, s) B(s) b d U(s) s d s \quad \text { (from theorem 3.1 of [26]). }
\end{aligned}
$$

But from hypothesis $H(A)_{3}, S(b, s)$ is compact for $0 \leqq s<b$, while $B(s) b d U(s)$ is bounded. So $S(b, s) B(s) b d U(s)$ is compact. Then from Rädstrom's embedding theorem we know that $\int_{0}^{b} S(b, s) B(s) b d U(s) d s$ is compact. Hence finally we can
write that:

$$
x(b) \in S(b, 0) x_{0}+\int_{0}^{b} S(b, s) B(s) b d U(s) d s
$$

This, from the definition of the set valued integral, menas that there exists $\hat{u} \in S_{b u v}^{1}$ s.t. .

$$
\hat{x}(b)=S(b, 0) x_{0}+\int_{0}^{b} S(b, s) B(s) \hat{u}(s) d s
$$

Setting $\hat{x}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) B(s) \hat{u}(s) d s$, we see that $(\hat{x}, \hat{u})$ is the desired new admissible pair. Q.E.D.

Remark. - In a time optimal control problem, if ( $x, u$ ) is an optimal pair, then there is another time optimal pair ( $\hat{x}, \hat{u}$ ) for which $\hat{u}(s) \in b d U(s)$. In particular if the time optimal pair is unique, then the control is «bang-bang» $u(t) \in b d U(t)$ a.e.

## 6. - Examples.

In this section we present some simple examples of control systems governed by partial differential equations, to which the results obtained in the previous sections apply.

Example 1. - Let $T=[0, b]$ and $W$ be a bounded, open domain in $R^{n}$ with smooth boundary $\Gamma=\partial W$. We consider the following control system defined on $T \times W$ :
$(*)_{1}$

$$
\left\{\begin{array}{l}
\frac{\partial x(t, z)}{\partial t}=\Delta x(t, z)+f(t, z, x(t, z)) u(t, z) \\
x(0, z)=x_{0}(z) \quad \text { on }\{0\} \times W \\
x(t, z)=0 \quad \text { on } T \times \Gamma \\
\mid u(t, z) \leqq \varphi(z) \quad \text {.e. }
\end{array}\right.
$$

The cost functional has the following form:

$$
\int_{0}^{b} \int_{W} h(t, z, x(t, z), u(t, z)) d z d t
$$

We will make the following hypotheses.
A) $f: T \times W \times R \rightarrow R$ is a function s.t.
(1) $(t, z) \rightarrow f(t, z, x)$ is measurable;
(2) $x \rightarrow f(t, z, x)$ is continuous;
(3) given $\varepsilon>0$ and $M>0$, there exists $\psi_{\varepsilon, M}(\cdot, \cdot) \in L^{2}(T \times W)$ s.t.

$$
|f(t, z, x) u| \leqq \psi_{\varepsilon, M}(t, z)+\varepsilon h(t, z, x) \text { a.e. }
$$

for all $|u| \leqq M$
B) $h: T \times R^{n} \times R \times R \rightarrow \bar{R}=R U\{+\infty\}$ is a function s.t.
(1) $(t, z, x, u) \rightarrow h(t, z, x, u)$ is measurable;
(2) $(x, u) \rightarrow h(t, z, x, u)$ is 1.s.c.;
(3) $u \rightarrow h(t, z, x, u)$ is convex;
(4) $h(t \not \approx \not x u) \leqq \alpha(t, z)+b(t, z)|x|$ a.e. with $\alpha(\cdot, \cdot), b(\cdot, \cdot) \in L^{2}(T \times W)$
C) $\varphi(\cdot) \in L^{2}(T)$.
D) $x_{0}(\cdot) \in L^{2}(W)$.

Let $A=\Delta$, with $D(A)=H_{0}^{1}(W) \cap H^{2}(W)$. It is well known (see for example Pavel [27], theorem 5.2, p. 214), that $A$ generates a compact semigroup of contractions on $X=L^{2}(W)$.

Let $F: T \times X \times X \rightarrow X$ be the Nemitsky operator associated to $f(\cdot, \cdot)(\cdot)$.
Then we have:

$$
[F(t, x) u](z)=f(t, z, x(z)) u(z)
$$

Our claim is that $(x, u) \rightarrow F(t, x) u$ is sequentially continuous from $X \times X_{w}$ into $X_{w}$. So let $\left(x_{n}, u_{n}\right) \xrightarrow{s \times w}(x, u)$ in $L^{2}(W) \times L^{2}(W)$. Then for every $\psi(\cdot) \in L^{2}(W)$ we have:

$$
\left\langle\psi, F\left(t, x_{n}\right) u_{n}\right\rangle=\int_{W} \psi(z)\left(F\left(t, x_{n}\right) u_{n}\right)(z) d z=\int_{W} \psi(z) f\left(t, z, x_{n}(z)\right) u_{n}(z) d z
$$

By passing to a subsequence if necessary, we may assume that $x_{n}(z) \rightarrow x(z)$ a.e. Then:

$$
\begin{aligned}
\int_{W} \psi(z) f\left(t, z, x_{n}(z)\right) u_{n}(z) d z \rightarrow \int_{W} \psi(z) f(t, z, x(z)) u(z) d z=\langle\psi, F(t, x) u\rangle & \Rightarrow \\
& \Rightarrow F\left(t, x_{n}\right) u_{n} \xrightarrow{w} F(t, x) u
\end{aligned}
$$

Also, from Fubini's theorem, we have that $t \rightarrow\left\langle\psi, F\left(t, x_{n}\right) u_{n}\right\rangle=\int_{W} \psi(z) f\left(t, z, x_{n}(r)\right)$. $\cdot u_{n}(z) d z$ is measurable and then so is $t \rightarrow\langle\psi, F(t, x) u\rangle$. Since $L^{2}(W)$ is separable, we conclude that $t \rightarrow F(t, x) u$ is measurable.

Finally note that for $M=\|\varphi\|_{2}$ we have

$$
\|W(t, x) u\|_{2} \leqq \hat{\psi}_{\varepsilon, M}(t)+\varepsilon \hat{h}(t, x, u)
$$

for all $|u| \leqq M$ and with $\hat{\psi}_{\varepsilon, M}(t)=\left\|\psi_{\varepsilon, M}(t, \cdot)\right\|_{2}$ and $\hat{h}(t, x, u)=\int_{W} h(t, z, x(z), u(\tilde{z})) d z$.
Now rewrite system (*) as the following abstract evolution equation:
(*) i

$$
\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+F(t, x(t)) u(t) \\
x(0)=x_{0}, \quad\|u\| \leqq M
\end{array}\right.
$$

Because of hypothesis $B(4)$ and using the growth assumption $A(3)$ with $\varepsilon=1$, we see that $h(t, \cdot, x, u)$ is $L^{2}(W)$-bounded. So if $x_{n} \xrightarrow{s} x$ and $u_{n} \xrightarrow{w} u$ in $X$, from theorem 2.1 of Balder [4] we conclude that:

$$
\begin{aligned}
& \underline{\lim } \hat{h}\left(t, x_{n}, u_{n}\right)=\underline{\lim } \int_{W} h\left(t, z, x_{n}(z), u_{n}(z)\right) d z \geqq \\
& \quad \geqq \int_{W} h(t, z, x(z), u(z))=\hat{h}(t, x, u) \Rightarrow(x, u) \rightarrow \hat{h}(t, x, u) \quad \text { is l.s.c. on } X \times X_{W}
\end{aligned}
$$

Furthermore, because of hypothesis $B(1)$, we have that $\hat{h}(\cdot, \cdot, \cdot)$ is measurable.
Also because the control enters linearly in the system, it is easy to check that the orientor field $Q(t, x)$ has convex values for every $(t, x) \in T \times X$.

Finally set $B(0, M)=\left\{v \in L^{2}(W):\|v\|_{2} \leqq\|\varphi\|_{2}=M\right\}$. This is a weakly compact convex subset of $X$.

Therefore all hypotheses of theorem 3.1 are satisfied So according to that theorem there exists an admissible pair $(x, u)$ of $(*)_{1}$ s.t. it minimizes

$$
J(x, u)=\int_{0}^{b} \hat{h}(t, x(t), u(t)) d t
$$

Example 2. - In system $(*)_{1}$ instead of the Laplacian, consider the operator $\nabla_{z}\left(p(z) \nabla_{z} x(t, z)\right)$ with $p: W \rightarrow R_{+}$continuously differentiable. Set $A x=\nabla_{2}\left(p \cdot \nabla_{z} x\right)$, with domain $D(A)=H_{0}^{1}(W) \cap H^{2}(W)$. Then from the compactness criterion of Brezis [7] (see also Pavel [27], p. 214), we know that $A$ is an unbounded linear operator generating a compact linear semigroup of operators defined on $X=L^{2}(W)$. The rest are as in example 1 analysed above.

Example 3. - For the controlled heat equation
$(*)_{3} \quad\left\{\begin{array}{l}\frac{\partial x(t, z)}{\partial t}=\Delta x(t, z)+u(t, z) \\ x(t, z)=0 \quad \text { on } T \times \Gamma \\ x(0, z)=x_{0}(z) \quad \text { on }\{0\} \times W \\ |u(t, z)| \leqq \varphi(z) \quad \text { with } \varphi(\cdot) \in L^{2}(W)\end{array}\right.$
the "bang-bang» result obtained in section 5 (theorem 5.2) holds. So we can find a «bang-bang" time optimal control for system $(*)_{3}$.

Remark. - We can also treat boundary control problems, which, following the techniques of Barbu [5], we can transform to abstract evolution equations on a Hilbert space, that admit mild (integral) solutions. For details we refer to Barbu [5].
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