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#### Abstract

Differential equations are often classified according to oscillatory/nonoscillatory properties of their solutions as equations having property A or property B. The aim of the paper is to state an equivalence theorem between property $A$ and property $B$ for third order differential equations. Some applications, to linear as well as to nonlinear equations, are given too. Particularly, we give integral criteria ensuring property $A$ or $B$ for nonlinear equations. Our only assumption on nonlinearity is its superlinearity in neighbourhood of infinity, hence our results apply also to Emden-Fowler type equations.


## 1. - Introduction.

Consider the linear differential equations

$$
(E \pm) \quad x^{\prime \prime \prime} \pm q(t) x=0
$$

where $q$ is a positive continuous function for $t \geqslant 0$.
It is well known that there is an analogy between the space of solutions of $(E+$ ) and ( $E-$ ). For instance, by using the notion of equation of class I and II introduced by Havan in [14], it is easy to show that ( $E+$ ) is nonoscillatory if and only if ( $E-$ ) is nonoscillatory. Another result in this direction is given in [24] (see also [22]) where it is proved that if there exists $\lambda>0$ such that

$$
\int^{\infty} t^{2-\lambda} q(t) d t=\infty,
$$

then ( $E \pm$ ) have both oscillatory and nonoscillatory solutions. In addition, every nonoscillatory solution $x$ of $(E+)$ tends to zero as $t \rightarrow \infty$ and satisfies, for all large $t$,

[^0]either the inequalities $x(t)>0, x^{\prime}(t)<0, x(t)>0$ or the inequalities $x(t)<0$, $x^{\prime}(t)>0, x^{\prime \prime}(t)<0$, while every nonoscillatory solution of $(E-)$ tends to infinity as $t \rightarrow \infty$ and satisfies, for all large $t$, either $x(t)>0, x^{\prime}(t)>0, x^{\prime \prime}(t)>0$ or $x(t)<0$, $x^{\prime}(t)<0, x^{\prime \prime}(t)<0$.

Some authors referred to such property of $(E+$ ) as property $A$ and of $(E-)$ as property $B$. Both properties have been extended in several directions to linear and nonlinear equations of $n$-th order. Among the wide literature on this field we refer to [6-13,16-20,22,23] and to the references contained therein. In most cases, these properties have been studied or proved separately. However, Chanturia [8] (see also [16, Th. 1.3] showed a certain analogy between both properties, namely, $(E+$ ) has property A if and only if ( $E-$ ) has property B .

The aim of this paper is to extend this equivalence theorem to the linear equation of the form
(L)

$$
\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t) x(t)=0
$$

and to apply the obtained results to the nonlinear equation

$$
\begin{equation*}
\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t) f(x(t))=0 \tag{N}
\end{equation*}
$$

where
$(H 1) \quad r, p, q \in C^{0}([0, \infty), \boldsymbol{R}), \quad r(t)>0, \quad p(t)>0, \quad q(t)>0$ on $[0, \infty)$
(H2) $\quad f \in C^{0}(\boldsymbol{R}), \quad f(0)=0, \quad f(u) u>0 \quad$ for $u \in \boldsymbol{R} \backslash\{0\}, \quad \lim \inf _{|u| \rightarrow \infty} \frac{f(u)}{u}>0$.
When the functions $p$ and/or $r$ do not have a continuous first and/or second derivative, then $(L)$ and ( $N$ ) may be interpreted as a first order differential system for the vector ( $x^{[0]}, x^{[1]}, x^{[2]}$ ) given by

$$
\begin{equation*}
x^{[0]}=x, \quad x^{[1]}=\frac{1}{r} x^{\prime}, \quad x^{[2]}=\frac{1}{p}\left(\frac{1}{r} x^{\prime}\right)^{\prime}=\frac{1}{p}\left(x^{[1]}\right)^{\prime} \tag{1}
\end{equation*}
$$

where $x$ is a solution of $(L)$ or $(N)$. Similarly, we denote with $x^{[3]}=(1 / q)\left(x^{[2]}\right)^{\prime}$. The functions $x^{[i]}$ are called the quasiderivatives of $x$.

The plan of the paper is the following. In the first section we will prove an equivalence theorem on property A for $(L)$ and on property B for the adjoint equation

$$
\begin{equation*}
\left(\frac{1}{r(t)}\left(\frac{1}{p(t)} u^{\prime}(t)\right)^{\prime}\right)^{\prime}-q(t) u(t)=0 \tag{a}
\end{equation*}
$$

In the literature there are many papers devoted to property A or B independently. Our equivalence theorem enables us to apply criteria on property A to give criteria on property B and vice versa. In addition the oscillation of $(L)$ and $\left(L^{\text {a }}\right)$ is studied and new integral criteria in order for $(L)\left[\left(L^{a}\right)\right]$ to have property $\mathrm{A}[\mathrm{B}]$ are stated.

In section 2 we derive some applications to the nonlinear case. In particular, by using a linearization device, we obtain a comparison theorem for properties A and B which is more suitable for application than others existing in the literature. Sufficient conditions ensuring properties A and B are also given. Such results are presented as integral criteria involving only the functions $p, r, q$.

We point out that, besides ( $H 2$ ), other conditions on the forcing term $f$ such as, for instance, monotonicity, superlinearity or sublinearity in a neighbourhood of zero or in the whole $\boldsymbol{R}$ are not assumed.

The obtained results will be compared with the ones existing in the literature in the framework of the paper.

Throughout the paper the following notation will be used

$$
\begin{aligned}
& I\left(u_{i}\right)=\int_{0}^{\infty} u_{i}(t) d t, \quad I\left(u_{i}, u_{j}\right)=\int_{0}^{\infty} u_{i}(t) \int_{0}^{t} u_{j}(s) d s d t, \quad i, j=1,2, \\
& I\left(u_{i}, u_{j}, u_{k}\right)=\int_{0}^{\infty} u_{i}(t) \int_{0}^{t} u_{j}(s) \int_{0}^{s} u_{k}(\tau) d \tau d s d t, \quad i, j, k=1,2,3,
\end{aligned}
$$

where $u_{i}, i=1,2,3$, are continuous positive functions on $[0, \infty)$.

## Part I. Linear equation.

## I.1. An equivalence theorem.

As usual, we say that $x$ is an oscillatory solution of $(L)$ if it has infinitely arbitrarily large zeros. Otherwise this solution is said to be nonoscillatory. Equation $(L)$ is said to be oscillatory if it has at least one nontrivial oscillatory solution, and nonoscillatory if all its solutions are nonoscillatory.

Equation $(L)$ is said to have property $A$ if any solution $x$ of this equation is either oscillatory or satisfies

$$
\begin{equation*}
\left|x^{[i]}(t)\right| \downarrow 0 \quad \text { as } t \rightarrow \infty, \quad i=0,1,2 . \tag{2}
\end{equation*}
$$

Equation ( $L^{\mathfrak{a}}$ ) is said to have property $B$ if any solution $u$ of this equation is either oscillatory or satisfies

$$
\begin{equation*}
\left|u^{[i]}(t)\right| \uparrow \infty \quad \text { as } \quad t \rightarrow \infty, \quad i=0,1,2, \tag{3}
\end{equation*}
$$

where the notations $y(t) \downarrow 0$ and $y(t) \uparrow \infty$ mean that $y$ monotonically decreases to zero as $t \rightarrow \infty$ or monotonically increases to infinity as $t \rightarrow \infty$, respectively.

As we already mentioned, there are some interesting relationships between the binomial equations $(E+$ ) and ( $E-$ ), which involve the oscillation and properties A and B. Indeed it is known (see, e.g., [16]) that
(i) $(E+)$ is oscillatory if and only if $(E-)$ is oscillatory.

The same situation does not occur for the equation ( $L$ ) and

$$
(L-) \quad\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}-q(t) x(t)=0
$$

even if $\int^{\infty} p=\int^{\infty} r=\infty$, as the following example shows.
Example 1. - Let $\varepsilon \in(0,1)$ and $T>1$. Consider the equation
$(l \pm) \quad\left(t \ln t\left(\frac{x^{\prime}(t)}{\ln t}\right)^{\prime}\right)^{\prime} \pm \frac{x(t)}{t^{2}(\ln t)^{1+\varepsilon}}=0, \quad t \in[T, \infty)$.
By [4, Theorem 8], $(l+)$ is oscillatory and, by [4, Theorem 5], $(l-)$ is nonoscillatory. Note that here $\int^{\infty} r=\int^{\infty} p=\infty$.

An analogous statement to (i) holds for ( $L$ ) and the adjoint equation ( $L^{\mathfrak{q}}$ ). Indeed it is known that ( $L$ ) is oscillatory if and only if ( $L^{\mathfrak{a}}$ ) is oscillatory (see, e.g., [14]). As regards the equivalence between properties A and B , it is stated by the following theorem which is our main result in this section.

Theorem 1. - (L) has property A if and only if $\left(L^{\mathfrak{a}}\right)$ has property $B$.
To prove this theorem, the following auxiliary results and notations will be needed.

Equation ( $L$ ) is closely related to the following two linear equations obtained by means of an ordered cyclic permutation of functions $p, r, q$

$$
\begin{equation*}
\left(\frac{1}{q(t)}\left(\frac{1}{p(t)} y^{\prime}(t)\right)^{\prime}\right)^{\prime}+r(t) y(t)=0 \tag{e}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{1}{r(t)}\left(\frac{1}{q(t)} z^{\prime}(t)\right)^{\prime}\right)^{\prime}+p(t) z(t)=0 \tag{eC}
\end{equation*}
$$

as the following statements show.

Proposition 1. - If $x$ is a solution of $(L)$, then $x^{[1]}$ is a solution of $\left(L^{e}\right)$ and $x^{[2]}$ is a solution of ( $L^{\text {ee }}$ ).

Similarly, if $u$ is a solution of $\left(L^{a}\right)$, then $u^{[1]}$ is a solution of

$$
\left(L^{\mathfrak{a c}}\right) \quad\left(\frac{1}{q(t)}\left(\frac{1}{r(t)} v^{\prime}(t)\right)^{\prime}\right)^{\prime}-p(t) v(t)=0
$$

and $u^{[2]}$ is a solution of

$$
\left(L^{\mathfrak{a c e}}\right) \quad\left(\frac{1}{p(t)}\left(\frac{1}{q(t)} w^{\prime}(t)\right)^{\prime}\right)^{\prime}-r(t) w(t)=0 .
$$

Proof. - It follows by direct computation.
Denote by $\mathscr{\pi}(L)$ and by $\mathscr{N}\left(L^{a}\right)$ the set of all nontrivial nonoscillatory solutions of ( $L$ ) and ( $L^{\text {a }}$ ), respectively.

In [4] we have proved that ( $L$ ) does not have weakly oscillatory solutions, i.e., solutions such that $x$ is nonoscillatory and $x^{\prime}$ is oscillatory. In addition, if $x$ is nonoscillatory, then $x^{[1]}$ is nonoscillatory and $x^{[2]}$ is nonoscillatory too. In view of this fact the set $\mathscr{N}(L)$ can be divided into the following four classes:

$$
\begin{aligned}
& \mathscr{N}_{0}=\left\{x \in \mathscr{H}(L), \exists T_{x}: x(t) x^{[1]}(t)<0, x(t) x^{[2]}(t)>0 \text { for } t \geqslant T_{x}\right\}, \\
& \mathscr{N}_{1}=\left\{x \in \mathscr{H}(L), \exists T_{x}: x(t) x^{[1]}(t)>0, x(t) x^{[2]}(t)<0 \text { for } t \geqslant T_{x}\right\}, \\
& \mathscr{N}_{2}=\left\{x \in \mathscr{N}(L), \exists T_{x}: x(t) x^{[1]}(t)>0, x(t) x^{[2]}(t)>0 \text { for } t \geqslant T_{x}\right\}, \\
& \mathscr{N}_{3}=\left\{x \in \mathscr{H}(L), \exists T_{x}: x(t) x^{[1]}(t)<0, x(t) x^{[2]}(t)<0 \text { for } t \geqslant T_{x}\right\}
\end{aligned}
$$

and the set $\mathscr{H}\left(L^{a}\right)$ into the following four classes

$$
\begin{aligned}
& \mathscr{N}_{0}=\left\{u \in \mathscr{N}\left(L^{a}\right), \exists T_{u}: u(t) u^{[1]}(t)<0, u(t) u^{[2]}(t)>0 \text { for } t \geqslant T_{u}\right\}, \\
& \mathscr{M}_{1}=\left\{u \in \mathscr{N}\left(L^{a}\right), \exists T_{u}: u(t) u^{[1]}(t)>0, u(t) u^{[2]}(t)<0 \text { for } t \geqslant T_{u}\right\}, \\
& \mathscr{M}_{2}=\left\{u \in \mathscr{N}\left(L^{a}\right), \exists T_{u}: u(t) u^{[1]}(t)<0, u(t) u^{[2]}(t)<0 \text { for } t \geqslant T_{u}\right\}, \\
& \mathscr{M}_{3}=\left\{u \in \mathscr{H}\left(L^{\mathfrak{a}}\right), \exists T_{u}: u(t) u^{[1]}(t)>0, u(t) u^{[2]}(t)>0 \text { for } t \geqslant T_{u}\right\} .
\end{aligned}
$$

Obviously, if $x \in \mathscr{N}(L)$ satisfies (2), then $x$ belongs to the class $\mathscr{N}_{0}$. Similarly, if $u \in \mathscr{N}\left(L^{a}\right)$ satisfies (3), then $u$ belongs to the class $\pi_{3}$. This means that if ( $L$ ) has property A, then $\mathscr{N}(L)=\mathscr{N}_{0}$ and if $\left(L^{\mathfrak{a}}\right.$ ) has property B then $\mathscr{N}\left(L^{\mathfrak{a}}\right)=\mathscr{N}_{3}$.

In addition, if $x \in \mathscr{N}_{0}$, then the quasiderivatives $x^{[i]}, i=0,1,2,3$, have eventually an alternate sign and in the literature they are called Kneser solutions. If $u \in \mathbb{N}_{3}$,
then the quasiderivatives $u^{[i]}, i=0,1,2,3$, have eventually the same sign and are called strongly monotone solutions. Their existence is ensured by the following result.

Proposition 2. - (L) has always a Kneser solution and ( $L^{a}$ ) has always a strongly monotone solution.

Proof. - The result for $(L)$ follows from results of Hartman/Wintner (see [15, p. $506]$ ). The result for ( $L^{\mathfrak{a}}$ ) follows from [17, Lemma 2]. (In this paper conditions $\int_{\infty}^{\infty} p=$ $=\int^{\infty} r=\infty$ are assumed, but in the proof of Lemma 2 such assumptions are not needed.)

REMARK 1. - It is easy to show that if $x \in \mathscr{N}_{0}$ then $x$ verifies

$$
x(t) x^{[1]}(t)<0, \quad x(t) x^{[2]}(t)>0
$$

not only eventually, but also for all $t \geqslant 0$. Indeed, let $x(t)>0, x^{[1]}(t)<0, x^{[2]}(t)>0$ for $t \geqslant T$ and suppose that there exists $t_{1}<T$ such that $x^{\prime}\left(t_{1}\right)=0, x(t)>0$ for $t \in I=$ $=\left(t_{1}, T\right)$. Then $\left(x^{[2]}(t)\right)^{\prime}<0$ on $I$, i.e., $x^{[2]}$ decreases on $I$. Because $x^{[2]}(T)>0$, we have $x^{[2]}(t)>0$ on $I$, which implies that $x^{[1]}$ is increasing on $I$. Because $x^{[1]}(T)<0$, we obtain $x^{[1]}\left(t_{1}\right)=\left(1 / r\left(t_{1}\right)\right) x^{\prime}\left(t_{1}\right)<0$, which is a contradiction. Then $x(t) x^{[1]}(t)<0$ for all $t$. By a similar argument and using Proposition 1 we obtain also $x(t) x^{[2]}(t)>0$ for all $t$.

LEMMA 1. - Let $x, y$ be two linearly independent solutions of $(L)\left[\left(L^{\mathfrak{a}}\right)\right]$. Then

$$
\begin{equation*}
u=x^{[1]} y-x y^{[1]} \tag{4}
\end{equation*}
$$

is a solution of $\left(L^{\mathfrak{a}}\right)[(L)]$ and its quasiderivatives satisfy

$$
u^{[1]}=x^{[2]} y-x y^{[2]}, \quad u^{[2]}=x^{[2]} y^{[1]}-x^{[1]} y^{[2]}
$$

Proof. - Let $x, y$ be two linearly independent solutions of ( $L$ ). By straightforward calculation we get that $u$ is a solution of $\left(L^{\mathfrak{a}}\right)$ and that

$$
u^{[1]}=\frac{1}{p} u^{\prime}=\frac{1}{p}\left(x^{[1]} y-x y^{[1]}\right)^{\prime}=x^{[2]} y-x y^{[2]}
$$

The remainder part of the statement follows by using a similar argument.
Lemma 2. - The following conditions are equivalent:
(i) $\mathscr{N}(L)=\mathscr{N}_{0}$,
(ii) $\mathscr{N}\left(L^{a}\right)=\mathfrak{N}_{3}$.

Proof. - (ii) $\Rightarrow$ (i): By Proposition 2, $\boldsymbol{\pi}_{0} \neq \emptyset$. Assume there exists $j \in\{1,2,3\}$ such that $\mathscr{\pi}_{j} \neq \emptyset$. Let $x \in \mathscr{N}_{0}$ and $y \in \mathscr{H}_{j}$. Wtihout loss of generality we may suppose $x(t)>0, y(t)>0$ for large $t$. Then the function $u$ defined by (4) is a solution of ( $L^{a}$ ) and satisfies, for large $t$,

$$
\begin{array}{ll}
u(t)<0, u^{[1]}(t)>0 & (\text { if } j=1), \\
u(t)<0, u^{[2]}(t)>0 & (\text { if } j=2), \\
u^{[1]}(t)>0, u^{[2]}(t)<0 & (\text { if } j=3) .
\end{array}
$$

This contradicts the fact that all nonoscillatory solutions of $\left(L^{\mathfrak{a}}\right)$ are strongly monotonic solutions.

The claim (i) $\Rightarrow$ (ii) can be proved by using a similar argument as given in the first part.

The following two statements generalize for $n=3$ a result in [23, Theorem 7] which requires $I(r)=\infty$ and $I(p)=\infty$.

Lemma 3. - If there exists $x \in \mathscr{H}_{0}$ such that $\lim _{t \rightarrow \infty} x^{[i]}=0, i=0,1,2$ then

$$
\begin{equation*}
I(q, p, r)=\infty, \quad I(r, q, p)=\infty \quad \text { and } \quad I(p, r, q)=\infty . \tag{5}
\end{equation*}
$$

Proof. - Without loss of generality suppose that $I(q, p, r)<\infty$. Let $x$ be an eventually positive solution of ( $L$ ) which belongs to the class $\mathscr{N}_{0}$ such that $\lim _{t \rightarrow \infty}{ }^{[i]}=0$, $i=0,1,2$. Integrating ( $L$ ) three times in ( $t, \infty$ ), $t$ large, we obtain

$$
x(t)=\int_{i}^{\infty} r(s) \int_{s}^{\infty} p(\sigma) \int_{\sigma}^{\infty} q(\tau) x(\tau) d \tau d \sigma d s \leqslant x(t) \int_{i}^{\infty} r(s) \int_{s}^{\infty} p(\sigma) \int_{\sigma}^{\infty} q(\tau) d \tau d \sigma d s .
$$

Thus

$$
1 \leqslant \int_{t}^{\infty} r(s) \int_{s}^{\infty} p(\sigma) \int_{\sigma}^{\infty} q(\tau) d \tau d \sigma d s .
$$

Then, by interchanging the order of integration, we get a contradiction.
If $I(r, q, p)<\infty[I(p, r, q)<\infty]$, we use Proposition 1 and then considering ( $L^{e}$ ) $\left[\left(L^{\text {ee }}\right)\right]$ we proceed by the same way.

Lemma 4. - i) If there exists $x \in \mathscr{H}_{0}$ such that $\lim _{t \rightarrow \infty} x \neq 0$, then $I(q, p, r)<\infty$.
ii) If there exists $x \in \mathscr{N}_{0}$ such that $\lim _{t \rightarrow \infty} x^{[1]} \neq 0$, then $I(r, q, p)<\infty$.
iii) If there exists $x \in \mathscr{N}_{0}$ such that $\lim _{t \rightarrow \infty} x^{[2]} \neq 0$, then $I(p, r, q)<\infty$.

Proof. - Claim i). Let $x$ be an eventually positive solution of $(L)$ in the class $\mathscr{N}_{0}$ such that $\lim _{t \rightarrow \infty} x(t)=x(\infty)>0$. Hence there exists $T \geqslant 0$ such that $x(t)>0$, $x^{[1]}(t)<0, x^{[2]}(t)>0$ for all $t \geqslant T$. Three cases are possible:
I) $I(p)<\infty, \quad I(r)<\infty$
II) $I(p)=\infty, \quad I(r)<\infty$
III) $I(r)=\infty$.

CASE I). Integrating ( $L$ ) in ( $t, \infty$ ), $t>T$, we obtain

$$
x^{[2]}(t)=x^{[2]}(\infty)+\int_{t}^{\infty} q(s) x(s) d s \geqslant x^{[2]}(\infty)+x(\infty) \int_{t}^{\infty} q(s) d s
$$

Then $I(q)<\infty$ and so $I(q, p, r)<\infty$.
CASE II). First let us show that $I(p)=\infty$ implies $x^{[2]}(\infty)=0$. Because $\left(x^{[2]}(t)\right)^{\prime}=$ $=-q(t) x(t)<0$ for $t>T, x^{[2]}$ is an eventually positive decreasing function. Assume $x^{[2]}(\infty)>0$. Then $x^{[2]}(t)>x^{[2]}(\infty)$ for $t>T$. By integrating we get

$$
x^{[1]]}(t)>x^{[1]}(T)+x^{[2]}(\infty) \int_{T}^{t} p(s) d s
$$

which gives a contradiction as $t \rightarrow \infty$, because $x^{[1]}$ is negative. Thus $x^{[2]}(\infty)=0$. Integrating ( $L$ ) twice in ( $t, \infty$ ), $t>T$, we obtain

$$
\begin{aligned}
& x^{[1]}(t)=x^{[1]}(\infty)-\int_{t}^{\infty} p(s) \int_{s}^{\infty} q(\sigma) x(\sigma) d \sigma d s \leqslant \\
& \quad \leqslant x^{[1]}(\infty)-x(\infty) \int_{t}^{\infty} p(s) \int_{s}^{\infty} q(\sigma) d \sigma d s=x^{[1]}(\infty)-x(\infty) \int_{t}^{\infty} q(\sigma) \int_{t}^{\sigma} p(s) d s d \sigma .
\end{aligned}
$$

Then $I(q, p)<\infty$ and so $I(q, p, r)<\infty$.
CASE III). Using a similar argument as given in the case II), we get that $I(r)=\infty$ implies $x^{[1]}(\infty)=0$. Integrating $(L)$ three times in $(t, \infty), t>T$, we obtain

$$
x(t) \geqslant x(\infty)+x^{[2]}(\infty) \int_{t}^{\infty} r(s) \int_{s}^{\infty} p(\sigma) d \sigma d s+x(\infty) \int_{t}^{\infty} r(s) \int_{s}^{\infty} p(\sigma) \int_{\sigma}^{\infty} q(\tau) d \tau d \sigma d s
$$

and then, by interchanging order of integration, we get $I(q, p, r)<\infty$.
Finally claim ii) [iii)] may be proved by considering $\left(L^{\mathfrak{C}}\right)\left[\left(L^{\mathfrak{e}}\right)\right]$ instead of $(L)$ and by using a similar argument.

Proof of Theorem 1. - First we prove that
(a) if $(L)$ has property $A$, then $\left(L^{\mathfrak{a}}\right)$ has property $B$.

Since $(L)$ has property A, $\mathscr{N}(L)=\mathscr{N}_{0}$ and, in view of Lemma $2, \mathscr{N}\left(L^{a}\right)=\mathscr{N}_{3}$. By Proposition $2, \mathbb{M}_{3} \neq \emptyset$. Let $u \in \mathscr{H}_{3}$, e.g. there exists $T \geqslant 0$ such that $u^{[i]}(t)>0$ for $t>T$ and $i=0,1,2$. Suppose that ( $L^{\mathfrak{a}}$ ) does not have property B, i.e., there exists $i \in\{0,1,2\}$ such that $u^{[i]}$ is bounded.

First, let $u^{[2]}$ be bounded. By Proposition 1, $w=u^{[2]}$ is a solution of ( $L^{\text {ace }}$ ), i.e.,
$\left(L^{\text {aeg }} \quad\left(\frac{1}{p(t)}\left(\frac{1}{q(t)} w^{\prime}(t)\right)^{\prime}\right)^{\prime}-r(t) w(t)=0\right.$,
and $w^{[1]}=u, w^{[2]}=u^{[1]}$. Then $w^{[i]}(t)>0$ for $t \geqslant T, i=0,1,2$ and $w$ is bounded. Thus there exist $k_{i}>0, i=1,2$, such that

$$
\begin{equation*}
0<k_{1} \leqslant w(t) \leqslant k_{2} \quad \text { for } t \geqslant T . \tag{6}
\end{equation*}
$$

Integrating ( $L^{\text {ace }}$ ) three times on $[T, t]$ we have

$$
\begin{align*}
w(t)=w(T)+w^{[1]}(T) \int_{T}^{t} q(s) d s+w^{[2]}(T) \int_{T}^{t} q(s) & \int_{T}^{s} p(\sigma) d \sigma d s+  \tag{7}\\
& +\int_{T}^{t} q(s) \int_{T}^{s} p(\sigma) \int_{T}^{\sigma} r(\tau) w(\tau) d \tau d \sigma d s
\end{align*}
$$

Because $u^{[i]}(T)>0, i=1,2$, from (6) and (7) we obtain

$$
\begin{equation*}
k_{1} \int_{T}^{t} q(s) \int_{T}^{s} p(\sigma) \int_{T}^{\sigma} r(\tau) d \tau d \sigma d s \leqslant w(t) \leqslant k_{2} . \tag{8}
\end{equation*}
$$

From Proposition 2, ( $L$ ) has a Kneser solution. Since ( $L$ ) has property A, any Kneser solution satisfies (2). Thus, by Lemma 3, the integral on the left side of (8) is divergent, which gives a contradiction.

If $u^{[1]}[u]$ is bounded, in view of Proposition 1, we consider $\left(L^{\text {ae }}\right)\left[\left(L^{\text {a }}\right)\right]$ instead of $\left(^{\text {ace }}\right)$. Using a similar argument as above and Lemma 3 we get again a contradiction. Hence claim (a) is proved.

In order to complete the proof let us show that
(b) if $\left(L^{a}\right)$ has property $B$, then $(L)$ has property $A$.

Since $\left(L^{\mathfrak{a}}\right)$ has property B then $\mathscr{N}\left(L^{\mathfrak{a}}\right)=\mathfrak{N}_{3}$. From Lemma 2 and Proposition 2 $\mathscr{x}(L)=\mathscr{N}_{0} \neq \emptyset$. Assume that there exists a Kneser solution $x$ such that for some $i \in\{0,1,2\}, \lim _{t \rightarrow \infty} x^{[i]}(t)=c \neq 0$.

First suppose that $\lim _{t \rightarrow \infty} x(t)=c \neq 0$. Then by Lemma 4 we have

$$
\begin{equation*}
\int_{0}^{\infty} q(t) \int_{0}^{t} p(s) \int_{0}^{s} r(\tau) d \tau d s d t<\infty \tag{9}
\end{equation*}
$$

so also $I(q)<\infty$ and $I(q, p)<\infty$.
Let $w$ be a nonoscillatory solution of ( $L^{\text {ace }}$ ). Without loss of generality we may assume that $w$ is eventually positive. In view of Proposition 1, there exists a solution $u$ of ( $L^{\mathfrak{a}}$ ) such that $w=u^{[2]}$. Since $\left(L^{\mathfrak{a}}\right)$ has property B, $u$ satisfies (3): hence $w$ tends to infinity as $t \rightarrow \infty$ and there exists $T \geqslant 0$ such that $w^{[i]}(t)>0$ for all $t \geqslant T$. In view of (9) we can take $T$ such that

$$
\begin{equation*}
\int_{T}^{\infty} q(t) \int_{T}^{t} p(s) \int_{T}^{s} r(\sigma) d \sigma d s d t<1 \tag{10}
\end{equation*}
$$

For brevity denote

$$
\begin{gathered}
f(t)=w(T)+w^{[1]}(T) \int_{T}^{t} q(s) d s+w^{[2]}(T) \int_{T}^{t} q(s) \int_{T}^{s} p(\sigma) d \sigma d s, \\
g(t)=\int_{T}^{t} q(s) \int_{T}^{s} p(\sigma) \int_{T}^{\sigma} r(\tau) d \tau d \sigma d s .
\end{gathered}
$$

Integrating ( $L^{\text {aee }}$ ) three times on [ $T, t$ ) and taking into account that $w$ is a nondecreasing function, it follows from (7)

$$
w(t) \leqslant f(t)+w(t) g(t) .
$$

Then

$$
w(t) \leqslant \frac{f(t)}{1-g(t)} .
$$

From (10) and the boundedness of $f$ we get that $w$ is bounded, which yields a contradiction.

If $\lim x^{[1]}(t)=c \neq 0 \quad\left[\lim x^{[2]}(t)=c \neq 0\right]$ then by Lemma $4 \quad I(r, q, p)<\infty$ $[I(p, r, q)<\infty]$. Taking $w$ as a solution of $\left(L^{\mathfrak{a c}}\right)\left[\left(L^{\mathfrak{d}}\right)\right]$, and using a similar argument as above we obtain again a contradiction with the boundedness of $w$. Hence also claim b) is proved and the proof is now complete.

From Theorem 1 we obtain the following:
Corollary 1. - If $(L)$ has property $A$, then $\left(L^{e}\right),\left(L^{\text {ee }}\right)$ have property $A$ and $\left(L^{\mathfrak{a}}\right)$, ( $\left.L^{\text {ae }}\right)$, ( $L^{\text {ace }}$ ) have property $B$.

Proof. - Let $y$ be a nonoscillatory solution of $\left(L^{\text {e }}\right)$. It is easy to show that $x=y^{[2]}$ is a nonoscillatory solution of $(L)$ and $x^{[1]}=y, x^{[2]}=y^{[1]}$. Because $(L)$ has property A, the function $x$ verifies (2) and so also ( $L^{\mathcal{C}}$ ) has property A. A similar argument holds for $\left(L^{\text {ee }}\right)$. Finally the remainder part of the assertion follows from Theorem 1.

We remark that the argument, which is employed in the proof of Theorem 1, gives us also the following result:

Corollary 2. - Every Kneser solution $x$ of (L) satisfies $\lim _{t \rightarrow \infty} x^{[i]}(t)=0$ for $i=0,1,2$ if and only if every strongly monotone solution $u$ of $\left(L^{a}\right)$ satisfies $\lim _{t \rightarrow \infty} u^{[i]}(t)=\infty$ for $i=0,1,2$.

## I.2. Some applications.

(i) Classification of equations having property $\mathrm{A}[\mathrm{B}]$ involves both oscillatory properties of solutions and asymptotic behavior of nonoscillatory ones. The natural question which arises is whether or not property $\mathrm{A}[\mathrm{B}]$ ensures the existence of both types of solutions occuring in its definition.

The existence of a nonoscillatory solution of $(L)\left[\left(L^{a}\right)\right]$ occuring in definition of property $A[B]$ is ensured by Proposition 2. As concerns the existence of oscillatory solutions, for the binomial equation we have (see, e.g., [16]):
(i) $(E+)$ is oscillatory if and only if $(E+)$ has property A,
(i') ( $E-$ ) is oscillatory if and only if ( $E-$ ) has property B.
The following example shows that this equivalence fails for the complete equation ( $L$ ).

Example 2. - Consider the equation ( $l+$ ) given in Example 1. Then $(l+)$ is oscillatory and by [23] it has a Kneser solution tending to a nonzero constant, thus ( $l+$ ) does not have property A, see also [3]. Similarly the equation ( $T>1$ )

$$
\begin{equation*}
\left(\ln t\left(\frac{x^{\prime}(t)}{t \ln t}\right)^{\prime}\right)^{\prime}-\frac{x(t)}{t^{2}(\ln t)^{1+\varepsilon}}=0, \quad t \in[T, \infty) \tag{a}
\end{equation*}
$$

is oscillatory and, from Theorem 1, it does not have property B.
Proposition 2 and the following theorem show that property A [B] ensures existence of both types of solutions occurring in its definition.

Theorem 2. - If ( $L$ ) has property $A\left[\left(L^{a}\right)\right.$ has property $\left.B\right]$ then it is oscillatory.

Proof. - i) Let ( $L$ ) have property A. Then any solution is either oscillatory or Kneser.

From this and Remark 1 it follows that a solution $x$ with the initial condition

$$
x(0) x^{\prime}(0)>0
$$

is oscillatory.
ii) Let $\left(L^{\mathfrak{a}}\right)$ have property B. Then by Theorem $1,(L)$ has property A and, from claim (i), ( $L$ ) is oscillatory. Then its adjoint equation is oscillatory too.

Remark 2. - If $\int^{\infty} r=\int^{\infty} p=\infty$, then Theorem 2 follows from Theorems 6 and 7 in [7].
(ii) In the literature there are many papers devoted to property A or B independently. Theorem 1 enables us to apply criteria on property A to obtain criteria on property B and vice versa. For example, by using criteria ensuring that ( $L$ ) has property A, which we stated in [3], we immediately get the following criteria for property B:

Theorem 3. - Let one of the following conditions be satisfied:
(i) $I(r)=I(p)=I(q, r)=I(q, p)=\infty$,
(ii) $I(p)=I(q)=I(r, p)=I(r, q)=\infty$,
(iii) $I(r)=I(q)=I(p, q)=I(p, r)=\infty$,
(iv) $I(p)=\infty, I(q, p)<\infty$ and

$$
\int_{0}^{\infty} r(t)\left(\int_{i}^{\infty} q(s) d s\right)\left(\int_{t}^{\infty} p(s) \int_{s}^{\infty} q(\tau) d \tau d s\right) d t=\infty,
$$

(v) $I(q)=\infty, I(r, q)<\infty$ and

$$
\int_{0}^{\infty} p(t)\left(\int_{t}^{\infty} r(s) d s\right)\left(\int_{t}^{\infty} q(s) \int_{s}^{\infty} r(\tau) d \tau d s\right) d t=\infty,
$$

(vi) $I(r)=\infty, I(p, r)<\infty$ and

$$
\int_{0}^{\infty} q(t)\left(\int_{t}^{\infty} p(s) d s\right)\left(\int_{t}^{\infty} r(s) \int_{s}^{\infty} p(\tau) d \tau d s\right) d t=\infty
$$

Then ( $L^{\text {a }}$ ) has property $B$.
Proof. - It follows from Theorem 1 and [3, Theorems 4 and 5].

Remark 3. - If the condition (i) of Theorem 3 holds, then, by interchanging functions $p, r$ in $(L)$, we obtain that in this case $(L-)$ has also property B .

Remark 4. - Other papers, where criteria for properties A, B were separately studied or proved, are, e.g., [17] (here property B is studied for general $n$ ) and the recent papers [18, 19].

It is also worth to note that our Theorem 3 is applicable in some cases in which the above quoted results fail. For instance, consider the equation
$(e \pm) \quad\left(\frac{1}{\ln t}\left(\frac{1}{\ln t} x^{\prime}(t)\right)^{\prime}\right)^{\prime} \pm \frac{1}{t^{2}} x(t)=0, \quad t>1$.
By Theorem 3-i), $(e+$ ) has property A and ( $e-$ ) has property B, but Theorem 3.1 in [18] fails. Similarly, by Theorem 3-iv), the equation ( $L$ ) with $p=1, r=t^{2}$ and $q=1 / t^{3}$ has property A, but in this case Theorem 4.1 in [18] fails.

## Part II. Nonlinear equation.

Here we use the results from Part I to study jointly property A and B for nonlinear equations

$$
\begin{align*}
& \left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t) f(x(t))=0  \tag{N}\\
& \left(\frac{1}{r(t)}\left(\frac{1}{p(t)} u^{\prime}(t)\right)^{\prime}\right)^{\prime}-q(t) f(u(t))=0
\end{align*}
$$

when $(H 1)-(H 2)$ are assumed.
Any solution of ( $N$ ) is said to be proper, if it is defined on $R_{+}$and nontrivial in any neighbourhood of infinity. A proper solution is said to be oscillatory (nonoscillatory) if it has (does not have) arbitrarily large zeros.

Equation ( $N$ ) is said to have property $A$ if any proper solution $x$ of this equation is either oscillatory or satisfies

$$
\begin{equation*}
\left|x^{[i]}(t)\right| \downarrow 0 \quad \text { as } \quad t \rightarrow \infty, \quad i=0,1,2 . \tag{1}
\end{equation*}
$$

Equation ( $N^{\mathfrak{a}}$ ) is said to have property $B$ if any proper solution $u$ of this equation is either oscillatory or satisfies

$$
\begin{equation*}
\left|u^{[i]}(t)\right| \uparrow \infty \quad \text { as } \quad t \rightarrow \infty, \quad i=0,1,2 . \tag{2}
\end{equation*}
$$

It follows from (H1), (H2) and [1, Lemma 1 and Theorem 1] that all proper nonoscillatory solutions $x$ of ( $N$ ) belong to the four classes $\mathscr{x}_{i}, i=0,1,2,3$, and all proper nonoscillatory solutions $u$ of ( $N^{\mathfrak{a}}$ ) belong to $\mathscr{N}_{i}, i=0,1,2,3$, defined in Part I.

Lemma 5. - Assume (H1) and (H2). If $I(r)=\infty[I(p)=\infty]$, then for every solution $u$ of $\left(N^{\mathfrak{C}}\right)$ such that $u \in \mathfrak{N}_{3}$ we have $u^{[1]}(\infty)=\infty[u(\infty)=\infty]$.

Proof. - Let $u$ be a solution of $\left(N^{\mathfrak{a}}\right)$ which belongs to the class $\mathscr{M}_{3}$. Without loss of generality we may assume that there exists $T_{u}$ such that $u^{[i]}(t)>0$ for all $t \geqslant T_{u}$, $i=0,1,2$. Then, from $\left(N^{\mathfrak{a}}\right)$, the functions $u^{[i]}, i=0,1,2$, are increasing for all $t \geqslant T_{u}$. Because $u^{[2]}(t)=(1 / r(t))\left[u^{[1]}(t)\right]^{\prime}$, we have

$$
u^{[1]}(t)=u^{[1]}\left(T_{u}\right)+\int_{T_{u}}^{t} r(s) u^{[2]}(s) d s \geqslant u^{[2]}\left(T_{u}\right) \int_{T_{u}}^{t} r(s) d s
$$

As $t \rightarrow \infty$ we get the first assertion.
Similarly it follows the second one.
Using Lemma 5 we can prove the comparison theorem between the linear equation
$\left(L_{k}\right) \quad\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+k q(t) x(t)=0, \quad k>0$
and nonlinear equations $(N),\left(N^{\mathfrak{a}}\right)$.
Theorem 4. - Assume $(H 1),(H 2)$ and $I(r)=I(p)=\infty . I f\left(L_{k}\right)$ has property A for every $k>0$, then $(N)$ has property $A$ and $\left(N^{\mathfrak{a}}\right)$ has property $B$.

Proof. - a) Let us prove that ( $N$ ) has property A.
Let $x$ be a proper nonoscillatory solution of $(N)$ defined on $\left[t_{0}, \infty\right)$. Suppose that $x$ is eventually positive, i.e., there exists $T \geqslant t_{0}$ such that $x(t)>0$ for $t \geqslant T$. Then, from a result in [22], we have

$$
\begin{equation*}
x \in \mathscr{N}_{0} \cup \mathscr{N}_{2} \tag{11}
\end{equation*}
$$

and $x \in \mathscr{N}_{0}$ satisfies $x^{[i]}(\infty)=0, i=1,2$.
Suppose that $(N)$ does not have property A. Then either $x \in \mathscr{N}_{2}$ or $x \in \mathscr{N}_{0}$ satisfying $\lim _{t \rightarrow \infty} x(t)=l>0$. Then there exists $c>0$ such that

$$
\begin{equation*}
x(t) \geqslant c>0 \quad \text { for } t \text { sufficiently large. } \tag{12}
\end{equation*}
$$

Consider the following equation, which is obtained by linearization of ( $N$ ),
$\left(L_{f}\right)$

$$
\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} v^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t) \frac{f(x(t))}{x(t)} v=0
$$

Then $v=x$ is a nonoscillatory solution of $\left(L_{f}\right)$ for $t$ sufficiently large.

In view of (12) and the continuity of $f$, there exists $K$ such that

$$
\begin{equation*}
\frac{f((x(t))}{x(t)} \geqslant K \quad \text { for } x(t)>0 \text { and } t \text { sufficiently large. } \tag{13}
\end{equation*}
$$

Since ( $L_{k}$ ) has property $A$ for every $k>0$, by a classical comparison theorem (see, e.g., [6]), also ( $L_{f}$ ) has property $A$. It means that every solution $v$ of $\left(L_{f}\right)$ is either oscillatory or a Kneser solution tending to zero for $t \rightarrow \infty$. Being $v=x$ a nonoscillatory solution of ( $L_{f}$ ), this contradicts (12).
b) Let us prove that ( $N^{a}$ ) has property B.

Let $u$ be a proper nonoscillatory solution of ( $N^{a}$ ) defined on $\left[t_{0}, \infty\right)$. Suppose that $u$ is eventually positive. Then, by a result in [22] (see also [16]), we have

$$
u \in \mathscr{N}_{1} \cup \mathscr{N}_{3},
$$

and $u \in \mathscr{N}_{3}$ satisfies $u^{[i]}(\infty)=\infty, i=0,1$. It means that $u$ is eventually increasing and so $u(t) \geqslant c>0$ for all large $t$. Suppose that ( $N^{a}$ ) does not have property B, i.e., either $u \in \mathbb{N}_{1}$ or $u \in \mathscr{N}_{3}$ and $u^{[2]}(\infty)$ is bounded. Using the same linearization method as above and taking into account Theorem 1, we obtain a contradiction with the fact that $\left(L_{k}\right)$ has property A for every $k>0$.

Remark 5. - Unlike other comparison results (see, e.g., [6], [9]), Theorem 4 does not require assumptions on growth of the nonlinearity in the whole $\boldsymbol{R}$.

Theorem 4 together with integral criteria ensuring property A for $\left(L_{l}\right)$ gives the following result.

Corollary 4. - Assume (H1) and (H2). Then ( $N$ ) has property $A$ and ( $N^{a}$ ) has property $B$ in the case any of the following conditions is satisfied:
(i) $I(r)=I(p)=I(q, r)=I(q, p)=\infty$,
(ii) $I(p)=\infty, I(q, p)<\infty$ and

$$
\int_{0}^{\infty} r(t)\left(\int_{t}^{\infty} q(s) d s\right)\left(\int_{t}^{\infty} p(s) \int_{s}^{\infty} q(\tau) d \tau d s\right) d t=\infty .
$$

Proof. - From Theorem 3 it follows that $\left(L_{k}\right)$ has property A for every $k>0$. Now Theorem 4 yields the assertion.

A typical example when Corollary 4 can be applied is the Emden-Fowler equation

$$
\begin{equation*}
\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t)|x|^{\lambda} \operatorname{sgn} x=0, \quad \lambda>1 \tag{E-F}
\end{equation*}
$$

Corollary 5. - Let one of the conditions (i)-(ii) of Corollary 4 be satisfied. Then (E-F) has property $A$ and equation

$$
\left(\frac{1}{r(t)}\left(\frac{1}{p(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}-q(t)|x|^{\lambda} \operatorname{sgn} x=0, \quad \lambda>1
$$

has property $B$.
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