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Sunto. - Si prova l'esistenza eli punt i  critici di /unzionali the non verificano la co~dizione (PS). 
I teoremi astratti vengono applicati per trovare soluzioni periodiche di sistemi dinamici con 
potenziali sia limitati sia con singolarith. 

O. - I n t r o d u c t i o n .  

This paper has two main purposes: first, to prove the existence of T-periodic 

solutions of n-dimensional dynamical  systems like 

(0A) -- ~ = ~Tad~ V(t ,  y) ,  

with potential  V which (is T-periodic in t and) has singularities; second, to s tudy 

the critical points of functionMs whose Euler equations are (0.1). More precisely, 

the kind of functionMs we are interested in are tha t  ones of the form 

(0.2) /(u) = �89 (A~+, u) + g(u) , 

where A is a linear selfadjoint operator acting on a t t i lbert  space E, ( . , . )  denotes 

the scalar product  in E and g is a nonlinear C 1 map. 

The main specific features of / are: 

(a) A has a kernel X with n - ~  d i m  X <  c+ and, roughly, both g(x) and 

gr~d g(x) ~ 0 as x ~ X and i]x][~ -> cr 

(b) g (and hence /) are possibly defined on an open subset A of E. 
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As a consequence of (a), / does not satisfy t.he compactness condition introduced 
by  Palais and SmMe (see w 1). Actual ly here we show tha t  c == 0 is the only level 

where PS fails to hold. 
The idea to overcome such a lack of compactness is the following: under  some 

mild assumptions involving, roughly, the behgviour of g]x at infinity, we are able 
to prove tha t  the level set { /de}  is topologically equivalent to an n-dimensional 
sphere. This enables us to find critical points for ] on A, via Morse type  arguments.  
I f  A is a proper  subset of E~ a control  on the behaviour  of ] on ~A is needed; on the 
othe hand, our approach permits  to take advantage of the  possibly rich topo]ogicM 
structure of A: for example,  if A has infinitely m an y  non tr ivial  homology groups, 
then we show tha t  j has infinitely m an y  critical points on A. 

The abstract  sett ing is contained in Pa r t  I ,  consisting of sections 1, 2 and 3: 
in w 1 we list the preliminaries, while w 2 and w 3 contain the theorems on the 

existence of criticM points of / under two different kinds of assumptions at infinity 
for glx. 

The results of Par t  I are applied in Pa r t  I I  to find periodic solutions of (0.1). 
More precisely, we assume V: R • D -> R (~  open subset of R ") is / ' -periodic in t 
and is such tha t :  

(0.3) V(t, y) -+ 0 and ~ a d  V(t~ y) ~ 0 as ]Yl -+ ~ ,  

and look for T-periodic solutions of (0.1) as critical points of 

(o.~) 
T 

0 0 

on A = {u c H~,2(S ~, R"): u ( t ) c  D}. The functional  / in (0.4) is of the form (0.2) 
and exhibits (a) and (b), so tha t  the abstract  results apply. After  dealing in w 5 
with bounded potentiMs (i.e. L2 = R" and A = HI,~), we consider in w 6, 7 the situa- 
we are mainly  interested in: when s has a compact  boundary  ~t9 and V(t, y) --> 
- ~ -  co as y -~ ~s In  such a case A has a r icher  topological s t ructure and the 
stronger criticM points theorems of Pa r t  I can be employed provided a fur ther  condi- 
t ion on the behaviour  of V near ~Q is assumed; namely  tha t  g r a d  V(t ,y)  is a 
(( strong force ~) in the sense of Go~Do~ [16]. The kind of results we can prove are 
i l lustrated by  the following example:  if s = R ~ { 0 }  (n>2) ,  and V(t, y) behaves 
like -- Ixl -~ with ~ > 2  near x. = 0 and like d=Ixl -,s with/~ > 0 as Ixl -~ 0% then  (0.1) 

has infinitely many  / ' -periodic solutions. 
According to the Abstract  Setting, we point  out t ha t  in the applications to (0.1) 

only asymptot ic  conditions on V are required. 
In  the last section (w 7) we short ly discuss extensions to cover autonomous 

systems, i.e. to the case when V is does not  depend on t. 
Papers  somewhat related to  ours are [6; 9; 10; 12; 13; 16; 17; 18; ...]. We refer 
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to Remarks  3.6, 5.5 and 6.8 for comparison with those papers, t i e re  we would like 
to spend few words to indicate the differences with [12] and [16]. 

The idea to  overcome the lack of PS evaluating direct ly the topology of {i~e} 
has been first used in [12], even if in a part icular  case. Actually~ Par t  I here furn- 
ishes a general abstract  tool which can be used to s tudy  the specific problem of [12]. 

In  [16], the definition of (( strong force )) has been first introduced. The main 
difference with the present  paper  is tha t  Gordon assmnes OD is complicated 
enough, in such a way tha t  the corresponding A splits in components where the 
functional  f is coercive. In  part icular  no lack of PS arises in [16]. For  example,  in 
the case listed before (i.e. D = R"~(0}) ,  Gordon's result  applies only if n = 2 

(see also [9, 10, 18]). 
Some results and the main ideas of this paper  have been presented at  the meet ing 

<~ Recent  developements in Iqamiltonian systems )>, held at  L'Aquila,  i ta ly ,  June  
1986 [2]. At tha t  meet ing we learned tha t  G~ECO [19] had meant ime proved the 
existence of one periodic solution for (0.1) with singular potentials of the type  we 

s tudy in Theorems 6.3 and 7.1. 

P ~  I:  ABSTRACT S E T T I N G  

1. - N o t a t i o n s  and pre l iminar ies .  

In  this section we will s tate  some basic tools and results in critical point and 
Morse theory.  Such results are essentia.lly known even if not  in the specific way 

we shall need in the following. 
Let  E be a I t i lber t  space with scalar product  ( . , . )  and norm i[" ]l- We will deal 

in the following with funetionMs ] wich are possibly defined on an open subset A 
of E.  We denote by  ~A the (possibly empty)  boundary  of A. We also set 

I f  J ~ CI(A; R), we set f'(u) = grad / (u) ,  Z(]) = {u ~ A: fl(u) = 0}, and, for e ~ R~ 

zo(/) = {~ e z(I): f(u) - -  c}, {f< c) = { ~ A :  f(~)< c}, {f<c} = { ~ A :  f(~)<c}, {a< 
<<]<b} = ( u ~ A :  a<J(u)<<.b}, etc. We will also abbreviate  f~=  {f<e}. 

I f  S is a subset of A~ we say tha t  f satisfies the PS (Palais-Smale) condition on S 
if for every  sequence {uh} in S such tha t  f(u~) is bounded and fl(uh) --> 0 there  exists a 

converging subsequence u~,-~ u ~ A. 
We will often refer to the steepest descent flow associated to a functional  f. This 

is, essentiMly~ the flow defineted by  the differential equatio~ x ' = -  fl(x). We will 
not  enter  here in the detMls of the construction of such a flow; we only recM1 its 

properties which we will need in the paper. 

PROP0SITIO:N 1.1. -- ;Let A be an open subset of a t~ilbert space E,  and let 

] ~ CI(A; R) be bounded h'om below on A and such tha t  J(u) -+ + c~ as u --> ~A. 
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Then the re  exists ~ E C(R + • A) (the steepest descent flow) such tha t  the funct ion 

1(~](., u)) is not  increasing. 

PRooF. - See [21]. .'. 

We will say tha t  a subset Y of a Hi lber t  space E is positively invariant under  

the steepest descent flow or, simply, posit ively invariant  if v(t, y) E Y, Vy e Y, Vt~ 0. 

PItOPOSlTIO-~ 1.2. - Let  A be an open subset of ~ Hilber t  space E,  and let I e 

C~(A; R) be bounded from below on A and such that  I(u) -'~ ~ ~ as u -+ ~A. 
Let  Y be a closed subset of A such tha t  Y is posit ively invariant  ~nd PS holds for i 

in Y. Then it  exists u ~ Y such tha t  I(~e) : rain (I(u) : u e Y}. 

P~OOF. - The proof is the usual one (see [21], [20]). We only point  out  tha t  the 

deformation arguments  can be carried over in our setting because: (i) Y is posit ively 
invariant ;  (ii) since :Y is closed and PS holds in Y, then  Ya, b e R, with Z ( I ) n  
n { a < f < b } n Y - - O ,  3 ~ > 0  such tha t  l]i'(u)!]>>.d, V u e { a < I < b } n Y .  .'. 

Essential ly using the same arguments ,  one can prove:  

PROPOSlTI0~ 1.3. -- Let  A be an open subset of a Hilber t  space E,  and let 
t e  CI(A; R) be such tha t  ](u) --~ + oo as u --7 ~A. I f  PS  holds in (a<]<b} (where 
- -  co < a < b < +  ~ ) ,  and Z(] )n  (a<f<b}  = 0, then  ]~ is a deformation re t ract  of 
]L 5ioreover,  if Y is a closed and posit ively invariant  subset of A such tha t  PS holds 
in Y A  {a<l<b} and Z( / )A  { a < / < b }  n Y ==- 0, t hen  t~n Y is a deformation re t rac t  

of ]0n Y. 

PROOF. - See [20, Lemma 3 . 3 . - a ) ,  b)] and the proof of Proposit ion 1.2. .'. 

Wi th  H . (A) ,  (H,.(A, B), A ~ B) we will indicate the Singular Homology groups 

of the topological space A (of the couple of topological spaces (A, B)). F ro m  proposi- 
t ion 1.3. it follows that ,  if PS holds in {a<i<b} (where - - c ~ <  a < b < ~  c~), and 
z(J) n {a<J<b} = 0, then  

(1.1) H . ( f )  -- H,(Ib). 

5[oreover:  

PlgOPOSITION ] .4. - Let  ] e C"(A; R) be such tha t  ](u) -~ d- c~ as u -> ~A and 
let Y be a closed, positively invariant  subset of A. Suppose: a) I satisfies PS in 
{ a < f < b } n Y ,  with - - o o < a < b < d - c ~ ;  b) Z ( / ) n { a < f < ~ b } n Y  is compact  (if 
b < ~- c~ this follows from a)); c) Z(])~ ~ ( { a < l < b } n  Y) -~ 0; d) f is Fredholm of 
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index 0 in Z(])(3 {a<]<b}(~ Y. Then 3 q ' e N  such tha~ 

(1.2) 

P~ooF. - Since PS holds in {a<~f<b} c~ Y, and Z([) .~ {a<]<b} (~ ~ is compac t  

we can use [20, thin. 2,2] to deduce the existence of g for which: (i) a), b) and  e) hold; 

(if) g is close to  ] in the C ~ norm and differs f rom t only in a small  neighborhood of 

the critical points ;  (iii) g has only a finite number  of nondegenerate  critical points 
in { a < g < b } n  Y. F r o m  (if) it follows tha t  Y is posi t ively invar ian t  for g, too. 

F r o m  this fact ,  and well known results of Norse  theory  (see, for example  [7, thin. B]) 

it follows ( taking into account  also the proof of Proposi t ion 1.2) tha t  (1.2) holds 

for g. Since f rom (if) one deduces t ha t  J~(3 Y = g~n Y and j~(3 Y = g~n  It, the  

Proposi t ion follows. .'. 

F r o m  this Proposi t ion we deduce 

PI~oPoslTIO~ 1.5. - Le t  A be an open set of a Hilber~ space E,  and let ] e O'S(E; 1t) 
be Fredho lm of index 0 and such tha t  ](u) -~ + c~ as ~ --> ~A. Moreover  suppose ] 

satisfies PS in the  set {]>~e}, Ve > O. 

(i) if 3s*: H,(] ~*) r H~(A), then  Z(]) (n {/~>e*} =/= 0; 

(if) if: 

(A) H~(A) :/: 0 for infinitely m a n y  q e N ,  

while 3e* > 0, 3q~e N such tha t  H~(] ~) -~ 0, gq~>q~, Ve e ]0, e*], then  [ has infinitely 

m a n y  critical points.  

PROOF. -- (i) Suppose Z(J)~ { ] > s * } - - 0 .  Then f rom (1.1) it follows H~(A)=_ 
8* ~- H~(] ), Vq e N, a contradiction.  

(if) Suppose, by  contradict ion,  tha t  Z(J) is finite and take  s e ]0, s*] such 

tha t  Z ( j ) =  0. F r o m  the assumptions  and using Proposi t ion 1.4 with a- - - -s  and 

b = + c~ one finds qo.> 0: 

a contradiction.  .'. 

RE~AI~I~ 1.6. - Actual ly  a stronger result  can be obtained:  suppose the assump- 

t ions of Proposi t ion 1.5 - (if) hold. Fur ther ,  suppose Z~(]) -- 0 for some e e ]0, e*]. 

Then ] has infinitely m a n y  critical points uh such t ha t  ] ( ~ )  --> + c~. 
I n  fact  if sup {J(u): ~t e z(j)} ~_ a < + c~, then,  applying Proposi t ion 1.4 with 

b = ~ @ 1 and  a = e, we reach a contradict ion as before. .'. 
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2. - E x i s t e n c e  o f  c r i t i ca l  p o i n t s :  a f irst  case .  

2.a. The PS  condition. 

We will deal here with functionals ] e CI(A; R)  of the form 

](~) = �89 (Au, ~) + g(u), 

where A: E - ~  E and g: A -~ R satisfy the assumptions listed below. Firs t  of all: 

A1. A is a linea.r bounded se]fadjoillt operator in E with finite dimensional kernel:  

X -~ Ker  A ~ d i m X  ~ n < ~ .  

Vx e X~ the norm [!xll will be simply denoted (according to the notat ion of P~rt  II) ,  
by  !x i. Denote4 by  W the orthogonal complement  to X~ one has 

E = x o w .  

I f  P indicates the  orthogona.1 projection onto X, we will set 

~ u ~  J ~  ~ W u ~  ' ~ - -  X~. 

If  no confusion arises, the subscript u will be omitted. We will also suppose: 

A2.  S ~ > 0 :  (Aw,  w)>~l]w]! "2 , V w e W .  

On g we will assume: 

gl.  g e  C~(A; R )  and 3m>~0: g ( u ) > - -  m, Y u e A ;  

g2. une A~ u~ converges weakly to u e ~A implies g(u~) -+ § ~ ;  

g3. let c*----(2/~)(m + 1). Corresponding to c* there  exists r * >  0 and g~ g~e 

e C(R ' ,  R)  such tha t :  

g ~ ( x ) > O ,  V x ~ R  ~', i ~ - 1 , 2 ,  Ixl>~r*; 

g~(x) -~  o as Ix I -~  ~ ,  i = 1 ,  2 ; 

(2.1) 

( 2 . 2 )  

and 

(2.3) g~(Pu)<~g(u)<g~(Pu),  V u ~ A  with iPuI>~r* and  !lw,,il•c r . 

I ~ A n K  2.:t. - We esplieitely note tha t  from (gl) and (g3) it follows tha t  {u = 
- , ~/w.! < c * } n  ~ A  = O. �9 -- ~Pu -~- w ~  E:  LPuI > r*, ~ i ' '  
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First  of ~ll we derive from the preceding assumptions some consequences. 

LEI~.r)~ 2.2. - (i) I f  u e ]~, 0 < s < l ,  then [Iw~i] <e*. (ii) There exists s * >  0 such 
tha t  if u e ]% 0 < s<s*,  then [Pu[ =/= r*. 

P~ooF. - (i) Let  u ~fl ,  with 0 < e < l .  Using (A2) and (gl) it follows: 

�89 I ~-- m<�89  w) + g(u) ----/(u)<e i 

Hence 

Wn 

]]wl]~ < (2/a)(m + ~) < o*. 

(ii) By  contradiction, let u~s A be such tha t  ](u~)< 1/n and [Pu~[ : r*. Let t ing 
----w., from (the preceding) (i) one has Hw~][ <e*. Then (2.3) of (g3) implies: 

g(u,) > gdt'u~) . 

Therefore it  follows: 

(2.4) ](u+~) = �89 w~) + g(u~)>~g(u.~)>~gdPu,) . 

Since [Pu~L ---- r*, then g~(Pu~)>~ -- win [g~(x): ix I = r*}. By (2.1) (~ > 0 and hence 
we deduce from (2.4): 

/ (un)> ~ > o~ 

a contradiction which proves (ii). .'. 

COROLLARY 2.3. - For all ~<s* one has 

t ~ - I'~ u I~  

where 

F ;  = {~ +/~: I P ~  < ~*}, 

In  particular F~(% f f~=  O. Moreover the sc~s 1~, F~, are positively inv~riant under 
the steepest descent flow of ]. 

P R O O F .  - The first s ta tement  is a direct consequence of Lemma 2.2. The positive 
invari~once of T'~ ~ (i : 1, 2) follows from the fa.ot tha t  ~(t, u) e l  ~, Vt>0, V u e ]  ~ and 
by continuity,  from (ii) of Lemma 2.2. .', 
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RE)iA~KS 2.4. - (i) F~ could possibly be empty,  while F ~  0 for e > 0. In  fact  
the set {x e X:  ixl > r} is contMned in 1~ provided r > 0 is large enough, because 
g(x ) -~0  us x EX ,  ~x]-~ ~ ( immediate consequence of (2 2) and (2.3)). 

(if) ] ( u ) >  0, Vu e/ '~ .  This follows from (g3) and Lemma 2 .2- ( i f ) .  .'. 

w~ 

LE:~IA 2.5. - Let  u~EA be such tha t  ](u~)<l/n and IPu~] > r*. 
----- Wu, one has 

Then, setting 

(i) '~lw~ll-~o; 

(if) IPu~I-> ~ .  

P~ooF. - F rom Lemma 2.2 - (i) one has ]lw~li <c*. 
tion, we can use (g3) to  infer tha t  g(u~)>gdPu~)> O. 

Since I_Pu~] > r* by assump- 

Hence,  using also (A2), 

and (i) follows. 
As for (if), we remark  that  (2.4) still holds here. I f  IPu~r~<const., it would follow 

tha t  Pu~ -> x ~ X ,  for a subsequence, and g~(Pu,~) -+ gdx). Since gdx) > 0 b y  (2.1), 
(2.4) implies ] (u . )>  ~ > 0 for n large, u contradiction. .'. 

We are now in position to investigate the PS condition. An assumption on g' 

is in order: 

gd. (i) u~eA,  u~ converges weakly to u e A  implies g ' ( u ~ ) - ~ g ' ( u ) a n d  

(if) g'(u~) -~ 0 for M1 ,t~ : w, -F  x~ such tha t  I!w~!l <eonst .  and !x~ I -+ oo. 

Le t  us point  out tha t  (gd) implies tha t  

(2.5) fl is Fredholm of index 0 .  

In  fact  ] ' ( u ) = A u q - g ' ( u ) = A u ~ F P u - - P u ~ - g ' ( u )  and A u ~ P u  is a linear 
homeomorphism, while g ' ( g ) - - P u  is compact.  

Under  the above assumptions, the PS condition fails to hold at the level c == 0. 
In  fact,  if x~e X and [x~] -> oo then  ( x ~  A, see Remark  2.1, ancl) ](x~,) : g(x~) --> 0, 
while, as a consequence of (gd), one has g'(x~)-~0.  The following Lemma says 
thut  the prececling one is essentially the only situation in which PS fails to hold. 

LEM~L~ 2.6. -- (i) For  all e > 0 PS holds in the set {/~>e}; (if) PS holds in every 
set where !2u[<cons t ,  
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P~ooF. - (i) Let  wncA  be such tha t  

(2.6) 

(2.7) 

s<f(un) = �89 wn) + g(un)<C= (Wn= Wu n) 

/'(Un) = A w.  + g'(u.)  -+ o .  

From the r igh-hand side of (2.6) and (gl) we deduce tha t  i]wnl] <e2 and hence wn 
converges weakly, up to a subsequenee, to w. We claim tha t  [Pun!<c3. In  fact,  
otherwis% from (gd) we have tha t  

(2.8) g'(u,,) -~ 0 .  

Multiplying (2.7) by  w,~, it  follows: 

(A~,,, ~ )  = (t'(~o), w~) - (g ' (~ ) ,  ~) 
an4 hence 

~l iwo] l - '<  i l t ' (~n)i i  i',wn!i + ] ig' (~o)i / i l~n[]  �9 

Since both  ]'(Un) and g'(u,) t end  to 0 (see (2.7) and (2.8)), then w~-+ 0. 

now use the r ight-hand of (2.3) to find 

(2.9) /(un)<�89 (A,cn, wn) + g~(PUn) . 

We can 

Since Wn--> 0 and [Pun]-~ 0% we have from (2.2) 

�89 ~n) + g~(PU,) --~ 0.  

From (2.9) it finally follows tha t  ](us) -T0,  in contradiction with the left  hand side 

of (2.6), so tha t  t h e  claim is proved. 
:~-ow, if [Pu~ [ < c3, one has tha t  P~n --> ~ (up tO a subsequenee) and then u~ = w~ + 

+ P u .  converges weakly to w + ~ = u. Since g(u,)<cl, then  by  (g2) we infer tha t  
u ~ A .  Then from (g4) it follows tha t  g'(u~)-->g'(u), and 

Awn = ] '(u~)-  g'(un) --~ g'(u) . 

Then wn-~ w and u~-> u. This completes the proof of (i). 

(ii) As in the proof of (i), ](u~)<cl implies !w~]l <c~. If ,  in addition, !Pu, i< 
<cons t ,  the  PS follows as above. .'. 

2.b. The topology o] ft. 

We will always assume (A1, 2) and (gl, 2, 3, 4). We recall that ,  by  Corollary 2.3 

one has 

i~= _r';: u ~ ~ v ,<* *  
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with /~  (% 1~ ~ O. The purpose of this subsection is to s tudy the topology of F~. Let  

II( t ,  u) =- tw~ + P u  . 

LElV~IA 2.7. For  all 0 < s<s* ,  there  exists s ' < s  such tha t  

II(t ,  u) s F~, Vt e [o, 1], Vu s r ; ' .  

PI%OOF. - Firs t  we remark  tha t  IP(H(t, ~))1 -~ [Pui > r*, Vt e [0, 1], r u e / ' ~ ' .  Then, 

arguing by  contradiction,  we let t,~e [0, 1], u~eF~/~ be such tha t  

(2.10) O < s < /(II( t . ,  w~-? x~)) = �89 w~) -~ g(t~w~ + x,) 

with x~----_Pu~ and w~ ~ u~- -x~ .  F ro m  the definition of F~/'~ we have 

/(u~)<l> and ix~l>r*. 

Using Lemma 2.5 we get 

(2.11) w~ --> 0 und Ix.I -~ -~ oo. 

Since t .~  [O, 1] and P ( t , w , +  x,~)-~ x~, then (2.11) permits  to use (g3) to  est imate 

g(t,w~ + x,~)<g~(x~) . 

Since from (2.11) it follows tha t  (Aw~, w~) -+ 0 us well ~s g~(x~) ~ O, this gives a 

contradiction with (2.10). .'. 

Set S ~ - ~ -  { x e X :  Ix I ----1}. We can now state:  

LE_,-~A 2.8. - I f  Z(/) n F ~ -  0~ 0 < s<s* ,  then S ~-~ is a deformation retract  

r;. 

P~OOF. - Since Z(/) C~ F~--  0 and by the positive invariance of /~  under the 

steepest descent flow ~ (see Coro!l~ry 2.3)7 one has (see w 1, Proposit ion 1.3) that ,  
Vs'<s~ F~' is a deformation re t rac t  o f / ' ~ .  F rom the fact t ha t  g(I~u) -+ 0 as IPu,] --~ 
- + + o o  we infer tha t  3 r ' > O  such tha t  X - - B ,  is a subset of /'~. Le t  s ' < s  be 
such tha t  Lemma 2.7 holds. By  Lemma 2.5 - (ii) it is possible to take s ' < s  in such a 

way tha t  (Lemma 2.7 continues to h o ld  und) 

:Pu[ > r' Vu e r~' . 

Lastly,  fix @ ~> r '  in such a way tha t  / ~ ' o  ~ B  ~ X and let 0 be the radial  projection 

X 
0 ( t , x ) - ~ [  § ( 1 -  ~)~, xeX,  x~O, t~[o, 1]. 
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By the preceding remarks it is readily verified tha t  O(t, P u )  ~ _F~, Yt ~ [0, 1], Vu ~ _F~'. 
Hence c~Bo (~ X turns out to be a deformation retract  of /'~ through the homotopy 
obtained combining ~], H and 0, and the lemma follows. .'. 

From the preceding lemma we infer: 

Col~olmAI~y 2.9. - Under the hypothesis of Lemma 2.8 one has 

(2.12) H,(I'~) = H,(~o-~).  . . .  

2.e. Existence results. 

Our first result is an immediate consequence of Lemma 2.8 and will be applied 
when, essentiMly, A ~ E. 

TI~EOlCE~r 2.10. - Suppose (A1,  2), (gl,  2, 3, 4) and 

(2.13) H , ( A )  :/: I t , ( S , ~ )  . 

Then ] has at  least a critical point in A. 

PI~ooF. - Since PS holds in {]>e}, ge > 0 (Lemma 2.6- (i)), then, if Z(]) = O, 
we can use the steepest descent flow to obtain (see w 1, Proposition 1.3) 

/ / , ( A )  = ~ , ( / ~ ) ,  r e >  o .  

Using Corollary 2.3 we have (see [15, Proposition 4.12]) 

(2.14) H , ( A )  =- H , (F~) (@H. ( f f~ ) ,  gO < e<e* . 

I f  ff~-- 0, we can use Corollary 2.9 to find 

l t , ( A )  = H,(F~)  - -  H,(S,~-~) , 

which contradicts (2.13). 
I f  / ' ~ a  0, a critical point of ] on A will be found as the minimum of ] on F~. 

Such a minimmn exists because: (a) ] is bounded from below on A (hence on F~), 
since, as a consequence of (gl): 

](u) -= �89 (An ,  u) - / g ( u )  > - -  m ,  u ~ A ; 

(b) PS holds on /'~ (see Lemma 2.6-( i f ) ) ;  (c) F~ is positively invariant under the 
steepest descent flow ~] (see Corollary 2.3). Then Proposition 1,2 applies. ,', 
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CO~OLL~UY 2.11. - Suppose (A1, 2), (gl, 3, 4) and let A = E. Then Z(/) # 0. 
If,  in addition, F~:/= 0 for some ~<e*, then #Z(/)~>2. 

Pgoog.  - Z(])~  0 since for A == E (2.13) holds and Theorem 2.10 applies. Let  
F~v a 0 for some e e ]0, e*]. According to the proof of Theorem 2.10, ] has a minimum 
u~ ~ F~. A second critical point  can be found using a mounta in  pass type  argument  
taking paths connecting the min imum and a point  in F~. E v e r y  such a pa th  has 
to cross the surface [Pu i = r* where ] takes values ~>e*, see Lemma 2.2 - (ii). Then 
the mounta in  pass level e>~e* is a critical value Since PS holds in {]>~e}, Ve > 0. 

We leave ~he details to the reader. .'. 

�9 I~E~4~K 2 . ! 2 . -  I n  the case in which  Corollary 2.1! applies one can be slightly 
more precise. Namely,  if ] e C~(E, R) and is a )'Iorse functional  one can find at  
least 3 critical points provided n ~> 2. In  fact  the mounta in  pass critical point  has 
~ o r se  index = 1 [1] and to find a third critical point  it  suffices to argue by  con- 
tradiction,  using the Morse inequalities, as in Theorem 2.10. We do not  carry over 
the  details. .'. 

Our main existence theorem of this section is: 

Tm~o~E~ 2.13. - Suppose (A1, 2), (gl, 2, 3, 4) and (A) hold. Suppose, also, tha t  

g E C'~(A;R). Then ] h~s infinitely m an y  critical points on A. 

P~OOF. - Firs t  of all, Corollary 2.3 yields 

(2.15) Ho(] ~ - -  Ho(F~) ~D ~ ( F ~ ) ,  Vs e ]0, ~*], Vq ~ N .  

Next  suppose, by contradiction, tha t  Z(]) is finite. Then 3s e ]0, s*] such tha t  

(2.16) z ( ] )  n 1-; = 0 

(2.17) z~(h n 1~ -  0 

(2.16) allows us to use (2.11) to find 

(2.18) H ~ ( ~ )  = {o} ,  Vq :/: o, n - -  1 .  

Next  let Y : P~, b : s and a < -- m. From Lemma 2.6 - (ii) and (2.5) assump- 
tions a), b) and d) of Proposit ion 1.4 hold. Moreover ~/'[ : If = s} (~/-~ and (2.17) 
yietd v). Then from Proposit ion 1A we deduce the existence of q2~N such tha t  

(2.19) Ho(/'~.) = {0} ,  Vq>q~. 

Thus (2.15), (2.18) and (2.19) imply:  

/L(i  ~) = {o}, Vq>max (q.~, ~).  
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We can now .~pply Proposi t ion 1.5-  (ii) and find a contradiction. 

According to  remark  1.6 we can prove here ~ s~ronger result�9 

. �9 

THEOrEm[ 2.14. - Suppose (A1, 2), (gl, 2, 3, 4) ~nd (A) hold. Suppose, also, t ha t  
g ~ C2(A; R) and tha t  

(2.20) 5R, ~ > 0 such t h a t  (g'(u), Pu) < O, Vu such tha t  i/,w~[ <b ,  : P u j > R .  

Then ] h~s infinitely many  critical points u~ e A such tha t  ] ( u k ) ~  + oz. 

P~ooF. - We first remark  that ,  under  the assumption (2.20), Z(])~ I'~* is com- 
pact.  In  fact  let u ~ Z ( f ) ~  F~*. We know tha t  ](u~)> 0, Vn. Actual ly  we claim 
tha t  /(u.)~># > 0, Vn. Otherwise, up to ~ subsequence, ] (u~) ->0 ,  and we deduce 
from Lemm~ 2.5 tha t  3 N > 0  such tha t  Vn>.~r,]Pu,~l>R ~nd ~]wnl]<R. For  
such n's we therefore h~ve 

But  u,~Z( / )  implies 

(g'(Un), -PU~) < 0 , V't~ > ZY . 

0 - ( t ' (u~ ) ,  2 ~ , , )  

~ " u " t ' u . )  = (Aw,,, Pu,~) + [g (~),  

-- (g'(u~,), Pu~) < O, 

contradict ion which proves the claim. _Now the precompactness of {u~} follows from 
the PS. Set s = inf {/(u): u ~ Z(]) ~ F~*} > 0, and suppose, by  contradiction, tha.t 
there  exists b < @ ~ such tha t  Z(]) is contained i n  lb. Then Z(]) is compact  and, as 
in proposit ion 1.4 we c~n find g ~ C2(A; R) which has only finitely many  nondegen- 
crate critical points in gb+~= ]0+~. Rea, soning as in Proposit ion 1.4 we deduoe the 

existence of q~, q ~  N such tha t  

E~(A) =~ ~o(/0+~), Vq e N 

H~(g b+l) , Vq e N 

H~(g ~/2) , Vq > q~. 

I t  is easy to see tha t  Corollary 2.3 ~md Lemmg 2.6 holds for g as well. t tence 

Hq(g ~/2) ~_ H~({~ ~A:  g(u)<e/2, ]Pul<r*})  @Hq(I~/2), Vq>ql 

~H~(S~-~) ,  Vq>q~. 
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This is ~ contradiction which proves the Theorem. .'. 

~EMAI~K 2.15. -- Using Lusternik-Schnirelman category it  is possible to prove a 

result similar to Theorem 2.14, namely:  
Suppose (A1, 2), (gl, 2~ 3, 4) hold and let CatAA = + ~ .  Then ] has infinitely 

many  critical points in A. Moreover there is a sequence of critical points {u.} such 

that ](u.) -~ + ~ .  

The proof is based on the fact  tha t  under  such assumptions cat d J~ is finite since: 
it is finite in I'~ since F~ is posit ively invar iant  and f is bounded from below and 

satisfies PS there,  while T'~ is a subset of 27*= { u e A :  ]]w~]]<e*, ]t)ui > r*} and 
eat z. Z* = 2 imply cat A F~ < cat A 27" < cat~. X* = 2. We remark  tha t  cat a A = q- 

implies (A). .'. 

3. - E x i s t e n c e  o f  cr i t i ca l  p o i n t s :  a s e c o n d  case .  

We de~l here with ~ functional  ] E C~(A~ R) of the form 

](u) = �89 (Au, u) -P g(u) 

with A satisfying (A1, 2) and g satisfying (gl, 2), (g4) and 

g5. V c > 0 ,  3 r > 0  such tha t  for ~11 u e A  with [ P u i > r  and 'lw~']<c one has 

(3.~) g ( u ) < 0  

and 

(3.2) (g'(~), u) > o .  

As in w 2 we star t  investigating the PS condition. 

:bE)~IA 3.1. - The PS condition holds in {/>e}, Ve > 0, and in /-~, }'b > 0. 

Pl~OOr. - As in Lemm~ 2.6 ,  if  u ~ A  sat i s f ies  (2.6)  a n d  (2.7) one finds ilw~i[<e2 
(where w . =  w~). I f  ]Pu.] -+ ~ ,  one finds again tha t  w~-~ 0. We can now use 

(3.1) of (g5) to get 

](u~) -- �89 (Au,~, us) -~ g(u.)< �89 (Au,,  u,,) . 

Hence ](u~) ~ O, in contradiction with (2.6). Thus !Pu~] <const .  and the conclusion 
follows as in Lemma 2.6. This proves tha t  the PS holds in {/>e}, r e >  0. The 
same argument  works for the second s ta tement  as we!!. ,'~ 
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As a consequence  of (3.2) one has :  

LE_~L~rA 3.2. - F o r  all  e > 0, J R  > 0 such t h a t  

I n  p a r t i c u l a r  1~r B• is pos i t i ve ly  i n v a r i a n t  unde r  t he  s t eepes t  descent  flow of /. 

PROOF. -- Argu ing  b y  con t rad ic t ion ,  suppose  the re  exis t  e' > 0 and  a sequence  u~ ~ ]*' 

such t h a t  Ilu,,]] - ,  + co a n d  (fl(u~), u ~ ) < 0 .  F r o m  u , , a ]  ~' we infer  r ead i ly  t h a t  ][w~ll < 

< c o n s t .  T h e n  [Pu~[>l[u, l i -  [ !w , ! [>[ 'u~ i l -  c, hence  ]Pu~ i - + @  oo. Us ing  ( 3 . 2 ) o f  
(gS) one has  

( t ' (~) ,  ~,~) = �89 ,c,~) + (.q'(~), u,~)> (g'(~,,), ~.) > o ,  

a con t rad ic t ion .  .'. 

We  are  in pos i t ion  to  s t a t e :  

THE0~E)I  3.3. - Suppose  (A1, 2) and  (gl ,  2~ ~, 5) ho ld  ~nd t h a t  g e C~(A; R). 
Then :  

(i) Z(! ) # 0; 

(ii) if (A) holds ,  t h e n  ~u~:~A such t h a t  /'(~t~) = 0 and  ](u~) -+ @ oz. 

PRO0F. - (i) ] is b o u n d e d  f r o m  be low on A and  

inf  f < inf  / < inf  g < o 
A X X 

because  of (3.1). Since PS  holds on f-~, gd > 0 ( L e m m a  3.1), t h e n  / a t t a in s  i ts  

m i n i m u m  on some g e A:  

](g) ---- ra in  {/(u): u e A } .  

(ii) F i x e d  e > 0, le t  us t a k e  R > 0 accord ing  to  L e m m a  3.2. Set  

{ u if Lu, l[ < R  

s( t ,~)  = ( ] - - t ) u  -,-t_'~ui[!uil if  liu]l>l~,. 

W e  c la im 

L~,5~A 3.4. - /~53 Be. is a d e f o r m a t i o n  r e t r a c t  of fl t h r o u g h  S. 
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P~ooF. - By a direct calculation one has 

,,~ , (R / i1~ i l )  - !  
(3.3) a-~/(s(t, u)) = (f(s(t ,  ~e)), s(t, ,~)) ~ + t[(-~/llu!l) - 1 ] "  

Since i[S(t, u) l !>R whenever l[ull>>.R, then, using Lemma 3.2, it follows tha t  

d](s(t, u)) < 0 whenever  lui > R  s(t, ~) ~ ? .  a n ~  

In  part icular  u ~ ]~ implies tha t  (d/dt)](S(t, u))i~= o< 0. Thus S(t, u) ~ fl for t e [0, #] 
for some # > 0. I f  the Lemma is not  true,  it  would exists ~ > 0 such tha t  S(~, u) e fl 
and (d/dt)/(S(t, u))lt= ~ = 0. This is clearly a contradict ion which proves the Lem- 

m a .  . ' .  

PROOF OF TItEOI~iE~'[ CO]YgPLETED. -- T h e  proof is s i m i l a r  t o  t h a t  of T h e o -  

r e m  2.14. In  fact  also here we have tha t ,  Vb< @ c~, Z(])(3 p is compact.  This 
follows, essentially, f rom Lemma 3.2. I~{ore precisely, let u~eZ(])(~ lb. Take a 
subsequenee u~: such tha t  ](u1r -~ c. ] f  e ~: 0, the precompactness follows from PS. 
I f  ](u~)--~0, from Lemma 3.2 we deduce tha t  l[u~:]l<R and it is easy to find a 
converging subsequence. The proof now follow by  contradiction as in theorem 2.14, 
the only difference being tha t  here Hq(g ~/~) _~H~(g~/2n B~) _~ {0}, Vq>q: (g being, as 

before, a C 2 function, h~ving only nondegenerate critical points, which coincide 
with ] outside a neighborhood of the critical points). .'. 

R ~ K  3.5. - Also here, as in l~emark 2.15, one can show tha t  # Z(]) = ~ 
provided cat A A = ~- co. ... 

t~Eh~tRK 3.6. -- Among papers dealing with lack of PS, [6] have studied func- 
tionals with strong resonance at  infinity. They  have used different methods based 
on linking arguments and obtained results which are different from ours in generali ty 
and form. 

Different questions concerning the lack of PS are investigated in [4, 23, ...]. .'. 

PART I I :  APPLICATIONS 

4 .  - Applications: general framework.  

We will apply the abstract  results of Par t  I to find T-periodic solutions of n-di- 
mensional second order systems. Precisely, let D be an open subset of R ~, n > 2  
(even if some of the results below will be t rue even when n = 1) and let  V: R • D -~- R 
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be such tha t  

(V1) V ~ C ~ ( R x ~ ) ,  V ( t ~ T , y ) - = V ( t , y ) ,  V ( t , y ) ~ R x ~ .  

Se~ V'(t, y) -~ V~ V(t, y). We look for 2'-pexiodie solutions of 

(~.~) - ~ -- v ' ( t ,  y ) .  

Set E-~  H~,2(S ~, R ~) where S ~ =  R/[O, T], with scal~r product  

1' 'T 

(u, 
0 0 

and norm 

il JE +/lu: (,).  

Here and below ( . , - }  and i ' l  denote ~he Euclidean scalar product and norm in R ~. 
Let  A : E - ~  E be defined by  

(Au, v) = j ' ( ~ ,  J} Q 

(A1) triviully holds with X = Ker  A = RL Remark  tha t  here 

= (lir)f  

The I:'oincar~ inequal i ty  implies tha t  also (A2) holds. ana  W = (~ e ~ :  (w  = 0}. 
Let  

and define 

A = {u e E:  ~(t) e ~9, Vt e R } ,  

~ r 

g(**) = - i v ( t ,  ~ t ( t ) ) .  

The T-periodic solutions of (4.1) are the critical points of the functional 

](u) = ~ (Au,  ~) + g ( u ) .  

Remark  tha t  ] is C 1 (C '~) provided V is C 1 in y (resp. C 2 in y). 

T 

(1) From now on, we will write ~ for fdt. 
0 
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5. - Bounded potentials.  

I n  this section we will t ake  D := R '~ and V satisfying (V1) and:  

(V2) V(t, y ) - > 0  ~s ]Yi--~ @ oo uni formly  in t ~nd 3r~> 0: V ( t , y ) <  O, Viyl>r~: 

(V3) V'(t, y) -+ 0 as ]Yi -> q- c~ uni formly  in t. 

We check the assumptions of theorem 2.10 and  Corollsry 2.11 b y  showing 

L E ~ i  5.1. - (i) I f  (V2) holds, then  (gl) and (g3) are true.  (ii) I f  (V3) holds, 

then  (gd) is t rue.  

P~ooF. - (i) (gl) is triviul. As for (g3), recall t ha t  Vw ~ W one has 

Let  r* be such tha t  r*--e3r > rl and  set 

g,(y) (1/T) min { f'V(t,$): t~R, ]Yl--c~e*<~I~]<]YI + e~e*} 
g,(y) = (1/~)max {--~V(t, ~): t~  R, lYL- ~e*<  h~! < !Yl + e~*} �9 

Propert ies  (2.1) and (2.2) of g~ are immedia te  consequence of (V2). Moreover,  f rom 

- I t ' u l  + Iiw,,]!~< lu(t)l< 'LLw~I!~ ~ + IPu[ 

it follows tha t  Vu ~ A with  ]]w~li <v* 

f rom which (g3) immedia te ly  follows. 

(ii) I t  is well known tha t  g' is compact .  Le t  u .  : w. q- x~ be such tha t  

]lw,,ilEdconst, Ix~l --> + ~ .  

F r o m  this and 

iu~(t)] > !x~ l -  iw~(t)l > Ix~l-  c~liw.il.o 

i t  follows t h a t  lu~(t)l --> ~ c~ uniformly.  Then f rom (V3) one deduces: 

- f< v ' ( t ,  u.), v> ~ o ,  vv e E ,  (g'(~o), 

and the  l emma  follows. .'. 
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Tn-~O]~E~[ 5.2. - Suppose ~2 = R ~ and V satisfies (V1, 2, 3). Then (4 .1 )has  
at least one T-periodic solution. 

P~oor .  - We remark  tha t  in the present  case (D - R'~), (g2) can be neglected. 
The result ~ollows, taking into account the discussion in w 4 and Lemma 5.1, f rom 
Theorem 2.10. .'. 

The following is an example in which Corollary 2,11 applies: 

T~EO~E~I 5.3. - Suppose f2 :-- R" and V satisfies (V1, 2, 3~ 4). In  addition suppose 

e R": |'v(t, ~)~>0. (5.!) 3~ 
J 

Then (4.1) has at least 2 T-periodic solutions. 

P~ooF. - I t  suffices to note  tha t  ](~) - - - - i V ( t ,  ~)~<0. Hence, by  Remark  2.4-  
(ii) $ e_P~, Ve>  0. .'. 

I~E~).~K 5.4. - According to Remark  2.12 one could improve the preceding result 
by  showing tha t  (4.1) has a third solution, provided V is C 2 in y, n>~2 and (-~.1) has 
only non-degenerate solutions. .'. 

RE~tUK 5.5. - Periodic solutions for dynamicM systems with bounded potentials 
have beeen studied in the following p~pers: [8, 11, 12, 22, 23, ...]. 

Papers [8, 11, 23] deal with even or periodic potent ia l ;  they  both  use linking 
argument  to  prove existence of one (or more) solutions. 

Papers [12, 22] deal with potent ia l  which are of the kind we have studied 
here, bu t  they obtain results different f rom ours. In  particular,  [22] proves existence 

of only the solution corresponding to the minimum under  the hypothesis  of Theo- 
rem 5.3, while [12], using a method  similar to the one used here, proves analogous 
results bu t  under  different assumptions. .'. 

6. - S t r o n g  forces .  

Now we deal with with potentials V with singularities. Let  

with K compact.  On the behaviour  of V near K we will suppose: 

(st)  

(6.1) 

(6.2) 

there  exist s > 0 and U s C1(/2; R) such that ,  set t ing U'---- grad U, one he~s 

U(y) ~ - -  ~ as y - + ~ K ,  y e sQ ;  

V(t,y)<~--[U'(y)[ 2, V t e R ,  V y e K _ ~ { y e [ 2 :  d i s t ( y , K ) < s ) .  
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Condition (SF) ( :  Strong Force) has been first introduced by  GORDON [16]. I f  
K : {0}, (SF) implies ~hat V(t, y) ~ - -  lyl -~ with ~ > 2  as y -> 0. 

LE~i~L~ 6.1. - If  (SF) holds, then (g2) is true. 

PROOF. - [16], [18]. .'. 

In  order to use Theorems 2.13, 2.14 and 3.3, we prove 

LE~IA 6.2. - I f  /2 = R=\K ,  with K compact,  then (A) holds. 

PROOF. - The result  is possibly well known, but  we do not  know a precise ref- 

erence and thus we report  here a sketch of the proof for completeness. 
Let  p E K  and R > 0  be such tha t  K is contained in BR. Set zQ~-----R~B~, 

z92 = R~\ (p}  and A~ = {u e E :  .u(t) e Y2~, Vte R}, A~ = (u r E: u(t) e Y22, Vt e R}. Clearly 
A ~ A ~ A ~ ,  and since A~ is a deformation re t ract  of A2, A~ is a re t ract  of A. 

Then ([15, pag. 37]) 

(6.3) H~(A) _~ Ho(A~) Q ttr . 

Since it is well known [7, (3.1.0)] tha t  (A) holds for A~, then (6.3) implies tha t  (A) 
holds for A as well. .'. 

We can now prove 

THEO~E~ 6.3. - Suppose Y2 = R ~ K  and let  V e  C'2(RxY2; R) satisfy (V1, 2, 3) 
and (SF). Then (4.1) h~s infinitely m an y  T-periodic solutions. 

P~ooF. - Since V is bounded from above, (gl) holds. Moreover (g3, 4) continue 
to hold as in Lemma 5.1. Then the result follows from Lemmas 6.1, 6.2 and Theo- 
rem 2.13. .'. 

We can a.lso prove 

THEORE~ 6.4. - Let  the assumptions of Theorem 6.3 be satisfied. If ,  moreover,  
3R, ~ > 0 such tha t  !$1>R, 1~[<~ imply (V'(t ,  $ ~- ~), $} > 0, then  there  exists a 
sequence u~ of T-periodic solutions of (4.1) such tha t  f(u~:) -~ + oo. 

PIcooF. - I t  is easy to show, using arguments already used several times, tha t  
(2.20) holds and the result then  follows from Theorem 2.14. .'. 

As a last application, we consider V satisfying (V1), (V3) and 

(vd) V(t ,y)->O as ! y l - ~ q - o o ,  uniformly in t, and 3 r 2 > 0 :  (V'(t, y), y> < O, 
Vlyl >~'~, Vt. 
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We show: 

LESBI~ 6.5. -- I f  V satisfies (V~t), then (g5) holds. 

PRooF. - F rom (Vd) it follows readily tha t  V(t, y) > O, Vlyl>r~, Vt. This together 
with arguments already used in Lemma 5.1, yields (g5). .'. 

THEORE~r 6.6. -- I f  [2 ~ R ~ K  and V E C~(R • ~;  R) satisfies (V1, 3, 4) and (SF), 
then (4.1) has infinitely many  T-periodic solutions ; moreover there exists a sequence 
uk of such solutions such tha t  ](uT~) -+ + ~ .  

PROOF. - Apply Theorem 3.3, taking into account  Lemmas 6.1, 6.2 and 6.5. .'. 

]~EMARK 6.7. - I f  

D =  ( y e ~ :  V ' ( t , y ) = O ,  V tER)  

is not  empty ,  each y e D is a (constant) solution of (4.1). I f  D is compact  the ar- 
guments of Theorems 6.3, 6A and 6.6 can be carried over to show tha t  (4.1) has 
actual ly infinitely many  non-constant  solutions. We remark  tha t  D is compact  if 
(Vd) holds. .'. 

I~E~ARK 6.8. - Besides [16], a lready discussed in the introduction,  papers [3, 5, 
9, ]0,  13, 14, 18] deal with singular potentials.  

[3, 5] consider potentials defined in a bounded well f2, with V -+ -[- c~ as y --> 8t9. 
[18] studies cases when V can have singularities bo th  with V - +  + co and 

V - > -  oo. The existence of one T-periodic solution is proved,  assuming fur ther  
condition at  y----0. 

[9, 10] are close to [16] and either n -  2 or geometrical conditions are assumed 
which permi t  to  avoid the lack of PS. 

[13] studies potentials roughly of the type  lyi - ~ -  ly! -1, case which is different 
f rom ours because the corresponding functional is not  bounded from below. 

In  all these papers, (SF) is assumed. The only work where (SF) is violated is [14], 
bu t  /2 is a bounded well and V - > -  cr as x -+ 3f2. For  a discussion of the prob- 
lems arising when (SF) does not  hold, see [17]. .'. 

We esplicitely remark  that ,  in analogy with what  seen in w 5, an existence result 
can be s ta ted for bounded potentials verifying (Vd) insted of (V2), namely:  

T~EOnE~ 6.9. - I f  V satisfies (V1, 3, 4) and f2 == R ~, then (4.1) has at least one 
T-periodic solution. 

PROOF. - Apply Theorem 3.3 - (i). Notice tha t  in this case, however, ] at tains 
negative values and has a global (negative) minimum. .'. 



258 A?~To~Io A2,fBROSETTI - VITTORIO COTI ZEL:&TI: Critical points with, etc. 

7.  - A u t o n o m o u s  s y s t e m s .  

If  V does not  depend on t, our problem beeames to find non-constant periodic 
solutions of a given period 2 p of the equat ion 

( 7 : 1 )  - ~ = V'(y). 

As before, the T-periodic solution of (7.1) are the critical points of the functional 

T T 

11 ~ z12 f /~(u) = ~.I ~ d r -  V(u)  d t .  

0 0 

All the setting and the results of the preceding sections apply to the present 
case, too. But  now: 

(i) the critical points of V on ~Q (i.e. the y ~ f 2  such tha t  W(y) -~ 0) are also 
critical points of ]T on A corresponding to  constant  solution of (7.1) (hence periodic 
of any given period T); 

(ii) if ~ e Z(]~), then also S~u =: {u(t q- 0), 0 ~ S ~} is contained in Z(jz). In  
part icular  Z(/r) is infinite whenever it eontMns a non-costant  solution. 

Thus additional arguments are required to deduce from the abstract  results 
of w 2, 3 informations on the solutions of (7.1). 

To overcome (i), one usuMly makes assumptions on the set of the critical pionts 
of V. In  particular,  the  question arises if f2 = R ~ - case in which the existence of 
one or two solutions for (7.1) has been proved (Theorems 5.2, 5.3, 6.9). This kind 
of arguments have been discussed in [13~ Step 41~ where we refer to for s ta tements  
and details. 

I f  V has singularities, we can take advantage of the fact tha t  now, for all given T~ 
j~ has infinitely many  critical points. Suppose tha t  

(7.2) Z(V) is compac t .  

Then, using the same argument.s of theorems 2.14 and 3.3, we can show tha t ,  
for any  fixed T > 0, ]~ has at  leas~ one (actually infinitely many)  critical points 
u~Z(V).  As solution of (7.!) u has minimal period z = T/k for some interger  
k > l .  Take 1"'----- r/2. As above , / r ,  has a criticM point  v which is a solution of (7.1) 
with period /~ '=  r/2 hence also a /r-periodic solution of (7.1). 5Ioreover {v(t)}t~s~ :/: 

{u(t)}t~s~ since ~ was the minimal period of u. Repeat ing this argument,  one obtains: 

TItEOI~E?I 7.1. - Suppose V~C"(~;R)  satisfies (SF), (7.2) and either (V1, 
2, 3) or (V1, 3, 4). Then V T >  0 (7.1) has infinitely many,  non-constant ,  distinct 
/ ' -periodic solutions. .'. 
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