# On a Class of Singular Nonlinear Parabolic Variational Inequalities (*). 
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Summary. - We study a class of singular or degenerate parabolic variational inequalities, containing some nonlinear operators. We prove an existence and uniqueness result for weak solutions, in the framework of suitable Banach weighted spaces.

Sunto. - Si studia una classe di disequazioni variazionali paraboliche singolari o degeneri, contenenti operatori non lineari. Si dimostra un risultato di esistenza e unicità per soluzioni deboli, nell'ambito di opportuni spazi di Banach con peso.

## 1. - Introduction.

In a previous paper [5], we studied some singular or degenerate parabolic variational inequalities of the form:

$$
\left\{\begin{array}{l}
u(t) \in K \quad \text { a.e. on }] 0, T[  \tag{1.1}\\
\left.\left(t u^{\prime}(t)+L(t) u(t)-f(t), \quad v-u(t)\right) \geqslant 0, \quad \forall v \in K, \quad \text { a.e. on }\right] 0, T[;
\end{array}\right.
$$

where: $0<T<+\infty ; V \subseteq H \equiv H^{*} \subseteq V^{*}$ is the standard real Hilbert triplet; $(\cdot, \cdot)$ denotes the duality pairing between $V^{*}$ and $V ; K$ is a closed convex subset of $V$, with $0 \in K ; f(t)$ is some given $V^{*}$-valued function. Moreover, $L(t)$ is, for any $t \in] 0, T]$, a linear and continuous operator from $V$ into $V^{*}$, which is also weakly $V$-coercive; however, $L(t)$ may be singular or degenerate at $t=0$. In [5], we proved some existence and uniqueness results for weak and strong solutions $u(t)$ of (1.1), in the framework of suitable Hilbert weighted spaces (the weights involve powers of $t$ and the "behaviour» of $L(t)$, as $t \rightarrow 0^{+}$).
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Our interest in such a problem was motivated by some previous results concerning (in various functional settings) singular or degenerate linear evolution equations of the form

$$
\begin{equation*}
\left.t u^{\prime}(t)+L(t) u(t)=f(t), \quad \text { for a.e. } t \in\right] 0, T[ \tag{1.2}
\end{equation*}
$$

see, in particular, Baiocchi-Baouendi [2] and Bernardi [3] (also see, e.g., Da Pra-to-Grisvard [6], Lewis-Parenti [10], Favini [8], Dore-Venni [7]; other references can be found in [5]).

The aim of the present paper is to extend some of the results given in [5] to the case where, in (1.1), $L(t)$ is some suitable nonlinear operator from $V$ to $V^{*}$ (which now are assumed to be separable, reflexive, and strictly convex Banach spaces).

We give, in the following Section 2, some notation and definitions, and the precise assumptions on $L(t)$; moreover, we give also some preliminary results (in particular, we present an extension of a result in Bernardi [4], which will be useful in the sequel). In Section 3, we prove an existence and uniqueness theorem for (suitably defined) weak solutions of (1.1); the existence result is obtained by using a suitable procedure of penalization. At the end of Section 3, we present some applications of our «abstract» result (in particular, we give some examples of operators $L(t)$, to which such result applies).

## 2. - Notation. Assumptions. Some preliminary results.

Let $V$ be a real Banach space and $H$ be a real Hilbert space satisfying:
(2.1) $V$ is separable and reflexive; $\mathrm{V} \subseteq \mathrm{H}$ continuously and densely.

By identifying $H$ with its dual space, and denoting by $V^{*}$ the dual space of $V$, we also get that $H \subseteq V^{*}$ (continuously and densely). $\|\cdot\|,|\cdot|$, and $\|\cdot\|_{*}$ denote respectively the norms in $V, H$, and $V^{*}$, while $(\cdot, \cdot)$ denotes both the scalar product in $H$ and the duality pairing between $V^{*}$ and $V$.

In the sequel, it will be useful to assume (without loss of generality; see AsPLuND [1]) that:

$$
\begin{equation*}
\text { the norms in } V \text { and } V^{*} \text { are strictly convex. } \tag{2.2}
\end{equation*}
$$

Let now $T, p$, and $a$ be given, with:

$$
\begin{equation*}
0<T<+\infty ; \quad 1<p<+\infty ; \quad a \in \boldsymbol{R} \tag{2.3}
\end{equation*}
$$

and define $q=p /(p-1)$.
We shall use, in the sequel, the following weighted spaces. Given any $m \in \boldsymbol{R}$ (with $V, H, T, p, a$, satisfying (2.1) and (2.3)), we define:

$$
\begin{equation*}
U_{m} \equiv\left\{u \mid t^{m+a} u(t) \in L^{p}(0, T ; V) ; t^{m p / 2} u(t) \in L^{2}(0, T ; H)\right\} ; \tag{2.4}
\end{equation*}
$$

$$
\begin{align*}
& Z_{m} \equiv\left\{f \mid f=f_{1}+f_{2}, \text { with: } t^{m(p-1)-a} f_{1}(t) \in L^{q}\left(0, T ; V^{*}\right)\right. ;  \tag{2.5}\\
&\left.\qquad t^{m p / 2} f_{2}(t) \in L^{2}(0, T ; H)\right\} ;
\end{align*}
$$

$$
\begin{equation*}
W_{m} \equiv\left\{u \mid u(t) \in U_{m} ; \quad t u^{\prime}(t) \in Z_{m}\right\} . \tag{2.6}
\end{equation*}
$$

(Of course, $U_{m}, Z_{m}$, and $W_{m}$ are, clearly, Banach spaces with respect to their natural norms). The above spaces are particular cases of the ones used by Bernardi [4]; let us recall at once (see [4]) the following

Lemma 2.1. - Let (2.1) and (2.3) hold, and let $m \in \boldsymbol{R}$ be given. Then, if $u(t) \in W_{m}$, it results that:
(2.7) $\left.\left.u(t) \in C^{0}(] 0, T\right] ; H\right), \quad$ and moreover $t^{(m p+1) / 2}|u(t)| \rightarrow 0, \quad$ as $t \rightarrow 0^{+}$.

Remark 2.1. - Clearly, when $m_{1}<m_{2}$, it results that $U_{m_{1}} \subset U_{m_{2}}$ and $Z_{m_{1}} \subset Z_{m_{2}}$ (continuously and densely). We observe, moreover, that $Z_{m}$ can be considered as the dual space of $U_{m}$ (the duality pairing being expressed in terms of weighted $L^{q}-L^{p}$ space, with respect to the measure $d \mu=t^{m p} d t$ ).

We also remark that, when $a \leqslant 0$ and $p \geqslant 2$, it results easily that:

$$
U_{m}=\left\{u \mid t^{m+a} u(t) \in L^{p}(0, T ; V)\right\} ; \quad Z_{m}=\left\{f \mid t^{m(p-1)-a} f(t) \in L^{q}\left(0, T ; V^{*}\right)\right\} .
$$

Now, we are going to give the assumptions on the operator $L$, which appears in the variational inequality (1.1). We suppose that $L(t ; \cdot)=A(t ; \cdot)+B(t ; \cdot)$, where $A(t ; \cdot)$ and $B(t ; \cdot)$ satisfy the following conditions.
$\{A(t)\}$ (for a.e. $t \in] 0, T\left[\right.$ ) is a family of (possibly nonlinear) operators from $V$ to $V^{*}$, such that:

$$
\begin{equation*}
\left.« t \rightarrow A(t ; v(t)) » \text { is } V^{*} \text {-measurable on }\right] 0, T[ \tag{2.8}
\end{equation*}
$$

$\forall v(t)$ which is $V$-measurable on $] 0, \mathrm{~T}[$;
(2.9) $A(t \cdot \cdot)$ is hemicontinuous a.e. on $] 0, T[$;
(2.12) $\exists \widetilde{l} \in \boldsymbol{R}$ s.t. the operator $A(t ; \cdot)+\widetilde{l} I$

$$
\text { is monotone from } \left.V \text { to } V^{*}, \quad \text { a.e. on }\right] 0, T[.
$$

Clearly, (2.10) is a coercivity hypothesis, while (2.11) is a boundedness assumption (which implies, in particular, that $A(t ; 0)=0$, a.e. on $] 0, T[$ ). We refer to the final part of the following Section 3 for some examples, also for the operator $B(t ; \cdot)$ we are going to consider hereafter.
$\{B(t)\}$ (for a.e. $t \in] 0, T[$ ) is a family of (possibly nonlinear) operators from $H$ to $H$, such that:
(2.13) $« t \rightarrow B(t ; v(t)) »$ is $H$-measurable on $] 0, T[$,

$$
\forall v(t) \text { which is } H \text {-measurable on }] 0, \mathrm{~T}[\text {; }
$$

$$
\begin{equation*}
\left.\exists C_{3}>0 \text { s.t. }|B(t ; u)-B(t ; v)| \leqslant C_{3}|u-v|, \quad \forall u, v \in H, \quad \text { a.e. on }\right] 0, T \Gamma ; \tag{2.14}
\end{equation*}
$$

$$
\begin{equation*}
B(t ; 0)=0, \quad \text { a.e. on }] 0, T[, \tag{2.15}
\end{equation*}
$$

so that, in particular: $|B(t ; u)| \leqslant C_{3}|u|, \forall u \in H$, a.e. on $] 0, T[$. We now define the following function (recall that $L=A+B$ ):
(2.16) $l_{0}(t) \equiv \inf \left\{l\left|\left(L\left(t ; u_{1}\right)-L\left(t ; u_{2}\right), u_{1}-u_{2}\right)+l\right| u_{1}-\left.u_{2}\right|^{2} \geqslant 0, \quad \forall u_{1}, u_{2} \in V\right\}$.

It results clearly that $\left.l_{0}(t) \in L_{\text {loc }}^{\infty}(70, T]\right)$. We also define:

$$
\begin{equation*}
l_{0} \equiv \text { ess } \lim _{\mathrm{t} \rightarrow 0^{+}} \inf l_{0}(t) \tag{2.17}
\end{equation*}
$$

We have obviously that $l_{0} \in[-\infty,+\infty[$ (see, for further details and examples, Bernardi [4]). Now, let us set:

$$
\begin{equation*}
m_{0} \equiv-\left(2 l_{0}+1\right) / p, \quad \text { if } l_{0} \in \boldsymbol{R} ; \quad m_{0}=+\infty, \quad \text { if } l_{0}=-\infty . \tag{2.18}
\end{equation*}
$$

We can state the following
Lemma 2.2. - Let (2.1), (2.3), (2.8) ... (2.15) hold. Then, for every $m<m_{0}$, there exist $r(m) \in \boldsymbol{R}$ and $c(m)>0$ such that, for every $r \geqslant r(m)$ :
(2.19) $L(t ; \cdot)+\frac{1}{2}(r t-(m p+1)) I$ is strictly monotone from $V$ to $V^{*}$,
a.e. on $] 0, \mathrm{~T}[$;

$$
\begin{align*}
(L(t ; v), v)+\frac{1}{2}(r t-(m p+1))|v|^{2} \geqslant c(m)\left[t^{a p}\|v\|^{\rho}+|v|^{2}\right] &  \tag{2.20}\\
& \forall v \in V, \text { a.e. on }] 0, T[.
\end{align*}
$$

Proof. - We fix any $m<m_{0}$. Then, thanks to (2.16), (2.17), and (2.18), we obtain that there exists $\left.\left.t_{m} \in\right] 0, T\right]$, such that $L(t ; \cdot)-((m p+1) / 2) I$ is strictly monotone (from $V$ to $V^{*}$ ) for a.e. $\left.t \in\right] 0, t_{m}[$. Now, by using (2.12) and (2.14), we have that there exists $l^{*}$ such that $L(t ; \cdot)+l^{*} I$ is strictly monotone a.e. on $] 0, T[$. Hence, (2.19) follows, by choosing $r(m)$ such that: $r(m) t_{m}-(m p+1) / 2 \geqslant l^{*}$ (e.g. $r(m)>0$ large enough).

In order to prove (2.20), it suffices to extend slightly the argument used in the proof of Lemma 2.2 in Bernardi [4], to obtain that (thanks to (2.16), (2.17), (2.18), (2.10), (2.11), (2.14), and (2.15)) there exist $\left.\left.t_{m} \in\right] 0, T\right]$ and $\widetilde{c}(m)>0$ such that:

$$
\left.(L(t ; v), v)-((m p+1) / 2)|v|^{2} \geqslant \widetilde{c}(m)\left[t^{a p}\|v\|^{p}+|v|^{2}\right], \quad \forall v \in V, \text { a.e. on }\right] 0, t_{m}[.
$$

Hence, (2.20) follows, by choosing $r(m)$ such that: $r(m) t_{m}-(m p+1) / 2-C_{3}>0$ (e.g. $r(m)>0$ large enough).

Now, we can observe that Theorem 3.1 in Bernardi [4] is easily extended to the present situation (remark that here the operator $B$ is not necessarily linear as in [4]); so, we have the following

Theorem 2.1. - Let (2.1), (2.3), and (2.8) ... (2.15) hold. Let $m_{0}$ be given by (2.18), and take any $m<m_{0}$. Then, for every $f \in Z_{m}$, there exists a unique $u \in W_{m}$, which solves (recall that $L=A+B$ ):

$$
\begin{equation*}
\left.t u^{\prime}(t)+L(t ; u(t))=f(t), \quad \text { a.e. on }\right] 0, T[. \tag{2.21}
\end{equation*}
$$

(Remark that the solution $u(t) \in W_{m}$ of (2.21) satisfies the «initial trend» given in (2.7)).

Remark 2.2. - Theorem 2.1 is easily extended to the more general situation, where $B(t ; \cdot)$ satisfies (2.13), (2.14), and

$$
\begin{equation*}
B(t ; 0) \in Z_{m} \tag{2.22}
\end{equation*}
$$

instead of (2.15). In fact, the equation (2.21) is equivalent to

$$
\begin{equation*}
\left.t u^{\prime}(t)+A(t ; u(t))+\widetilde{B}(t ; u(t))=\widetilde{f}(t), \quad \text { a.e. on }\right] 0, T[ \tag{2.23}
\end{equation*}
$$

where $\widetilde{B}(t ; \cdot)=B(t ; \cdot)-B(t ; 0)$ satisfies (2.13) $\ldots$ (2.15), and $\widetilde{f}(t)=(f(t)-B(t ; 0)) \in Z_{n}$. Remark also that $l_{0}(t)$ and hence $m_{0}$ do not change, if we replace $B(t ; \cdot)$ by $\widetilde{B}(t ; \cdot)$ in (2.16).

Remark 2.3. - We observe that Theorem 2.1 is no longer true, in general, if one takes $m \geqslant m_{0}$. In fact, even in the case where $L=A+B$ is a linear operator, it may happen that, for some $m \geqslant m_{0}$, the existence and/or the uniqueness of a solution $u(t) \in W_{m}$ of (2.21) (corresponding to some given $f(t) \in Z_{m}$ ) fails (see, e.g., BerNARDI [3], [4]).

## 3. - The main result and some examples.

In this section, we introduce a suitable definition of a weak solution for the variational inequality (1.1), and we prove an existence and uniqueness result for such a solution (in the framework of the weighted spaces defined in the previous Section 2).

In the sequel, given $V$ and $H$ as in (2.1), we shall also take

$$
\begin{equation*}
\text { a closed convex subset } K \text { of } V \text {, such that } 0 \in K \tag{3.1}
\end{equation*}
$$

3.1. - In order to motivate our definition of a weak solution for (1.1), we make the following remark (see, for a similar procedure, BERNARDI-Pozzi [5]).

Let us assume that, for some $m \in R$ and $f(t) \in Z_{m}$, (1.1) has a solution $u(t) \in W_{m}$. Fix now any $v(t)$ such that:

$$
\begin{equation*}
\left.v(t) \in W_{m} ; \quad v(t) \in K, \quad \text { a.e. on }\right] 0, T[ \tag{3.2}
\end{equation*}
$$

fix moreover any $r \in \boldsymbol{R}$. Taking $v=v(t)$ in (1.1), multiplying both sides of the resulting inequality by $t^{m p} \exp (-2 r t)$ and integrating from 0 to $s$ (with $0<s \leqslant T$ ), we obtain, with some calculations and using Lemma 2.1, that:

$$
\begin{align*}
& \int_{0}^{s} t^{m p} \exp (-2 r t)\left(t v^{\prime}(t)+L(t ; u(t))+\frac{1}{2}(m p+1-2 r t)(v(t)-u(t))-f(t)\right.  \tag{3.3}\\
& \left.\left.v(t)-u(t)) d t \geqslant \frac{1}{2} s^{m p+1} \exp (-2 r s)|v(s)-u(s)|^{2}, \quad \forall s \in\right] 0, T\right]
\end{align*}
$$

We take now (3.3) as the weak formulation of (1.1), in the framework of the weighted spaces (2.4), (2.5), (2.6). Our main result is the following

ThEOREM 3.1. - Let (2.1), (2.2), (2.3), (2.8) ... (2.12), (2.13) ... (2.15), and (3.1) hold. Let $m_{1}<m_{0}$ be given (where $m_{0}$ is defined in (2.18)). Then, for any $f(t) \in Z_{m_{1}}$, there exists a unique $u(t)$, with

$$
\begin{cases}(\mathrm{I}) & u(t) \in U_{m_{1}} ;  \tag{3.4}\\ (\mathrm{II}) & u(t) \in K, \quad \text { a.e. on }] 0, T[ \\ (\mathrm{III}) & t^{\left(m_{1} p+1\right) / 2}|u(t)| \rightarrow 0, \quad \text { as } t \rightarrow 0^{+} \\ (\mathrm{IV}) & \left.\left.u(t) \in C^{0}(] 0, T\right] ; H\right)\end{cases}
$$

which satisfies (3.3) (where $L=A+B$ ), with $m=m_{1}$ and $r=r\left(\left(m_{1}\right)\right.$ (given by Lemma 2.2), for any $v(t)$ satisfying (3.2) (still with $m=m_{1}$ ). Moreover, such $u(t)$ satisfies (3.3) also for every $m \in\left[m_{1}, m_{0}[\right.$, and every $r \geqslant r(m)$, for any $v(t)$ as in (3.2). (Recall (see Remark 2.1) that $m>m_{1}$ implies that $U_{m_{1}} \subset U_{m}$ and $\left.Z_{m_{1}} \subset Z_{m}\right)$.

REMARK 3.1. - By the same argument we used in Remark 2.2, it is easily seen that Theorem 3.1 still holds, if the assumption (2.15) is replaced by

$$
\begin{equation*}
B(t ; 0) \in Z_{m_{1}} \tag{3.5}
\end{equation*}
$$

REMARK 3.2. - In our weak formulation (3.3), the presence of terms depending on $r$ (e.g. $\exp (-2 r t)$ ) is due to the fact that the operator $L(t ; \cdot)$ is only «weakly coercive»; while the presence of terms depending on $m$ (e.g. $t^{m p}$ ) obviously comes from our choice of working in the framework of weighted spaces (also see BERNARDIPozzi [5]).

We could also consider the weak formulation obtained by replacing, in (3.3), s by
$T$ in the left-hand side, and taking 0 as right-hand side. The existence result follows then obviously from Theorem 3.1. On the other hand, in the following subsection 3.2, we shall prove directly the uniqueness result for such a weaker formulation.

In order to prove Theorem 3.1, we need a preliminary result, i.e. the following

Lemma 3.1. - Let $T, p$, and $a$ be given as in (2.3). Let any $m \in \boldsymbol{R}$ be fixed, and let $K$ satisfy (3.1). Let moreover $w(t) \in U_{m}$ be given, with $w(t) \in K$ a.e. on $] 0, T[$.

Take now any $h>h_{0} \equiv \max (0 ;(m p+1) / 2 ;(m p+a p+1) / p)$, and define:

$$
\begin{equation*}
w_{h}(t) \equiv h t^{-h} \int_{0}^{t} s^{h-1} w(s) d s, \quad 0<t \leqslant T \tag{3.6}
\end{equation*}
$$

Then, we have that:

$$
\left.\begin{array}{rl}
\left\{\begin{array}{ll}
(\mathrm{I}) & w_{h}(t) \\
\mathrm{(II}) & w_{h}(t)
\end{array} \in U_{m} ;\right. & 0<t<T ;
\end{array}\right\} \begin{aligned}
&  \tag{3.7}\\
& h^{-1} t w_{h}^{\prime}(t)+w_{h}(t) \\
& =w(t), \\
& \text { a.e. on }] 0, T[;
\end{aligned}
$$

$$
t w_{h}^{\prime}(t) \in U_{m}, \quad \text { and hence } w_{h}(t) \in W_{m} \text { and satisfies }(2.7)
$$

$$
\begin{cases}(\mathrm{I}) & w_{h}(t) \rightarrow w(t) \text { (weakly) in } U_{m}, \text { and moreover } \\ \text { (II) } & w_{h}(t) \rightarrow w(t) \text { (strongly) in }\left\{v \mid t^{m p / 2} v(t) \in L^{2}(0, T ; H)\right\} \text { as } h \rightarrow+\infty\end{cases}
$$

Proof. - We use here a procedure, which is similar to the one employed in the proof of Lemma 3.1 in Bernardi-Pozzi [5] (which, on the other hand, deals with the case where $p=2$ and $V$ is a Hilbert space).

Firstly, (3.7) (I) follows from (3.6) (being $w(t) \in K$ a.e. on $] 0, T[$ ). In order to prove (3.7) (II), we use the Hardy inequality (see Hardy-Littlewood-Polya [9], Theorem 330), and we obtain:

$$
\begin{equation*}
\int_{0}^{T} t^{m p}\left|w_{h}(t)\right|^{2} d t \leqslant \frac{4}{\left(2-m p h^{-1}-h^{-1}\right)^{2}} \int_{0}^{T} t^{m p}|w(t)|^{2} d t \tag{3.11}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{T} t^{m p+a p}\left\|w_{h}(t)\right\|^{p} d t \leqslant \frac{p^{p}}{\left(p-m p h^{-1}-a p h^{-1}-h^{-1}\right)^{p}} \int_{0}^{T} t^{m p+a p}\|w(t)\|^{p} d t \tag{3.12}
\end{equation*}
$$

Now, (3.8) follows from (3.6), and (3.9) follows from (3.8) and (3.7) (II).
We remark that, thanks to (3.11) and (3.12), $\left\{w_{h}(t) ; h>h_{0}\right\}$ is bounded in $U_{m}$.
Then, with the same argument as in the proof of Lemma 3.1 in [5], we can get
(3.10) (I). Finally, we observe that, from (3.11), it follows that;

$$
\begin{equation*}
\limsup _{h \rightarrow+\infty}\left(\int_{0}^{T} t^{m p}\left|w_{h}(t)\right|^{2} d t\right) \leqslant \int_{0}^{T} t^{m p}|w(t)|^{2} d t \tag{3.13}
\end{equation*}
$$

Hence, (3.10) (II) follows from (3.10) (I) and (3.13). (Remark that, if the Banach space $\left\{v \mid t^{m+a} v(t) \in L^{p}(0, T ; V)\right\}$ is uniformly convex, the above argument, applied to (3.12), gives in fact that: $w_{h}(h) \rightarrow w(t)$ (strongly) in $U_{m}$. On the other hand, we observe that, for the proof of Theorem 3.1, we need only (3.10)).
3.2. - We proceed now to the proof of Theorem 3.1. We begin with the proof of the uniqueness. In fact, we prove a stronger uniqueness result, which we now state.

Firstly, let us write the following inequality (obtained by weakening (3.3)):

$$
\begin{align*}
& \int_{0}^{T} t^{m p} \exp (-2 r t)  \tag{3.14}\\
& \quad \cdot\left(t v^{\prime}(t)+L(t ; u(t))+\frac{1}{2}(m p+1-2 r t)(v(t)-u(t))-f(t), v(t)-u(t)\right) d t \geqslant 0
\end{align*}
$$

Under the assumptions in Theorem 3.1, let now $m_{1}<m_{0}$ and $f(t) \in Z_{m_{1}}$ be given.

Assume that $u_{1}(t)$ and $u_{2}(t)$ both satisfy (3.4), and for a given $m \in\left[m_{1}, m_{0}[\right.$ also satisfy (3.14), for every $v(t)$ as in (3.2), and for some $r \geqslant r(m)$ (given by Lemma 2.2). We can prove that $u_{1}=u_{2}$. To do this, we suitably modify the procedure used in subsection 3.2 of Bernardi-Pozzi [5].

Firstly, we define

$$
\begin{equation*}
w(t) \equiv \frac{1}{2}\left(u_{1}(t)+u_{2}(t)\right) . \tag{3.15}
\end{equation*}
$$

Then, from $w(t)$ (which clearly satisfies (3.4)), we can consider the family $\left\{w_{h}(t)\right\}\left(h>h_{9}\right)$ defined as in Lemma 3.1. Hence, $\left\{w_{h}(t)\right\}$ satisfies (3.7) ... (3.10) (and, in particular, (3.2)). Now, we take (3.14), with $u(t)=u_{1}(t)$ and $v(t)=w_{h}(t)$, and then we also take (3.14), but with $u(t)=u_{2}(t)$ and $v(t)=w_{h}(t)$; we obtain, by adding the resulting inequalities and using (3.8):

$$
\begin{align*}
& \text { 6) } \quad \int_{0}^{T} t^{m p} \exp (-2 r t)\left\{\left(L\left(t ; u_{1}(t)\right), w_{h}(t)-u_{1}(t)\right)+\left(L\left(t ; u_{2}(t)\right), w_{h}(t)-u_{2}(t)\right)+\right.  \tag{3.16}\\
& \left.+\frac{1}{2}(m p+1-2 r t)\left[\left|w_{h}(t)-u_{1}(t)\right|^{2}+\left|w_{h}(t)-u_{2}(t)\right|^{2}\right]-2\left(f(t), w_{h}(t)-w(t)\right)\right\} d t \geqslant 0 .
\end{align*}
$$

We now let $h \rightarrow+\infty$ in (3.16), and we use (3.10); then, in the resulting inequality, we substitute $w(t)$ with its expression (3.15); so, we get:

$$
\begin{align*}
& 0 \geqslant \int_{0}^{T} t^{m p} \exp (-2 r t)\left\{\left(L\left(t ; u_{1}(t)\right)-L\left(t ; u_{2}(t)\right), u_{1}(t)-u_{2}(t)\right)+\right.  \tag{3.17}\\
& \\
& \left.\quad+\frac{1}{2}(2 r t-m p+1)\left|u_{1}(t)-u_{2}(t)\right|^{2}\right\} d t
\end{align*}
$$

Hence, being $m<m_{0}$ and $r \geqslant r(m)$, we deduce from Lemma 2.2 (in particular, from (2.19)), that $u_{1}(t)=u_{2}(t)$ on $\left.] 0, T\right]$.
3.3. - We now prove the existence result in Theorem 3.1. We proceed by several steps: some of them are suitable generalizations of the ones in subsection 3.3 of [5].
a) Firstly, let us define

$$
\begin{equation*}
\beta(v) \equiv J\left(v-P_{K} v\right), \quad \forall v \in V \tag{3.18}
\end{equation*}
$$

where $P_{K}$ is the projection operator from $V$ to $K$, and $J$ is the duality mapping from $V$ to $V^{*}$, connected with the function $\Phi(r)=r^{p-1}, r \geqslant 0$. Thanks to (2.2), it is well known (see, e.g., Lions [11], chap. 3, n. 5) that $\beta$ is a penalty operator connected with $K$, i.e.
$\beta: V \rightarrow V^{*}$ is a bounded hemicontinuous monotone operator,

$$
\begin{equation*}
\text { with } \operatorname{ker}(\beta)=K \tag{3.19}
\end{equation*}
$$

moreover, since $0 \in K$, it results that:

$$
\begin{equation*}
(\beta(v), v) \geqslant 0 \quad \forall v \in V ; \quad\|\beta(v)\|_{*} \leqslant\|v\|^{p-1}, \quad \forall v \in V . \tag{3.20}
\end{equation*}
$$

We also remark that $\alpha^{v}(t) \rightarrow t^{\alpha \rho} \beta(v(t)) »$ is, for every $m \in \boldsymbol{R}$, a penalty operator connected with the closed convex set

$$
\left\{v(t) \mid t^{m+a} v(t) \in L^{p}(0, T ; V) ; v(t) \in K \text { a.e. on }\right] 0, T[ \}
$$

b) We now consider, for every integer $k>0$, the penalized equation

$$
\begin{equation*}
\left.t u_{k}^{\prime}(t)+L\left(t ; u_{k}(t)\right)+k t^{a p} \beta\left(u_{k}(t)\right)=f(t), \quad \text { a.e. on }\right] 0, T[ \tag{3.21}
\end{equation*}
$$

Hence, Theorem 2.1 applies here to (3.21) (by taking of course, $L(t ; \cdot)$ in (2.21) as $L(t ; \cdot)+k t^{a p} \beta(\cdot)$ in (3.21)). We thus have that (3.21) has a unique solution $u_{k}(t) \in W_{m_{1}}$ (and hence $u_{k}(t) \in W_{m}$ for every $m \geqslant m_{1}$ ). We fix any $m \in\left[m_{1}, m_{0}[\right.$ and any $r \geqslant r(m)$; then we «multiply» (in the duality pairing between $V^{*}$ and $V$ ) both sides of (3.21) by $t^{z m p} \exp (-2 r t) u_{k}(t)$ and we integrate from 0 to $T$. Thanks to Lemma 2.1 (see (2.7)) and
to Lemma 2.2 (see (2.20)), we obtain that:

$$
\begin{align*}
& c(m) \int_{0}^{T} t^{m p} \exp (-2 r t)\left[t^{a p}\left\|u_{k}(t)\right\|^{p}+\left|u_{k}(t)\right|^{2}\right] d t+  \tag{3.22}\\
& +k \int_{0}^{T} t^{(m+a) p} \exp (-2 r t)\left(\beta\left(u_{k}(t)\right), u_{k}(t)\right) d t \leqslant \int_{0}^{T} t^{m p} \exp (-2 r t)\left|\left(f(t), u_{k}(t)\right)\right| d t
\end{align*}
$$

So, we obviously get that:

$$
\begin{equation*}
\left\{u_{k}(t)\right\} \text { is bounded in } U_{m} ; \tag{3.23}
\end{equation*}
$$

$$
\begin{equation*}
\left\{k \int_{0}^{T} t^{(m+a) p}\left(\beta\left(u_{k}(t)\right), u_{k}(t)\right) d t\right\} \text { is bounded } \tag{3.24}
\end{equation*}
$$

Then, from $\left\{u_{k}(t)\right\}$ we can take a subsequence (still denoted by $\left\{u_{k}(t)\right\}$ ), such that, for every $m \in\left[m_{1}, m_{0}[\right.$, as $k \rightarrow+\infty$ :

$$
\begin{equation*}
u_{k}(t) \rightarrow u(t) \quad \text { (weakly) in } U_{m} \tag{3.25}
\end{equation*}
$$

$$
\begin{array}{ll}
L\left(t ; u_{k}(t)\right) \rightarrow \chi(t) & \text { (weakly) in } Z_{m} \\
t^{a p} \beta\left(u_{k}(t)\right) \rightarrow \psi(t) & \text { (weakly) in } Z_{m} \tag{3.27}
\end{array}
$$

$$
\begin{equation*}
\int_{0}^{T} t^{(m+a) p}\left(\beta\left(u_{k}(t)\right), u_{k}(t)\right) d t \rightarrow 0 \tag{3.28}
\end{equation*}
$$

Of course, in (3.25) ... (3.27), $u(t), \chi(t)$ and $\psi(t)$ do not depend on $m \in\left[m_{1}, m_{0}[\right.$, thanks to the continuous imbeddings $U_{m_{1}} \subset U_{m}$ and $Z_{m_{1}} \subset Z_{m}$.

Now, from (3.23), the properties of $L(t ; \cdot)$, and (3.21), we can deduce that, in (3.27), $\psi(t)=0$ a.e. on $] 0, T[$. Hence, thanks also to (3.28) and to the pseudomonotonicity of $t^{\alpha \rho} \beta(\cdot)$ : $U_{m} \rightarrow Z_{m}$, we can get that:
(3.29)
$\beta(u(t))=0$
a.e. on $] 0, T[$,
i.e. $u(t) \in K$ a.e. on $] 0, T[$.
c) We prove now that, for every $m \in\left[m_{1}, m_{0}[, u(t)\right.$ satisfies (3.3), for any $v(t)$ as in (3.2), and for every $r \geqslant r(m)$. We fix any such $m$, any $r \geqslant r(m)$, and any $v(t)$ satisfying (3.2). Then, we can get that (by using: (3.21); the fact that $\beta(v(t))=0$ a.e. on
$] 0, T\left[\right.$; the monotonicity of $\beta(\cdot)$; the initial trend in (2.7) for $v(t)$ and $\left.u_{k}(t)\right)$ :

$$
\begin{align*}
& \text { (3.30) } \int_{0}^{s} t^{m p} \exp (-2 r t)\left(t v^{\prime}(t)+L\left(t ; u_{k}(t)\right)+\frac{1}{2}(m p+1-2 r t)(v(t)-\right.  \tag{3.30}\\
& \left.\left.-u_{k}(t)\right)-f(t), \quad v(t)-u_{k}(t)\right) d t \geqslant \frac{1}{2} s^{m p+1} \exp (-2 r s)\left|v(s)-u_{k}(s)\right|^{2} \geqslant 0, \quad 0<s \leqslant T
\end{align*}
$$

Hence, thanks to (3.25) and (3.26), (3.30) gives that:
(3.31)

$$
\begin{aligned}
& \limsup _{k \rightarrow+\infty}\left\{\int_{0}^{s} t^{m p} \exp (-2 r t)\left(L\left(t ; u_{k}(t)\right)+\frac{1}{2}(2 r t-m p-1) u_{k}(t), u_{k}(t)\right) d t\right\} \leqslant \\
& \leqslant \int_{0}^{s} t^{m p} \exp (-2 r t)\left\{\left(\chi(t)+\frac{1}{2}(2 r t-m p-1) u(t), v(t)\right)+\right. \\
&\left.+\left(t v^{\prime}(t)+\frac{1}{2}(m p+1-2 r t) v(t)-f(t), v(t)-u(t)\right)\right\} d t
\end{aligned}
$$

To proceed in our proof, we need now to remark the following fact.
(3.32) Let $m, r \in \boldsymbol{R}$, and let $w(t) \in U_{m}$ with $w(t) \in K$ a.e. on $] 0, T[$. Consider, from $w(t)$, the family $\left\{w_{h}(t)\right\}\left(h>h_{0}\right)$, defined as in Lemma 3.1. Then, in addition to (3.7) ... (3.10), the following property holds:

$$
\begin{aligned}
\limsup _{h \rightarrow+\infty} & \left\{\int_{0}^{s} t^{m p} \exp (-2 r t)\right. \\
& \left.\cdot\left(t w_{h}^{\prime}(t)+\frac{1}{2}(m p+1-2 r t) w_{h}(t), w_{h}(t)-w(t)\right) d t\right\} \leqslant 0, \quad \forall s \in[0, T]
\end{aligned}
$$

In fact, to get (3.32), it suffices to remark that, thanks to (3.8),

$$
\begin{array}{r}
\int_{0}^{s} t^{m p} \exp (-2 r t)\left(t w_{h}^{\prime}(t)+\frac{1}{2}(m p+1-2 r t) w_{h}(t), w_{h}(t)-w(t)\right) d t=  \tag{3.33}\\
=-h^{-1} \int_{0}^{s} t^{m p} \exp (-2 r t)\left|t w_{h}^{\prime}(t)\right|^{2} d t+\int_{0}^{s} t^{m p} \exp (-2 r t) \\
\cdot \frac{1}{2}(m p+1-2 r t)\left(w_{h}(t), w_{h}(t)-w(t)\right) d t
\end{array}
$$

and clearly, at the right-hand side of (3.33), the first term is $\leqslant 0$, while the second term goes to 0 , as $h \rightarrow+\infty$ (thanks to (3.10) (II)).

Now, we take $w(t)=u(t)$ (and then we set $\left.w_{h}(t) \equiv u_{h}(t)\right)$ in (3.32). Hence, by choosing $v(t)=u_{h}(t)$ in (3.31) and making $h \rightarrow+\infty$, we get that (3.31) gives (thanks to (3.32) and (3.26)):

$$
\begin{align*}
\limsup _{k \rightarrow+\infty}\left\{\int_{0}^{s} t^{m p}\right. & \exp (-2 r t)\left(L\left(t ; u_{k}(t)\right)+\right.  \tag{3.34}\\
& \left.\left.+\frac{1}{2}(2 r t-m p-1) u_{k}(t), u_{k}(t)-u(t)\right) d t\right\} \leqslant 0, \quad \forall s \in[0, T]
\end{align*}
$$

We now recall we are working with some fixed $m \in\left[m_{1}, m_{0}[\right.$ and $r \geqslant r(m)$. Hence, thanks to Lemma 2.2 (in particular, to (2.19)) and to the properties of $L=A+B$, we have that $[L(t ; \cdot)+(r t-(m p+1) / 2) I]: U_{m} \rightarrow Z_{m}$ is a pseudomonotone operator. We thus obtain, from (3.34), that:
(3.35) $\liminf _{k \rightarrow+\infty}\left\{\int_{0}^{s} t^{m p} \exp (-2 r t)\left(L\left(t ; u_{k}(t)\right)+\frac{1}{2}(2 r t-m p-1) u_{k}(t), u_{k}(t)-v(t)\right) d t\right\} \geqslant$

$$
\begin{array}{r}
\geqslant \int_{0}^{s} t^{m p} \exp (-2 r t)\left(L\left(t ; u_{k}(t)\right)+\frac{1}{2}(2 r t-m p-1) u(t),\right. \\
\quad u(t)-v(t)) d t \\
\forall s \in[0, T], \quad \forall v(t) \in U_{m}
\end{array}
$$

Now, from (3.30), taking any $\varphi(t) \in C^{0}([0, T])$, with $\varphi(t) \geqslant 0$ on $[0, T]$, we get that (recall that any $v(t)$ satisfying (3.2) was previously fixed):

$$
\begin{array}{r}
\text { 6) } \int_{0}^{T} \varphi(s) d s \int_{0}^{s} t^{m p} \exp (-2 r t)\left(t v^{\prime}(t)+\frac{1}{2}(m p+1-2 r t) v(t)-f(t), v(t)-u_{k}(t)\right) d t \geqslant  \tag{3.36}\\
\geqslant \int_{0}^{T} \varphi(s) d s \int_{0}^{s} t^{m p} \exp (-2 r t) \cdot\left(L\left(t ; u_{k}(t)\right)+\frac{1}{2}(2 r t-m p-1) u_{k}(t), u_{k}(t)-v(t)\right) d t+ \\
+\frac{1}{2} \int_{0}^{T} \varphi(s) s^{m p+1} \exp (-2 r s)\left|v(s)-u_{k}(s)\right|^{2}
\end{array}
$$

Hence, by taking in (3.36) the lim inf, for $k \rightarrow+\infty$, and using (3.25) and (3.35), we ob-
tain that $u(t)$ satisfies:

$$
\begin{align*}
& \int_{0}^{T} \varphi(s) d s \int_{0}^{s} t^{m p} \exp (-2 r t)  \tag{3.37}\\
& \cdot\left(t v^{\prime}(t)+L(t ; u(t))+\frac{1}{2}(m p+1-2 r t)(v(t)-u(t))-f(t), v(t)-u(t)\right) d t \geqslant \\
& \geqslant \frac{1}{2} \int_{0}^{T} \varphi(s) s^{m p+1} \exp (-2 r s)|v(s)-u(s)|^{2} d s, \\
& \forall \varphi(t) \in C^{0}([0, T]), \text { with } \varphi(t) \geqslant 0 \text { on }[0, T] .
\end{align*}
$$

(3.37) thus gives that, for every $m \in\left[m_{0} m_{1}[\right.$ and every $r \geqslant r(m), u(t)$ satisfies (3.3) for a.e. $s \in] 0, T[$, and every $v(t)$ as in (3.2).
d) Now, we have only to prove that $u(t)$ satisfies (3.4) (III) and (IV) (and this also gives that $u(t)$ satisfies (3.3) for every $s \in] 0, T[$ ).

Since $u(t)$ has the properties (3.4) (I) and (II), we can consider, from $u(t)$, the family $\left\{u_{h}(t)\right\}$ defined as in Lemma 3.1 (where $m=m_{1}$ and $h>h_{0}$ ). Hence, $\left\{u_{h}(t)\right\}$ satisfies (3.7) ... (3.10) (with $m=m_{1}$ and $r \geqslant r\left(m_{1}\right)$ ); by using (3.8) (where $w_{h}(t)$ is replaced by $u_{h}(t)$ ), we obtain that (recall the conclusion in the preceding step $c$ )):

$$
\begin{align*}
& \frac{1}{2} s^{m_{1} p+1} \exp (-2 r s)\left|u_{h}(s)-u(s)\right|^{2} \leqslant \int_{0}^{s} t^{m_{1} p} \exp (-2 r t) .  \tag{3.38}\\
& \left\{\left(L(t ; u(t))-f(t), u_{h}(t)-u(t)\right)+\frac{1}{2}\left(m_{1} p+1-2 r t\right)\left|u_{h}(t)-u(t)\right|^{2}\right\} d t \\
& \text { for a.e. } s \in] 0, T] .
\end{align*}
$$

Hence, thanks to the properties of $\left\{u_{k}(t)\right\}$ (in particular, (3.9) and (3.10)), (3.38) gives clearly that $u(t)$ satisfies (3.4) (III) and (IV).

Thus, Theorem 3.1 is completely proved.
3.4. - We finish this paper, by presenting some applications of our abstract results (Theorems 2.1 and 3.1): in particular, we give some examples of operators $A(t ; \cdot)$ and $B(t ; \cdot)$, to which such results apply.

As an introductory remark, we firstly present an example concerning ordinary differential equations and inequalities (also see Bernardi [4]).

Example 3.1. - Let us take:

$$
V=H=V^{*}=\boldsymbol{R} ; B(t ; u)=b u, A(t ; u)=t^{a p}|u|^{p-1} \operatorname{sgn}(u)
$$

where $b, a \in \boldsymbol{R}$, and $p>1$. Hence, (2.8) ... (2.15) hold trivially; in particular, $A(t ; \cdot)$ is monotone for every $t \in] 0, T]$ (and nonlinear, if $p \neq 2$ ). So, our abstract results apply here to this situation. We observe (also see [4]) that it results here: $m_{0}=(2 b-$ $-1) / p$, if $p \neq 2 ; m_{0}=\left(b-(1 / 2)+\lim _{t \rightarrow 0^{+}} t^{2 x}\right)$ if $p=2$. More generally, our results apply as well to the following situation. Take: $B(t ; u)=b(t) \gamma(u)$, where $b(t) \in L^{\infty}(0, T)$ and $\gamma(u)$ is uniformly Lipschitz continuous on $\boldsymbol{R}$, with $\gamma(0)=0$ (recall however Remarks 2.2 and 3.1). Take moreover $A(t ; u)=t^{a p} \lambda(u)$ where: $a \in \boldsymbol{R}, p>1 ; \lambda(u) \in C^{0}(\boldsymbol{R})$, and satisfies:

$$
\begin{gather*}
\begin{cases}\exists c_{1}>0: u \lambda(u) \geqslant c_{1}|u|^{p}, & \forall u \in \boldsymbol{R} ; \\
\exists c_{2}>0:|\lambda(u)| \leqslant c_{2}|u|^{p-1}, & \forall u \in \boldsymbol{R} ;\end{cases}  \tag{3.39}\\
\exists l^{*} \in \boldsymbol{R}:(\lambda(u)-\lambda(v)) /(u-v) \geqslant l^{*}, \quad \forall u, \quad v \in \boldsymbol{R}, \quad \text { with } u \neq v . \tag{3.40}
\end{gather*}
$$

Hence, (2.8) ... (2.15) hold trivially. Remark however that here, unlike the previous case, $A(t ; \cdot)$ is not necessarily monotone.

Example 3.2. - Let now $\Omega$ be a bounded open subset of $\boldsymbol{R}^{n}$ and let $p>1$ such that $1 / p-1 / n \leqslant 1 / 2$. Take $V=W_{0}^{1, p}(\Omega)$, and $H=L^{2}(\Omega)$ (hence $V^{*}=W^{-1, q}(\Omega)$ ). Then, (2.1) and (2.2) clearly hold. Take now (for some $a \in \boldsymbol{R}$ ):

$$
\begin{equation*}
A(t ; u)=-t^{a_{p}} \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\left|\frac{\partial u}{\partial x_{i}}\right|^{p-2} \frac{\partial u}{\partial x_{i}}\right), \tag{3.41}
\end{equation*}
$$

and, for instance, $B(t ; u)=b(t) \gamma(u)$, where $b(t)$ and $\gamma(u)$ are as in the previous Example 3.1. Hence, (2.8) ... (2.15) clearly hold. So, our abstract results apply here as well. Remark that the operator $A(t ; \cdot)$, given in (3.41), is monotone, for every $t \in] 0, T]$. However, we recall that our results need only the «weaker monotonicity assumption» (2.12).
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