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Summary. - Let $H$ be a real Hilbert space, $\varphi: H \rightarrow[0,+\infty]$ a proper l.s.c., convex function with $L_{k}:=\left\{u \in H ;\|u\|^{2}+\varphi(u) \leqq k\right\}$ compact for every $k>0$, let $\tau>0$ be a given constant and $O_{\partial p}([-\tau, 0] ; H):=\{v \in C([-\tau, 0] ; H) ; v(t) \in D(\partial \varphi)$ a.e. for $t \in(-\tau, 0)\}$. We prove an existence result for strong solutions to a class of functional differential equations of the form

$$
\begin{aligned}
& u^{\prime}(t)+\partial \varphi(u(t)) \in F\left(t, u(t), u_{t}\right), \quad 0<t<T \\
& u(s)=v(s), \quad-\tau \leqq s \leqq 0
\end{aligned}
$$

where $F:[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}([-\tau, 0] ; H) \rightarrow H$ satisfies a certain demiclosedness condition, while $v \in C_{\partial p}([-\tau, 0] ; H), v(0) \in D(\varphi)$ and $\int_{-}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$.

## 1. - Introduction.

Throughout this paper $H$ is a real Hilbert space with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|, \varphi: H \rightarrow[0,+\infty]$ is a proper l.s.c. convex function and $\partial \varphi$ is the subdifferential of $\varphi$.

If $[a, b]$ is an interval in $\mathbb{R}$, then $C_{\partial \varphi}([a, b] ; H)$ denotes the subset of all functions $v$ belonging to $C([a, b] ; H)$ and satisfying $v(t) \in D(\partial \varphi)$ a.e. for $t \in(a, b)$. We emphasize that in all that follows $O_{\hat{o} \varphi}([a, b] ; H)$ is endowed with the sup. norm topology of $C([a, b] ; H)$. Let $\tau>0$ and $T>0$ be two given constants.

We recall that if $u \in C_{\partial \varphi}([-\tau, T] ; H)$ and $t \in[0, T]$, then $u_{i}:[-\tau, 0] \rightarrow H$ is defined by $u_{t}(s):=u(t+s)$, for every $s \in[-\tau, 0]$. Obviously, whenever $u \in C_{\partial \varphi}([-\tau, T] ; H)$ and $t \in[0, T], u_{t}$ belongs to $C_{\partial \varphi}([-\tau, 0] ; H)$.

Let $F:[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}([-\tau, 0] ; H) \rightarrow H$ be a given function, and let us
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consider the following functional differential equation

$$
\begin{cases}u^{\prime}(t)+\partial \varphi(u(t)) \ni F\left(t, u(i), u_{t}\right), & 0<t<T  \tag{1.1}\\ u(s)=v(s), & -\tau \leqq s \leqq 0\end{cases}
$$

where $v \in O_{\partial p}([-\tau, 0] ; H), v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$.
The main goal of this paper is to prove an existence result for strong solutions to (1.1). Basic sources of references for this kind of problems are the monograph of Hale [10] and the survey paper of Webb [23].

Although functional differential equations have been intensively studied over the past several years by many authors (see for instance [7-14, 16-20, 23] and the references therein) as far as we know, this is the first attempt to overcome the difficulties encountered when $F$ is defined merely on $[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}([-\tau, 0] ; H)$ and $-F$ lacks monotonicity with respect to its second and third arguments. The possibility of considering such functions $F$ which, in general, are discontinuous with respect to the induced strong topology on both domain and range, allows us to obtain as particular cases of our main existence theorem new results refering to strongly nonlinear partial differential equations of functional type.

The interesting feature of this class of equations consists in that the state of the system depends not only on its history but also on the history of its «diffusion». See the examples in Section 6.

We emphasize that our results seem to be new even in the semilinear case, i.e., when $\partial \varphi$ is linear.

The method of proof which is partially inspired from [15] is mainly based on a fixed point theorem due to Arino, Gautier and Penot [1] and rests heavily on a deep regularity result due to Brezis [3].

The paper is divided into six Sections, the second one being mainly devoted to some notations, definitions and results widely used in all that follows. In Section 3 we state our main result, while Section 4 is merely concerned with its complete proof. Section 5 contains two results concerning the continuation of the solutions, while in the last Section 6 we analyze some examples in order to emphasize the effectiveness of the abstract results.

Acknowledgements. The second author express his warmest thanks to C.N.R. for supporting this work, as well as, to the Department of Mathematical Sciences of the University of Trieste for very kind hospitality and cooperation.

## 2. - Preliminaries.

Let $H$ be a real Hilbert space with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|$ and let $\varphi: H \rightarrow[0,+\infty]$ be a proper, l.s.c., convex function. Set

$$
\begin{aligned}
& D(\varphi):=\{u \in H ; \varphi(u)<+\infty\} \\
& \partial \varphi(u):=\{v \in H ; \varphi(w)-\varphi(u) \geqq(v, w-u), w \in H\}
\end{aligned}
$$

and

$$
D(\partial \varphi):=\{u \in H ; \partial \varphi(u) \neq \Phi\}
$$

We recall that $D(\varphi)$ is called the effective domain of $\varphi, \partial \varphi(u)$ the subdifferential of $\varphi$ calculated at $u$, and the operator $\partial \varphi: D(\partial \varphi) \subset H \rightarrow 2^{H}$ which assigns to each $u \in D(\partial \varphi)$ the set $\partial \varphi(u)$-the subdifferential of $\varphi$. We have

$$
D(\partial \varphi) \subset D(\varphi) \quad \text { and } \quad \overline{D(\partial \varphi)}=\overline{D(\varphi)}
$$

It is well known [4] that $\partial \varphi$ is a maximal monotone operator.
Let us consider the following quasi-autonomous evolution equation

$$
\left\{\begin{array}{l}
u^{\prime}(t)+\partial \varphi(u(t)) \ni f(t), \quad 0<t<T  \tag{2.1}\\
u(0)=u_{0}
\end{array}\right.
$$

where $\varphi$ is as above, $f \in L^{2}([0, T] ; H)$ and $u_{0} \in \overline{D(\varphi)}$.
By a strong solution to (2.1) we mean a function $u \in W^{1,2}([0, T] ; H)$ with $u(0)=u_{0}, u(t) \in D(\partial \varphi)$ a.e. for $t \in(0, T)$ and satisfying

$$
u^{\prime}(t)+(\partial \varphi(u(t))-f(t))^{0}=0 \quad \text { a.e. for } t \in(0, T)
$$

where, if $C$ is a nonempty, closed convex set in $H, C^{0}$ denotes the unique element of $O$ having minimal norm.

We recall for easy reference the following result due to Brézis (see [3]).
Theorem 2.1. - Let $\varphi: H \rightarrow[0,+\infty]$ be a proper, l.s.c., convex function. Then, for each $u_{0} \in D(\varphi)$ and $f \in L^{2}([0, T] ; H)$ there exists a unique strong solution to (2.1) such that $t \rightarrow \varphi(u(t))$ is absolutely continuous from $[0, T]$ into $\mathbb{B}^{+}$and which, in addition satisfies

$$
\begin{equation*}
\left\|u^{\prime}(t)\right\|^{2}+\frac{d}{d t} \varphi(u(t))=\left(f(t), u^{\prime}(t)\right) \quad \text { a.e. for } t \in(0, T) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{0}^{T_{0}}\left\|u^{\prime}(t)\right\|^{2} d t\right)^{\frac{1}{2}} \leqq\left(\int_{0}^{T_{0}}\|f(t)\|^{2} d t\right)^{\frac{1}{2}}+\sqrt{\varphi\left(u_{0}\right)} \tag{2.3}
\end{equation*}
$$

Definition 2.1. - A proper, l.s.c., convex function $\varphi: H \rightarrow[0,+\infty]$ is called of compact type if for each $k>0$ the set

$$
K_{k}:=\left\{u \in H ;\|u\|^{2}+\varphi(u) \leqq k\right\}
$$

is compact in $H$.

Remark 2.1. - Obviously, $\varphi$ is of compact type if and only if for each $k>0$ the set

$$
M_{k_{k}}:=\{u \in H ;\|u\|+\varphi(u) \leqq k\}
$$

is compact in $H$.
We emphasize that we prefer to use $L_{k}$ instead of $M_{k}$ because, in applications, whenever $\partial \varphi$ is a partial differential operator, it is much easier to check the compactness of $L_{k}$ than that of $M_{K}$.

The next result is an obvious instance of [21, Corollary 2.3.2].
Proposition 2.1. - Let $\varphi: H \rightarrow[0,+\infty]$ be a proper, l.s.c., convex function of compact type and let $u_{0} \in D(\varphi)$ be fixed.

Then the solution mapping $f \rightarrow u-$ which assigns to each $f$ belonging to $L^{2}([0, T] ; H)$ the unique strong solution to (2.1) corresponding to $u_{0}$ and to $f$-is sequentially continuous from $L^{2}([0, T] ; H)$ endowed with its weak topology into $O([0, T] ; H)$ endowed with its strong topology.

Finally, we recall the following fixed point theorem due to Arino, Gautier and Penot [1].

Theorem 2.2. - Let $C$ be a nonempty, convex and weakly compact subset in a separated locally convex vector space. If $\mathbb{P}: C \rightarrow C$ is a function which is weakly weakly sequentially continuous, then $\mathbb{P}$ has at least one fixed point.

## 2. - The main result.

We begin by explaining what we mean by a strong solution to (1.1). Namely, we introduce

Definition 3.1. - A function $u:[-\tau, T] \rightarrow H$ is called a strong solution to the problem (1.1) on $[0, T]$ if
$\left(\mathrm{S}_{1}\right) \quad u(s)=v(s)$ for each $s \in[-\tau, 0]$.
$\left(\mathrm{S}_{2}\right) \quad u_{t} \in O_{\partial \bar{\phi}}([-\tau, 0] ; H)$ for each $t \in[0, T]$.
$\left(\mathrm{S}_{3}\right) \quad$ The function $f:[0, T] \rightarrow H$, defined by $f(t):=F\left(t, u(t), u_{t}\right)$ a.e. for $t \in(0, T)$, belongs to $L^{2}([0, T] ; H)$.
$\left(\mathrm{S}_{4}\right) \quad u$ is a strong solution of (2.1) with $f$ as above and $u_{0}=v(0)$ in the sense indicated in Section 2.

Let $v \in O_{\partial \rho \varphi}([-\tau, 0] ; H)$ be fixed and let $u \in C\left(\left[0, T_{0}\right] ; H\right)$ be a given function with $u(0)=v(0)$. In all that follows we denote by $\hat{u}$ the function $\hat{u}:\left[-\tau, T_{0}\right] \rightarrow H$
defined by

$$
\hat{u}(t):= \begin{cases}v(t) & \text { for } t \in[-\tau, 0]  \tag{3.1}\\ u(t) & \text { for } t \in\left(0, T_{0}\right]\end{cases}
$$

Definition 3.2. - A function $F:[0, T] \times D(\partial \varphi) \times O_{\partial \varphi}([-\tau, 0] ; H)$ is called $\partial \varphi$ demiclosed if for each $v \in C_{\partial \varphi}([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$, and for each $T_{0} \in(0, T]$, the following conditions are satisfied
(i) For each $u \in C_{\partial \varphi}^{*}\left(\left[0, T_{0}\right] ; H\right) \cap W^{1,2}\left(\left[0, T_{0}\right] ; H\right)$ with $u(0)=v(0)$ and for which there exists $g \in L^{2}\left(\left[0, T_{0}\right] ; H\right)$ with $g(t) \in \partial \varphi(u(t))$ a.e. for $t \in\left(0, T_{0}\right)$, the function $t \rightarrow F\left(t, u(t), u_{t}\right)$ is strongly measurable from $\left[0, T_{0}\right.$ ] into $H$.
(ii) If $\left(u_{n}\right)$ is a sequence in $C_{\partial \varphi}\left(\left[0, T_{0}\right] ; H\right) \cap W^{1,2}\left(\left[0, T_{0}\right] ; H\right)$ with $u_{n}(0)=$ $=v(0)$ for each $n \in \mathbb{N}$ and for which there exists $\left(g_{n}\right)$ in $L^{2}([0, T] ; H)$ with $g_{n}(t) \in$ $\in \partial \varphi\left(u_{n}(t)\right)$ for each $n \in \mathbb{N}$ and a.e. for $t \in\left(0, T_{0}\right)$ and if, in addition $\lim u_{n}=u$ in $O\left(\left[0, T_{0}\right] ; H\right), u \in C_{\partial p}\left(\left[0, T_{0}\right] ; H\right)$,

$$
\begin{array}{ll}
w-\lim u_{u}^{\prime}=u^{\prime} & \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right), \\
w-\lim g_{n}=g & \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right), \\
w-\lim p_{n}=p & \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right),
\end{array}
$$

where, for each $n \in \mathbb{N}, p_{n}:\left[0, T_{0}\right] \rightarrow H$ is defined by

$$
p_{n}(t):=F\left(t, u_{n}(t), \hat{u}_{n_{t}}\right) \quad \text { a.e. for } t \in\left(0, T_{0}\right)
$$

then

$$
p(t)=F\left(t, u(t), \hat{u}_{t}\right) \quad \text { a.e. for } t \in\left(0, T_{0}\right)
$$

Definition 3.3. - A function $F:[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}([-\tau, 0] ; H) \rightarrow H$ is called $\partial \varphi$-dominated if there exists two non decreasing functions $l(\cdot), l_{0}(\cdot)$ from $\mathbb{R}^{+}$into $\mathbb{R}^{+}$, $c_{1}, c_{2} \in L^{1}\left([0, T] ; \mathbb{R}^{+}\right)$and a constant $k \in(0,1)$ such that

$$
\|F(t, u, v)\|^{2} \leqq k\left\|\partial \varphi^{0}(u)\right\|^{2}+l(\|u\|+\varphi(u)) \cdot\left[\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s+l_{0}(\varphi(u)) c_{1}(t)+c_{2}(t)\right]
$$

a.e. for $t \in(0, T)$, for each $u \in D(\partial \varphi)$ and $v \in C_{\partial \varphi}([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$.

Now, we are able to proceed to the statement of our main result.

THEOREM 3.1. - Let $\varphi: H \rightarrow[0,+\infty]$ be a proper, l.s.c., convex function of compact type and let $F:[0, T] \times D(\partial \varphi) \times O_{\partial \varphi}([-\tau, 0] ; H) \rightarrow H$ be a function which is both $\partial \varphi$-dominated and $\partial \varphi$-demiclosed. Then, for each $v \in C_{\partial \varphi}([-\tau, 0] ; H)$ with $v(0) \in$ $\in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$, there exists $T_{0}=T_{0}(v) \in(0, T)$ such that the problem (1.1) has at least one strong solution defined on $\left[0, T_{0}\right]$.

Concerning the semilinear case, i.e., when $\partial \varphi$ is linear, we have
Corollary 3.1. - Let $A: D(A) \subset H \rightarrow H$ be a densely defined linear, self-adjoint, m-accretive operator and let $\varphi: H \rightarrow \mathbb{R}^{+}$be defined by

$$
\varphi(u):= \begin{cases}\frac{1}{2}\left\|A^{\frac{1}{2}} u\right\|^{2} * & \text { if } u \in D\left(A^{\frac{1}{2}}\right) \\ +\infty & \text { otherwise }\end{cases}
$$

Let $F:[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}([-\tau, 0] ; H) \rightarrow H$ be a function which is both $\partial \varphi$-demiclosed and $\partial \varphi$-dominated. If $(I+A)^{-1}$ is compact, then for each $v \in C_{\partial \rho}([-\tau, 0] ; H)$ with $v(0) \in D\left(A^{\frac{1}{3}}\right)$ and $\int_{-\tau}^{0}\|A v(s)\|^{2} d s<+\infty$, there exists $T_{0}=T_{0}(v) \in(0, T]$ such that the problem

$$
\begin{array}{ll}
u^{\prime}(t)+A u(t)=F\left(t, u(t), u_{t}\right), & 0<t<T \\
u(s)=v(s), & -\tau \leqq s \leqq 0
\end{array}
$$

has at least one strong solution defined on $\left[0, T_{0}\right]$.

## 4. - The proof of the main result.

We shall use a fixed point argument as follows. Let $r>0$ and $T_{0} \in(0, T]$ be fixed and let us denote by $\mathbb{K}_{T_{0}}^{r}$ the closed ball with centre 0 and radius $r$ in $L^{2}\left(\left[0, T_{0}\right] ; H\right)$, namely

$$
\mathbb{K}_{T_{0}}^{r}:=\left\{h \in L^{2}\left(\left[0, T_{0}\right] ; H\right) ; \int_{0}^{T_{0}}\|h(s)\|^{2} d s \leqq r^{2}\right\}
$$

Let $v$ be an arbitrary, but fixed, element in $C_{\partial \rho \varphi}([-\tau, 0] ; H)$ satisfying $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\|\varphi(v(s))\|^{2} d s<+\infty$, and let us consider the problem

$$
\left\{\begin{array}{l}
u_{h}^{\prime}(t)=\partial \varphi\left(u_{n}(t)\right) \ni \hbar(t), \quad 0<t<T_{0}  \tag{4.1}\\
u_{n}(0)=v(0)
\end{array}\right.
$$

where $h \in \mathbb{K}_{T_{0}}^{r}$.
In view of Theorem 2.1, for each $h \in \mathbb{K}_{T_{0}}^{r}$, the problem (4.1) has a unique strong solution $u_{h}$ defined on $\left[0, T_{0}\right]$.

Now, let us define the operator $\mathbb{P}: D(\mathbb{P}) \subset \mathbb{K}_{T_{0}}^{r} \rightarrow L^{2}\left(\left[0, T_{0}\right] ; H\right)$ by

$$
\begin{equation*}
(P h)(t):=F\left(t, u_{h}(t), \hat{u}_{h_{t}}\right) \quad \text { a.e. for } t \in\left(0, T_{0}\right] \tag{4.2}
\end{equation*}
$$

and for each

$$
h \in D(\mathbb{P})=\left\{h \in \mathbb{K}_{T_{0}} ; t \rightarrow F\left(t, u_{n}(t), \hat{u}_{h_{t}}\right) \text { belongs to } L^{2}\left(\left[0, T_{0}\right] ; H\right)\right\}
$$

We emphasize that in the definition of $\mathbb{P}, u_{h}$ is the unique strong solution to (4.1) corresponding to $v(0)$-which is fixed-and to $h \in D(\mathbb{P})$, while $\hat{u}_{h}$ is given by (3.1).

At this point it is quite transparent that (1.1) has at least one strong solution defined on $\left[0, T_{0}\right]$ if and only if $\mathbb{P}$ has at least one fixed point. Indeed, $h$ is a fixed point of $P$ if and only if $u_{h}$ is a strong solution of (1.1) defined on [0, $T_{0}$ ].

In order to show that $\mathbb{P}$ has at least one fixed point we resort to Theorem 2.2. To this aim, we need the following two lemmas.

Lemma 4.1. - For each $v \in C_{\hat{o} \varphi}([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\|\partial \varphi(v(s))\|^{2} d s<$ $<+\infty$ there exists $r>0$ and $T_{0} \in(0, T]$ such that the operator $\mathbb{P}$ given by (4.2) is defined on all $\mathbb{K}_{T_{0}}^{r}$ and maps the latter into itself, i.e., $D(\mathbb{P})=\mathbb{K}_{T_{0}}^{r}$ and $\mathbb{P}\left(\mathbb{K}_{T_{0}}^{r}\right) \subset \mathbb{K}_{T_{0}}^{r}$.

Proof. - First, let us choose $r>0$, such that

$$
\begin{equation*}
r^{2} \geqslant 2(1+3 k)(1-k)^{-1} \varphi(v(0)) \tag{4.3}
\end{equation*}
$$

where $k \in(0,1)$ is the constant in Definition 3.3.
Fix $T_{0} \in(0, \min \{T, \tau\}$ ]-which will be defined more precisely latter-and let us observe that, for $r$ and $T_{0}$ as above, in view of Theorem 2.1, we have

$$
u_{h} \in C_{\hat{\partial} \varphi}\left(\left[0, T_{0}\right] ; H\right) \cap W^{1,2}\left(\left[0, T_{0}\right] ; H\right) \quad \text { for each } h \in \mathbb{K}_{T_{0}}^{r}
$$

Therefore, by (i) in Definition 3.1, we easily conclude that the function $t \rightarrow F\left(t, u_{h}(t), \hat{u}_{\bar{h}_{t}}\right)$ is strongly measurable from $\left[0, T_{0}\right]$ into $H$, for each $h \in \mathbb{K}_{T_{0}}^{\tau}$. Consequently, since $F$ is $\partial \varphi$-dominated, we have

$$
\begin{align*}
\int_{0}^{T_{0}} \| F\left(t, u_{h_{t}}(t),\right. & \left.\hat{u}_{h}\right)\left\|^{2} d t \leqq k \int_{0}^{T_{0}}\right\| \partial \varphi^{0}\left(u_{h}(t)\right) \|^{2} d t+  \tag{4.4}\\
& +\int_{0}^{T_{0}} l\left(\left\|u_{h}(t)\right\|+\varphi\left(u_{h}(t)\right)\right) \int_{-\tau}^{0}\left\|\partial \varphi^{0}\left(\hat{u}_{1}(t+s)\right)\right\|^{2} d s d t+ \\
& +\int_{0}^{T_{0}} l\left(\left\|u_{1}(t)\right\|+\varphi\left(u_{1}(t)\right)\right) l_{0}\left(\left(u_{h}(t)\right)\right) c_{1}(t) d t+\int_{0}^{T_{0}} l\left(\left\|u_{h}(t)\right\|+\varphi\left(u_{1}(t)\right)\right) d t
\end{align*}
$$

for each $h \in \mathrm{~K}_{T_{0}}{ }^{*}$. At this stage we do not know whether or not the right hand side of (4.4) is finite. Thus, our aim now is to show that for $T_{0} \in(0, \min \{T, \tau\}$ ]-suffciently small-this is indeed the case. To this end, for each $h \in \mathbb{K}_{T_{0}}^{r}$, let us define $g_{h}:\left[0, T_{0}\right] \rightarrow H$ by

$$
\begin{equation*}
g_{h}(t):=-u_{h}^{\prime}(t)+h(t) \quad \text { a.e. for } t \in\left(0, T_{0}\right) \tag{4.5}
\end{equation*}
$$

and let us observe that from (2.2) we easily obtain

$$
\frac{d}{d s} \varphi\left(u_{h}(s)\right)+\left\|g_{h}(s)\right\|^{2}=\left(g_{h}(s), h(s)\right) \quad \text { a.e. for } s \in\left(0, T_{0}\right)
$$

Integrating this equality both sides over $[0, t] \subset\left[0, T_{0}\right]$ and using Cauchy's inequality, after some obvious rearrangements, we get

$$
\varphi\left(u_{h}(t)\right)+\frac{1}{2} \int_{0}^{T_{0}}\left\|g_{h}(s)\right\|^{2} d s \leqq \varphi(v(0))+\frac{1}{2} \int_{0}^{T_{0}}\|h(s)\|^{2} d s
$$

for each $h \in \mathbb{K}_{T_{0}}^{*}$ and $t \in\left[0, T_{0}\right]$. This inequality implies both

$$
\begin{equation*}
\varphi\left(u_{h}(t)\right) \leqq \varphi(v(0))+\frac{1}{2} \int_{0}^{T_{0}}\|h(s)\|^{2} d s \leqq \varphi(v(0))+\frac{1}{2} r^{2} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T_{0}}\left\|g_{h}(s)\right\|^{2} d s \leqq 2 \varphi(v(0))+\int_{0}^{T_{0}}\|h(s)\|^{2} d s \leqq 2 \varphi(v(0))+r^{2} \tag{4.7}
\end{equation*}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$.
From (4.7) it readily follows that

$$
(1-2 \varepsilon) \int_{0}^{T_{0}}\left\|g_{h}(s)\right\|^{2} d s \leqq 2 \varphi(v(0))+r^{2}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$ and $\varepsilon \in\left[0, \frac{1}{2}\right]$. Taking $\varepsilon=(1-k)[2(1+3 k)]^{-1}$-which is possible because $k \in(0,1)$ implies $(1-k)[2(1+3 k)]^{-1} \in\left(0, \frac{1}{2}\right)$-after some standard calculations involving (4.3) we obtain

$$
\begin{equation*}
k \int_{0}^{T_{0}}\left\|g_{h}(s)\right\|^{2} d s \leqq \frac{1+k}{2} r^{2} \tag{4.8}
\end{equation*}
$$

for each $h \in \mathbb{K}_{T_{\theta}}^{r}$.
Now, let us observe that, in view of (4.6), and since $\mathbb{K}_{T_{0}}^{r_{0}}$ is bounded in $L^{2}\left(\left[0, T_{0}\right] ; H\right)$, there exists $m>0$-which does not depend on $T_{0} \in(0, \min \{T, \tau\}]$ such that

$$
\begin{equation*}
\left\|u_{h}(t)\right\| \leqq m \quad \text { and } \varphi\left(u_{h}(t)\right) \leqq m \tag{4.9}
\end{equation*}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r_{0}}$ and $t \in\left[0, T_{0}\right]$.

Using (4.4), (4.8), (4.9), the fact that $\left\|\partial \varphi^{0}\left(u_{h}(t)\right)\right\| \leqq\left\|g_{h}(t)\right\|$ for each $h \in \mathbb{K}_{T_{0}}^{r}$ and a.e. for $t \in\left(0, T_{0}\right)$-see (4.5) and Theorem 2.1-and recalling that $l(\cdot)$ and $l_{0}(\cdot)$ are nondecreasing, we conclude that

$$
\begin{aligned}
& \int_{0}^{T_{0}}\left\|F\left(t, u_{h}(t), \hat{u}_{n_{t}}\right)\right\|^{2} d t \leqq \frac{1+k}{2} r^{2}+l(2 m) \int_{0}^{T_{0}} \int_{-\tau}^{0}\left\|\partial \varphi^{0}\left(\hat{u}_{h}(t+s)\right)\right\|^{2} d s d t+ \\
& \quad+l(2 m) l_{0}(m) \int_{0}^{T_{0}} c_{1}(t) d t+l(2 m) \int_{0}^{T_{0}} e_{2}(t) d t
\end{aligned}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$.
Next, let us denote by

$$
\Sigma^{-}:=\left\{(t, s) \in\left[0, T_{0}\right] \times[-\tau, 0] ; t+s \leqq 0\right\}
$$

and by

$$
\Sigma^{+}:=\left\{(t, s) \in\left[0, T_{0}\right] \times[-\tau, 0] ; t+s>0\right\}
$$

Recalling the definition of $\hat{u}_{h}$ —see (3.1)-the last inequality can be equivalently rewritten as

$$
\begin{aligned}
& \int_{0}^{T_{0}} \| F\left(t, u_{h}(t), \hat{u}_{h_{t}}\left\|^{2} d t \leqq \frac{1+k}{2} r^{2}+l(2 m) \iint_{\Sigma^{-}}\right\| \partial \varphi^{0}(v(t+s)) \|^{2} d s d t+\right. \\
& +l(2 m) \iint_{\Sigma^{+}}\left\|\partial \varphi^{0}\left(u_{h}(t+s)\right)\right\|^{2} d s d t+l(2 m) l_{0}(m) \int_{0}^{T_{0}} c_{1}(t) d t+ \\
& +l(2 m) \int_{0}^{T_{0}} c_{2}(t) d t, \quad \text { for each } h \in \mathbb{K}_{r_{0}}^{r}
\end{aligned}
$$

Using once again the fact that $\left\|\partial \varphi^{0}\left(u_{h}(t)\right)\right\| \leqq\left\|g_{h}(t)\right\|$ a.e. for $t \in\left(0, T_{0}\right)$ and for each $h \in \mathbb{K}_{T_{0}}^{r}$, we obtain

$$
\begin{aligned}
\int_{0}^{T_{0}}\left\|F\left(t, u_{h}(t), \hat{u}_{k_{t}}\right)\right\|^{2} d t \leqq & \frac{1+k_{t}}{2} r^{2}+l(2 m) \int_{0}^{T_{0}} \int_{-\tau}^{-t}\left\|\partial \varphi^{0}(v(t+s))\right\|^{2} d s d t+ \\
& +l(2 m) \int_{0}^{T_{0}} \int_{-t}^{0}\left\|g_{h}(t+s)\right\|^{2} d s d t+l(2 m) l_{0}(m) \int_{0}^{T_{0}} e_{1}(t) d t+l(2 m) \int_{0}^{T_{0}} c_{2}(t) d t
\end{aligned}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$.
After the change of variable $\theta=t+s$, we conclude that

$$
\begin{aligned}
\int_{0}^{T_{0}}\left\|F\left(t, u_{h}(t), \hat{u}_{h_{i}}\right)\right\|^{2} d t & \leqq \frac{1+k_{0}}{2} r^{2}+l(2 m) \int_{0}^{T_{0}} \int_{t-\tau}^{0} \| \partial \varphi^{0}\left(v ( \theta ) \left(\|^{2} d \theta d t+\right.\right. \\
& +l(2 m) \int_{0}^{T_{0}} \int_{0}^{l}\left\|g_{\hbar}(\theta)\right\|^{2} d \theta d t+l(2 m) \cdot l_{0}(m) \int_{0}^{T_{0}} e_{1}(t) d t+l(2 m) \int_{0}^{T_{0}} c_{2}(t) d t
\end{aligned}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$. Since $t \in\left[0, T_{0}\right] \subset[0, \tau]$, the last inequality in conjunction with (4.7) yields

$$
\begin{aligned}
\int_{0}^{T_{0}}\left\|F\left(t, u_{n}(t), \hat{u}_{h_{t}}\right)\right\|^{2} d t & \leq \frac{1+k}{2} r^{2}+l(2 m) T_{0} \int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(\theta))\right\|^{2} d \theta+ \\
& +l(2 m) T_{0}\left[2 \varphi(v(0))+r^{2}\right]+l(2 m) l_{0}(m) \int_{0}^{T_{0}} c_{1}(t) d t+l(2 m) \int_{0}^{T_{0}} c_{2}(t) d t
\end{aligned}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$.
Recalling that

$$
v(0) \in D(\varphi), \quad \int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty, \quad k \in(0,1), \quad c_{1}, c_{2} \in L^{1}\left([0, T] ; \mathbb{R}_{+}\right)
$$

and taking into account that $m>0$ does not depend on $T_{0}$, we conclude that for $T_{0}$ small enough
$l(2 m) T_{0} \int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(\theta))\right\|^{2} d \theta+l(2 m) T_{0}\left[2 \varphi(v(0))+r^{2}\right]+$

$$
+l(2 m) l_{0}(m) \int_{0}^{T_{0}} c_{1}(t) d t+l(2 m) \int_{0}^{T_{0}} c_{2}(t) d t \leqq \frac{1-k}{2} r^{2}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$.
From the last two inequalities we easily deduce that, for $r>0$ defined by (4.3) and $T_{0}$ as above,

$$
\cdot \int_{0}^{T_{0}}\left\|F\left(t, u_{n}(t), \hat{u}_{k_{t}}\right)\right\|^{2} d t \leqq r^{2}
$$

for each $h \in \mathbb{K}_{T_{0}}^{r}$. Since this inequality shows that the operator $\mathbb{P}$ given by (4.2) is defined on all $\mathbb{K}_{T_{0}}^{r}$ and maps the latter into itself, the proof of Lemma 4.1 is complete.

Lemma 4.2. - Let $v \in O_{\partial \varphi}([-\tau, 0] ; H)$ be arbitrary with

$$
v(0) \in D(\varphi) \quad \text { and } \quad \int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty
$$

and let $r>0$ and $T_{0} \in(0, T]$ be such that the operator $\mathbb{P}$ given by (4.2) is defined on all of $\mathbb{K}_{T_{0}}^{r}$ and maps the latter into itself.

Then $\mathbf{P}$ is weally-weally sequentially continuous from $\mathbb{Z}_{T_{\theta}}^{r}$ into itself.
Proof. - First of all, let us remark that $\mathbb{K}_{T_{0}}^{r}$ is nonempty and weakly compact in $L^{2}\left(\left[0, T_{0}\right] ; H\right)$. Therefore, to complete the proof, it suffices to show that the graph of $\mathbb{P}$ is weakly sequentially closed in $\mathbb{K}_{T_{0}}^{r} \times \mathbb{K}_{T_{0}}^{r}$.

To this aim, let $\left(\left(h_{n}, p_{n}\right)\right)$ be an arbitrary sequence in the graph of $\mathbb{P}$ such that

$$
\mathrm{w}-\lim h_{n}=h \quad \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right)
$$

and

$$
\mathrm{w}-\lim p_{n}=p \quad \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right)
$$

To simplify the notations, let us denote by $\left(u_{n}\right)$ the sequence ( $u_{h_{n}}$ ) of strong solutions to (4.1) corresponding to $\left(h_{n}\right)$, and by $\left(g_{n}\right)$ the sequence ( $g_{h_{n}}$ ) as defined by (4.5), respectively. From Proposition 2.1 combined with (2.3) in Theorem 2.1 it follows that we may assume with no loss of generality-by extracting a subsequence if necessary-that

$$
\begin{cases}\lim u_{n}=u & \text { in } \left.C\left(\left[0, T_{0}\right] ; H\right), u \in C_{\partial \varphi}\left(0, T_{0}\right] ; H\right)  \tag{4.10}\\ w-\lim u:=w & \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right)\end{cases}
$$

and

$$
\begin{equation*}
w-\lim g_{n}=g \quad \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right) \tag{4.11}
\end{equation*}
$$

where $u$ is the unique strong solution to (4.1) corresponding to $h$.
In order to use the $\partial \varphi$-demiclosedness condition on $F$ to conclude that $p=\mathbb{P} h$ we have merely to show that $w=u^{\prime}$, and $g(t)=-u^{\prime}(t)+h(t)$ a.e. for $t \in\left(0, T_{0}\right)$. See (ii) in Definition 3.2. For this purpose, let us define the operator

$$
A: D(A) \subset L^{2}\left(\left[0, T_{0}\right] ; H\right) \rightarrow 2^{L^{2}\left(\left[0, T_{0}\right] ; H\right)}
$$

by

$$
A \tilde{f}:=\left\{f \in I^{2}\left(\left[0, T_{0}\right] ; H\right) ; \tilde{f}(t) \in \partial \varphi(f(t)) \text { a.e. for } t \in\left(0, T_{0}\right)\right\}
$$

for each $f \in D(A)$, where
$D(A)=\left\{f \in L^{2}\left(\left[0, T_{0}\right] ; H\right) ; f(t) \in D(\partial \varphi)\right.$ a.e. for $t \in\left(0, T_{0}\right)$
and there exists $\tilde{f} \in L^{2}\left(\left[0, T_{0}\right] ; H\right), \tilde{f}(t) \in \partial \varphi(f(t))$ a.e. for $\left.t \in\left(0, T_{0}\right)\right\}$.

Clearly $A$ is maximal monotone in $L^{2}\left(\left[0, T_{0}\right] ; H\right)$ and, in addition $g_{n} \in A u_{n}$ for each $n \in \mathbb{N}$. Since $L^{2}\left(\left[0, T_{0}\right] ; H\right)$ is obviously uniformly convex, the graph of $A$ is strongly weakly sequentially closed in $L^{2}\left(\left[0, T_{0}\right] ; H\right) \times L^{2}\left(\left[0, T_{0}\right] ; H\right)$. See [2, Proposition 3.5, p. 75]. Thus, inasmuch as $C\left(\left[0, T_{0}\right] ; H\right)$ is continuously imbedded in $L^{2}\left(\left[0, T_{0}\right] ; H\right)$, the last remark in conjunction with (4.10) and (4.11) shows that $g \in A u$, or equivalently that $g(t) \in \partial \varphi(u(t))$ a.e. for $t \in\left(0, T_{0}\right)$.

Next, since the operator $\mathbb{B}: W^{1,2}\left(\left[0, T_{0}\right] ; H\right) \rightarrow L^{2}\left(\left[0, T_{0}\right] ; H\right)$ defined by

$$
\mathbb{B} f:=f^{\prime}
$$

for each $f \in W^{1,2}\left(\left[0, T_{0}\right] ; H\right)$ is linear continuous, it readily follows that it is also weakly-weakly continuous. Hence

$$
w-\lim u_{n}^{\prime}=u^{\prime} \quad \text { in } L^{2}\left(\left[0, T_{0}\right] ; H\right),
$$

and $g(t)=-u^{\prime}(t)+h(t)$ a.e. for $t \in\left(0, T_{0}\right)$.
Finally, an appeal to (ii) in Definition 3.2 shows that

$$
p(t)=(\mathbb{P} h)(t) \quad \text { a.e. for } t \in\left(0, T_{0}\right)
$$

Consequently the graph of $\mathbb{P}$ is weakly-weakly closed in $\mathbb{K}_{T_{0}}^{r} \times \mathbb{K}_{T_{0}}^{r}$, and this complete the proof of Lemma 4.2.

Proof of Theorem 3.1. - From Lemma 4.1 it follows that for each $v \in C_{\partial \rho}$. $\cdot([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$ there exist $r>0$ and $T_{0} \in(0, T]$ such that the operator $\mathbb{P}$ given by (4.2) is defined on all of $\mathbb{K}_{T_{0}}^{r}$ and maps the latter into itself. From Lemma 4.2 we conclude that, for $r>0$ and $T_{0} \in(0, T]$ as above, the operator P is weakly-weakly sequentially continuous from $\mathbb{K}_{T_{0}}^{r}$ into itself. Since $\mathbb{K}_{T_{0}}^{r}$ is nonempty, convex and weakly compact in $L^{2}\left(\left[0, T_{0}\right] ; H\right)$, by Theorem 2.2, $\mathbf{P}$ has at least one fixed point $h \in \mathbb{K}_{T_{0}}$.

Thus $u_{n}$ is a strong solution to the problem (1.1) and this completes the proof of Theorem 2.1.

Remark 4.1. - A glance at the proof of Theorem 3.1 shows that a similar result holds true if $\tau=-\infty$, i.e. for the case of an infinite delay. We note that in this case we have to consider instead of $O_{\partial \varphi}([-\tau, 0] ; H)$ the space $O_{\partial \varphi}^{u b}((-\infty, 0) ; H)$ of all uniformly continuous and bounded functions $v$ from ( $-\infty, 0$ ] into $H$ with $v(s) \in D(\partial \varphi)$ a.e. for $s \in(-\infty, 0)$, endowed with the usual sup-norm.

Remark 4.2. - It is also evident-see (4.8)-that in Theorem 3.1 we may assume that $F$ is merely defined, either on $[0, T] \times D(\partial \varphi) \times \tilde{C}_{\partial \varphi}([-\tau, 0] ; H)$, or on $[0, T] \times$ $\times D(\partial \varphi) \times \widetilde{C}_{\partial \varphi}^{u b}((-\infty, 0] ; H)$ where

$$
\tilde{C}_{\partial \varphi}^{u b}((-\tau, 0] ; H):=\left\{v \in O_{\partial \varphi}([-\tau, 0] ; H) ; \partial \varphi^{0}(v) \in L^{2}([-\tau, 0] ; H)\right.
$$

and

$$
\tilde{C}_{\partial \rho}^{u b}((-\infty, 0] ; H):=\left\{v \in O_{\partial \varphi}^{u b}((-\infty, 0] ; H) ; \partial \varphi^{0}(v) \in L^{2}((-\infty, 0] ; H)\right.
$$

## 5. - Continuation of the solutions.

The proof of the next result follows, except some minor modifications, the same lines as those in the proof of [21, Theorem 3.2.2] and therefore we do not give details

Theorem 5.1. - Let $\varphi: H \rightarrow[0,+\infty]$ be a proper, l.s.c., convex function of compact type and let

$$
F:[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}([-\tau, 0] ; H) \rightarrow H
$$

be a funotion which is both $\partial \varphi$-demiclosed and $\partial \varphi$-dominated. Assume also that for each bounded subset $B_{1}$ in $D(\partial \varphi)$ and each subset $B_{2}$ in $C_{\partial p}([-\tau, 0] ; H)$ with $\left\{t \rightarrow \partial \varphi^{0}(v(t)) ; v \in B_{2}\right\}$ bounded fn $L^{2}([-\tau, 0] ; H)$, there exists $f_{B_{1} \times B_{2}} \in L^{2}([0, T] ; \mathbb{R})$ such that

$$
\| F) t, u, v) \| \leqq f_{B_{1} \times B_{2}}(t)
$$

a.e. for $t \in(0, T)$ and for each $(u, v) \in B_{1} \times B_{2}$.

Let $v \in C_{\partial \varphi}([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$ and let $u$ be a noncontinuable strong solution to (1.1).

Then, either $u$ is defined on $[0, T]$, or $u$ is defined on $\left[0, T_{m}\right)$ with $0<T_{m} \leqq T$ and in this case we have

$$
\lim _{t \uparrow T_{m}}\|u(t)\|=+\infty
$$

Concerning the existence of global strong solutions to (1.1) we prove
Theorem 5.2. - Let $\varphi: H \rightarrow[0,+\infty]$ be a proper, l.s.c., convex function of compact type and let

$$
F:[0, T] \times D(\partial \varphi) \times \theta_{\hat{\partial} \varphi}([-\tau, 0] ; H) \rightarrow H
$$

be a $\partial \varphi$-demiclosed function for which there exists $k \in(0,1), k_{1}>0$, and $c \in L^{1}\left([0, T] ; \mathbb{R}^{+}\right)$ such that

$$
\|F(t, u, v)\|^{2} \leqq \nVdash\|\partial \varphi(u)\|^{2}+{k_{1}}_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s+c(t)
$$

a.e. for $t \in(0, T)$, for each $u \in D(\partial \varphi)$ and $v \in C_{\partial p}([-\tau, 0] ; H)$. Let $v \in C_{\partial \varphi}([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$, and let $u$ be a noncontinuable strong
solution to (1.1).

Then $u$ is defined on [0, T].

Proof. - Clearly $F$ is a $\partial \varphi$-dominated and thus Theorem 3.1 applies. Let $v \in O_{\partial \varphi}([-\tau, 0] ; H)$ with $v(0) \in D(\varphi)$ and $\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s<+\infty$, and let $u$ be a noncontinuable strong solution to (1.1) whose existence is ensured by Theorem 3.1 and Zorn's lemma.

Let us assume by contradiction that $u$ is defined on $\left[0, T_{0}\right)$ with $0<T_{0} \leqq T$ To complete the proof it suffices to show that the limit

$$
\begin{equation*}
u\left(T_{0}-0\right):=\lim _{t \uparrow T_{0}} u(t) \tag{5.1}
\end{equation*}
$$

exists

$$
\begin{equation*}
u\left(T_{0}-0\right) \in D(\varphi), \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\tau}^{0}\left\|\partial \varphi^{0}\left(u\left(T_{0}+s\right)\right)\right\|^{2} d s<+\infty \tag{5.3}
\end{equation*}
$$

Indeed, once (5.1), (5.2) and (5.3) are proved, by a simple translation argument combined with Theorem 3.1, we conclude that, either $u$ can be continued to the right of $T_{0}$ as a strong solution of (1.1) if $T_{0}<T$, or $u$ can be extended to $[0, T]$ if $T_{0}=T$, thereby contradicting the initial supposition that $u$ is noncontinuable.

In order to prove (5.1), (5.2) and (5.3), let us rewrite the equation in (1.1) as

$$
u^{\prime}(s)+\hbar(s)=F\left(s, u(s), u_{s}\right) \quad \text { a.e. for } d \in\left(0, T_{0}\right)
$$

where $h:\left[0, T_{0}\right] \rightarrow H$ satisfies $h(s) \in \partial \varphi(u(s))$ a.e. for $s \in\left(0, T_{0}\right)$. From the above equation we obviously have

$$
\left\|u^{\prime}(s)\right\|^{2}+2\left(u^{\prime}(s), h(s)\right)+\|h(s)\|^{2}=\left\|F\left(s, u(s), u_{s}\right)\right\|^{2}
$$

a.e. for $s \in\left(0, T_{0}\right)$. Since $h(s) \in \partial \varphi(u(s))$ a.e. for $s \in\left(0, T_{0}\right)$, we then conclude that

$$
\left\|u^{\prime}(s)\right\|^{2}+2 \frac{d}{d s} \varphi(u(s))+\|h(s)\|^{2}=\left\|F\left(s, u(s), u_{s}\right)\right\|^{2}
$$

a.e. for $s \in\left(0, T_{0}\right)$. Integrating this equality both sides over $[0, t] \subset\left[0, T_{0}\right)$, neglecting the first integral on the left hand side and taking into account that

$$
\left\|\partial \varphi^{0}(u(s))\right\| \leqq\|h(s)\| \quad \text { a.e. for } s \in\left(0, T_{0}\right)
$$

we get

$$
2 \varphi(u(t))+\int_{0}^{t}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s \leqq 2 \varphi(v(0))+\int_{0}^{t}\left\|F\left(s, u(s), u_{s}\right)\right\|^{2} d s
$$

for each $t \in\left[0, T_{0}\right)$. Now, using the growth condition that $F$ satisfies, after some obvious rearrangement, we obtain

$$
2 \varphi(u(t))+(1-k) \int_{0}^{t}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s \leqq 2 \varphi(v(0))+k_{1} \int_{0}^{t} \int_{-\tau}^{0}\left\|\partial \varphi^{0}(u(s+\theta))\right\|^{2} d \theta d s+\int_{0}^{i} c(s) d s
$$

for each $t \in\left[0, T_{0}\right)$.
After the change of variable $s+\theta=\xi$, we arrive at

$$
2 \varphi(u(t))+(1-k) \int_{0}^{t}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s \leqq 2 \varphi(v(0))+K_{1} \int_{0}^{b} \int_{s-\tau}^{s}\left\|\partial \varphi^{0}(u(\xi))\right\|^{2} d \xi d s+\int_{0}^{i} c(s) d s
$$

and hence

$$
2 \varphi(u(t))+(1-k) \int_{0}^{t}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s \leqq 2 \varphi(v(0))+K_{1} \int_{0}^{t} \int_{-\tau}^{s}\left\|\partial \varphi^{0}(u(\xi))\right\|^{2} d \xi d s+\int_{0}^{t} c(s) d s
$$

for each $t \in\left[0, T_{0}\right)$.
From this inequality, we easily obtain

$$
2 \varphi(u(t))+(1-k) \int_{0}^{t}\left\|\partial \varphi^{0}(u(s))\right\|^{2} \leqq m+k_{1} \int_{0}^{t} \int_{0}^{s}\left\|\partial \varphi^{0}(u(\xi))\right\|^{2} d \xi d s
$$

for each $t \in\left[0, T_{0}\right)$, where

$$
m=2 \varphi(v(0))+k_{1} T \int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(\xi))\right\|^{2} d \xi
$$

Inasmuch as $\varphi$ is nonnegative and $k \in(0,1)$, from Gronwall's inequality we conclude both

$$
\begin{equation*}
\int_{0}^{T_{0}}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s<+\infty \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in\left[0, T_{0}\right)} \varphi(u(t))<+\infty \tag{5.5}
\end{equation*}
$$

Therefore

$$
\int_{T_{0}-\tau}^{T_{0}}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s \leqq \int_{-\tau}^{T_{0}}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s=\int_{-\tau}^{0}\left\|\partial \varphi^{0}(v(s))\right\|^{2} d s+\int_{0}^{T_{0}}\left\|\partial \varphi^{0}(u(s))\right\|^{2} d s<+\infty,
$$

and thus (5.3) holds.

Next, recalling the growth condition that $F$ satisfies and (5.4), we deduce that $t \rightarrow F\left(t, u(t), u_{t}\right)$ belongs to $L^{2}\left(\left[0, T_{0}\right] ; H\right)$. As a consequence, the problem

$$
\begin{aligned}
& w^{\prime}(t)+\partial \varphi(w(t)) \ni F\left(t, u(t), u_{t}\right), \quad 0<t<T_{0} \\
& w(0)=v(0)
\end{aligned}
$$

has a unique strong solution $w$ defined on $\left[0, T_{0}\right]$ which obviously must coincide with $u$ on $\left[0, T_{0}\right.$ ). Since $w$ is continuous on [ $0, T_{0}$ ] this implies (5.1). Finally, from (5.1), (5.5) and the fact that $\varphi$ is l.s.c.; we obtain (5.2), thereby completing the proof.

Remark 5.1. - The reader may easily verify that both Theorems 5.1 and 5.2 can be suitably restated to handle as well as the case when the delay is infinite. Of course, as pointed out in Remark 4.1, in order to do that one has to replace $C_{\partial \varphi}([-\tau, 0] ; H)$ by $O_{\partial \varphi}^{u b}((-\infty, 0] ; H)$-the latter being endowed with its usual sup-norm.

## 6. - Examples.

As a first example we consider the nonlinear diffusion equation with infinite delay

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}-\Delta \alpha(u)=\int_{-\infty}^{t} k(t-s) \Delta \beta(u) d s, \quad \text { a.e. for }(t, x) \in(0, T) \times \Omega  \tag{6.1}\\
\alpha(u(t, x))=0, \quad \text { a.e. for }(t, x) \in(0, T) \times \partial \Omega \\
u(s, x)=v(s, x), \quad \text { for each } s \in(-\infty, 0] \text { and a.e. for } x \in \Omega
\end{array}\right.
$$

Here $\Omega$ is a bounded domain in $\mathbb{R}^{N}, N \geqq 1$, with smooth boundary $\partial \Omega, \alpha, \beta: \mathbb{R} \rightarrow \mathbb{R}$ are continuous and nondecreasing with $\alpha(0)=\beta(0)=0$, and $k \in L^{\infty}([0,+\infty) ; \mathbb{R})$.

For the specific choice $\alpha(r)=\beta(r)=r|r|^{m-1}$ for each $r \in \mathbb{R}$, where $m>0$ is a given constant, this equation describes the gas flow through a porous medium in which the concentration speed depends not only on the instantaneous diffusion, but also on the cummulative history of the diffusion.

Before proceeding to the exact statement of the existence result concerning (6.1) we introduce some notations.

First, let us define $J: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
J(r):=\int_{0}^{r} \alpha(\theta) d \theta \quad \text { for each } r \in \mathbb{R}
$$

and let us recall that $\theta^{\text {ubb }}((-\infty, 0] ; H)$ is the space of all uniformly continuous and bounded functions from $(-\infty, 0]$ into $H$. In all that follows, we denote by $\|\cdot\|_{0,1}$ the norm of $H_{0}^{1}(\Omega)$ defined by

$$
\|w\|_{0,1}:=\left(\int_{\Omega}|\nabla w|^{2} d x\right)^{\frac{1}{3}} \quad \text { for each } w \in H_{0}^{1}(\Omega)
$$

where $|\cdot|$ stands for the euclidean norm of $\mathrm{R}^{N}$, and by $\|\cdot\|_{-1}$ the norm of $H^{-1}(\Omega)$ -the dual of $H_{0}^{1}(\Omega)$.

We have

$$
\|\Delta w\|_{-1}=\|w\|_{0,1} \quad \text { for each } w \in H_{0}^{1}(\Omega)
$$

where $-\Delta: H_{1}^{0}(\Omega) \rightarrow H_{0}^{-1}(\Omega)$ is the natural isomorphism between $H_{0}^{1}(\Omega)$ and $H_{0}^{-1}(\Omega)$, i.e.,

$$
(-\Delta w)(v):=\int_{\Omega} \nabla w \cdot \nabla v d x \quad \text { for each } v, w \in H_{0}^{3}(\Omega)
$$

Now, we are preparated to formulate the main existence result referring to (6.1).
Theorein 6.1. - Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}, N \geqq 1$, whose boundary $\partial \Omega$ is an $(N-1)$-dimensional manifold of class $C^{2}$, let $\alpha, \beta \in O(\mathbb{R} ; \mathbb{R}) \cap C^{1}(\mathbb{R} ; \mathbb{R}-\{0\})$ be two given functions satisfying:
$\left(\mathrm{H}_{1}\right) \quad$ There exist $c>0$ and $p>(N-2) / N$ if $N>2, p>0$ if $1 \leqq N \leqq 2$, such that

$$
\begin{equation*}
\alpha^{\prime}(r) \geqq c|r|^{p-1} \quad \text { for each } r \in \mathbb{R}-\{0\} ; \tag{6.2}
\end{equation*}
$$

$\left(\mathrm{H}_{2}\right) \quad$ There exists $c_{0}>0$ such that

$$
\begin{equation*}
0 \leqq \beta^{\prime}(r) \leqq c_{0} \alpha^{\prime}(r) \quad \text { for each } r \in \mathbb{R}-\{0\} \tag{6.3}
\end{equation*}
$$

and let $k \in L^{\infty}([0,+\infty) ; \mathbb{R})$. Then, for each $v \in \mathbb{C}^{u b}\left((-\infty, 0] ; H^{-1}(\Omega)\right)$ with $v(s) \in$ $\in L^{1}(\Omega) \cap H^{-1}(\Omega), \alpha(v(s)) \in H_{0}^{1}(\Omega)$ a.e. for $s \in(-\infty, 0) . v(0) \in L^{1}(\Omega), J(v(0)) \in L^{1}(\Omega)$, and $\int_{-\infty}^{0}\|\Delta \alpha(v(s))\|_{-1}^{2} d s<+\infty$, there exists at least one global solution $u$ to (6.1) in the following sense:

$$
\begin{aligned}
& u \in O\left([0, T] ; H^{-1}(\Omega)\right), \quad u(s)=v(s) \quad \text { for }\{a c h s \in(-\infty, 0], \\
& \alpha(u), \beta(u) \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right), \quad \frac{\partial u}{\partial t} \in L^{2}\left([0, T] ; H^{-1}(\Omega)\right)
\end{aligned}
$$

and $u$ satisfies (6.1) in the sense of distributions $(-\Delta$ is understood as the natural isomorphism between $H_{0}^{1}(\Omega)$ and $\left.H^{-1}(\Omega)\right)$.

Proof. - In order to appear to Theorems 3.1 and 5.2-see also Remarks 4.1 and 5.1 -set $H=H^{-1}(\Omega)$ and let us define $\varphi: H^{-1}(\Omega) \rightarrow \overline{\mathrm{B}}^{+}$by

$$
\varphi(u):= \begin{cases}\int_{\Omega} J(u(x)) d x & \text { if } u \in L^{1}(\Omega) \text { and } J(u) \in L^{1}(\Omega) \\ +\infty & \text { otherwise }\end{cases}
$$

It is well known that $\varphi$ is proper, l.s.c. and convex and its subdifferential is given by

$$
\partial \varphi(u)=-\Delta \alpha(u)
$$

for each $u \in D(\partial \varphi)$, where $D(\partial \varphi)=\left\{u \in H^{-1}(\Omega) \cap L^{1}(\Omega) ; \alpha(u) \in H_{0}^{1}(\Omega)\right\}$. See for instance [5, or 2, Proposition 2.10, p. 67].

Since $\alpha$ satisfies (6.2), by Sobolev's embedding theorem combined with Schauder's theorem [6, Théorème VI.4, p. 90], we easily conclude that $\varphi$ is of compact type.

Next, let us define-see Remark 4.2-

$$
F:[0, T] \times D(\partial \varphi) \times C_{\partial \varphi}^{u b}\left((-\infty, 0] ; H^{-1}(\Omega)\right) \rightarrow H^{-1}(\Omega)
$$

by

$$
F^{\prime}(t, u, v):=\int_{-\infty}^{0} k(-\theta) \Delta \beta(v(\theta)) d \theta
$$

for each $(t, u, v) \in[0, T] \times D(\partial \varphi) \times \widetilde{C}_{\hat{c} p}^{u b}\left((-\infty, 0] ; H^{-1}(\Omega)\right)$.
Clearly, $F$ does not depend on $(t, u) \in[0, T] \times D(\partial \varphi)$, and in addition, by (6.3), we have

$$
\begin{aligned}
\|F(t, u, v)\|_{-1}^{2}= & \left\|\int_{-\infty}^{0} k(-\theta) \Delta \beta(v(\theta)) d \theta\right\|_{-1}^{2}= \\
& =\left\|\Delta \int_{-\infty}^{0} k(-\theta) \beta(v(\theta)) d \theta\right\|_{-1}^{2}=\left\|\int_{-\infty}^{0} k(-\theta) \beta(v(\theta)) d \theta\right\|_{0,1}^{2}= \\
& \leqq \iint_{\Omega-\infty}^{0}|k(-\theta)|^{2} \beta^{\prime}(\theta)^{2}|\nabla v(\theta)|^{2} d \theta d x \leqq c_{0} \iint_{\Omega-\infty}^{0}|k(-\theta)|^{2} \alpha^{\prime}(\theta)^{2}|\nabla v(\theta)|^{2} d \theta d x
\end{aligned}
$$

Since $k \in L^{\infty}([0,+\infty) ; \mathbb{R})$, this inequality shows that

$$
\|F(t, u, v)\|_{-1}^{\mathbf{z}} \leqq K \int_{-\infty}^{0}\|\Delta \alpha(v(\theta))\|_{-1}^{\boldsymbol{z}} d \theta=K \int_{-\infty}^{0}\|\partial \varphi(v(\theta))\|_{-1}^{2} d \theta
$$

for each $(t, u, v) \in[0, T] \times D(\partial \varphi) \times \widetilde{C}_{\partial \varphi}^{u b}\left((-\infty, 0] ; H^{-1}(\Omega)\right)$, where $K>0$ is a given constant. Thus, $F$ is $\partial \varphi$-dominated, and more than this, it satisfies the growth condition in Theorem 5.2. Next, we prove that $F$ is $\partial \varphi$-demiclosed. To this aim let us define $\mathrm{B}: D(\mathrm{~B}) \subset H^{-1}(\Omega) \rightarrow H^{-1}(\Omega)$ by

$$
\mathbb{B} u:=-\Delta \beta(u)
$$

for each $u \in D(\mathbb{B})$, where $D(\mathbb{B})$ is defined in a similar way as $D(\partial \varphi)$. Furthermore let us define

$$
\Theta: D(\Theta) \subset L^{2}\left([0, T] ; H^{-1}(\Omega)\right) \rightarrow 2^{L^{2}\left([0, T] ; H^{-1}(\Omega)\right)}
$$

by

$$
\Theta f:=\left\{\tilde{f} \varepsilon L^{2}\left([0, T] ; H^{-1}(\Omega)\right) ; f(t) \in \mathbb{B} \tilde{f}(t) \text { a.e. for } t \in(0, T)\right\}
$$

for each $f \in D(\Theta)$, where
$D(\Theta)=\left\{f \in L^{2}\left([0, T] ; H^{-1}(\Omega)\right), f(t) \in D(\mathbb{B})\right.$ a.e. for $t \in(0, T)$
and there exists $\tilde{f} \in L^{2}\left([0, T] ; H^{-1}(\Omega)\right), \tilde{f}(t) \in \mathbb{B} f(t)$ a.e. for $\left.t \in(0, T)\right\}$.
Since $\Theta$ is $m$-accretive in $L^{2}\left([0, T] ; H^{-1}(\Omega)\right)$, a simple argument involving [2, Proposition 3.5, p. 75$]$ shows that $F$ is $\partial \varphi$-demiclosed.

Finally, let us observe that (6.1) may be rewritten as

$$
\begin{array}{ll}
u^{\prime}(t)+\partial \varphi(u(t))=F\left(t, u(t), u_{t}\right), & 0<t<T \\
u(s)=v(s), & -\infty<s \leqq 0
\end{array}
$$

where $\varphi$ and $F$ satisfy all the hypotheses of Theorems 3.1 and 5.2 -see also Remarks 4.1 and 5.1-and this completes the proof.

The second example we analyze refers to the Navier-Stokes equations with delay on the viscosity. Namely, let us consider the problem (6.4) below, where $\Omega$ is a bounded domain in $\mathbb{R}^{3}$

$$
\begin{cases}\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}+\sum_{i=1}^{3} u_{i} \frac{\partial \boldsymbol{u}}{\partial x_{i}}=\boldsymbol{f}-\nabla p_{*}+\int_{-\infty}^{t} k(t-s) \Delta \boldsymbol{u} d s  \tag{6.4}\\ \operatorname{div} \boldsymbol{u}=0 & \text { a.e. for }(t, x) \in(0, T) \times \Omega, \\ \boldsymbol{u}=0 & \text { a.e. for }(t, x) \in(0, T) \times \partial \Omega \\ \boldsymbol{u}(s, x)=\boldsymbol{v}(s, x) & \text { for each } s \in(-\infty, 0] \text { and a.e. for } x \in(, 0, T) \times \Omega\end{cases}
$$

In order to rewrite this problem in the form (1.1) let us introduce the function spaces

$$
\begin{aligned}
& C_{\sigma}^{\infty}(\Omega):=\left\{\boldsymbol{u}=\left(u_{1}, u_{2}, u_{3}\right) ; u_{i} \in C_{0}^{\infty}(\Omega), \operatorname{div} \boldsymbol{u}=0\right\} ; \\
& H(\Omega):=\left[L^{2}(\Omega)\right]^{3} ;
\end{aligned}
$$

Let us denote by $P_{\Omega}: H(\Omega) \rightarrow H_{\sigma}(\Omega)$ the orthogonal projection from $H(\Omega)$ onto $H_{\sigma}(\Omega)$, and let us define also

$$
H_{\sigma}^{1}(\Omega):=\left[H_{0}^{1}(\Omega)\right]^{3} \cap H_{\sigma}(\Omega) .
$$

Now, let us consider the function $\varphi: H_{\sigma}(\Omega) \rightarrow \mathbb{R}^{+}$, given by

$$
\varphi(u):= \begin{cases}\frac{1}{2} \int_{\Omega}^{\sum_{i, j}^{3}}\left|\frac{\partial u_{j}}{\partial x_{i}}\right|^{2} d x & \text { if } \boldsymbol{u} \in H_{\sigma}^{1}(\Omega) \\ +\infty & \text { otherwise }\end{cases}
$$

It is known that $\varphi$ is proper, l.s.c. convex and of compact type, and also that

$$
\partial \varphi(\boldsymbol{u})=-\boldsymbol{P}_{\Omega} \Delta \boldsymbol{u}
$$

for each

$$
\boldsymbol{u} \in D(\partial \varphi)=\left[H^{2}(\Omega)\right]^{3} \cap\left[H_{0}^{1}(\Omega)\right]^{3} \cap H_{\sigma}(\Omega)
$$

Thus, (6.4) may be rewritten as an equation in $H_{\sigma}(\Omega)$ of the form

$$
\begin{cases}\boldsymbol{u}^{\prime}(t)+\partial \varphi(\boldsymbol{u}(t))=F\left(t, \boldsymbol{u}(t), \boldsymbol{u}_{i}\right), & 0<t<T  \tag{6.5}\\ \boldsymbol{u}(s)=\boldsymbol{v}(s), & -\infty<\infty\end{cases}
$$

where $\varphi$ is as above while

$$
F:[0, T] \times D(\partial \varphi) \times \widetilde{C}_{\partial \rho \varphi}^{u b}((-\infty, 0] ; H(\Omega)) \rightarrow H_{\sigma}(\Omega)
$$

is defined by

$$
F(t, \boldsymbol{u}, \boldsymbol{v}):=-P_{\Omega}\left(\sum_{i=1}^{3} u_{i} \frac{\partial \boldsymbol{u}}{\partial x_{i}}\right)+P_{\Omega} \boldsymbol{f}(t)+\int_{-\infty}^{0} k(-\theta) \partial \varphi(\boldsymbol{v}) d \theta
$$

for each $(t, \boldsymbol{u}, \boldsymbol{v}) \in[0, T] \times D(\partial \varphi) \times \tilde{C}_{\partial \varphi}^{u b}\left((-\infty, 0] ; H_{\sigma}(\Omega)\right)$. See Remark 4.2.

In all that follows we denote by $\|\cdot\|$ the usual norm of $H(\Omega)$.
The main existence result concerning (6.4), or (6.5) is the following.
Theorein 6.2. - Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$ whose boundary $\partial \Omega$ is a 2-dimensional manifold of class $C^{3}$ and let $k \in L^{\infty}([0,+\infty) ; \mathbb{R})$. Then, for each $f \in L^{2}([0, T] ; H(\Omega))$ and each $v \in \tilde{O}_{\partial \varphi}^{\prime b}((-\infty, 0] ; H(\Omega))$ with $v(0) \in H_{\sigma}^{1}(\Omega)$ and $\int_{-\infty}^{0}\left\|P_{\Omega} \Delta v(s)\right\|^{2} d s<+\infty$ there exists $T_{0} \in(0, T]$ such that the problem (6.5) has at least one strong solution defined on $\left[0, T_{0}\right]$.

Proof. - Since, as we already pointed out $\varphi$ is proper, l.s.c., convex and of compact type, in order to apply Theorem 3.1, we have merely to check that $F$ is $\partial \varphi$-demiclosed and $\partial \varphi$-dominated. The proof of the fact that $F$ is $\partial \varphi$-demiclosed follows exactly the same lines in the proof of [21, Lemma 4.10.5] and therefore we omit it.

To show that $F$ is $\partial \varphi$-dominated we resort to the following lemma whose proof may be found in [22, p. 119].

Lemma 6.1. - There exists a constant $C>0$ depending only on $\Omega$ such that

$$
\left\|P_{\Omega}\left(\sum_{i=1}^{3} u_{i} \frac{\partial \boldsymbol{u}}{\partial x_{i}}\right)\right\| \leqq C(\varphi(\boldsymbol{u}))^{\frac{3}{4}}\left\|P_{\Omega} \Delta \boldsymbol{u}\right\|^{\frac{1}{2}}
$$

for each $u \in D(\partial p)$.
From Lemma 6.1 we easily deduce, via Cauchy's inequality that

$$
\left\|P_{\Omega}\left(\sum_{i=1}^{3} u_{i} \frac{\partial \boldsymbol{u}}{\partial x_{i}}\right)\right\| \leqq \frac{\varepsilon}{2}\left\|P_{\Omega} \Delta \boldsymbol{u}\right\|+\frac{C}{2 \varepsilon}(\varphi(\boldsymbol{u}))^{\frac{3}{2}}
$$

for each $\boldsymbol{u} \in D(\partial \varphi)$, and therefore, after some standard calculations, we conclude that $F$ is $\partial \varphi$-dominated.

Thus the conclusion is a direct consequence of Theorem 3.1, and this complete the proof.

Remark 6.1. - Using similar arguments we can also prove a local existence result for the following system of Lotka-Volterra type

$$
\begin{aligned}
& \frac{\partial u}{\partial t}-\Delta u=u M_{1}(u, v)+\int_{-\infty}^{t} k_{1}(t-s) \operatorname{div}\left(g_{1}(\nabla u)\right) d s \quad \text { a.e. for }(t, x) \in(0, T) \times \Omega \\
& \frac{\partial v}{\partial t}-\Delta v=v M_{2}(u, v)+\int_{-\infty}^{t} k_{2}(t-s) \operatorname{div}\left(g_{2}(\nabla v)\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{\partial u}{\partial n} \in \beta_{1}(u) \quad \text { a.e. for }(t, x) \in(0, T) \times \partial \Omega \\
& -\frac{\partial v}{\partial n} \in \beta_{2}(v) \quad \text { a.e. for }(t, x) \in(0, T) \times \partial \Omega \\
& u(s, x)=u_{1}(s, x) \quad \text { for each } s \in(-\infty, 0] \text { and a.e. for } x \in \Omega, \\
& v(s, x)=v_{1}(s, x) \quad \text { for each } s \in(-\infty, 0] \text { and a.e. for } x \in \Omega .
\end{aligned}
$$

Here $\Omega$ is a bounded domain in $\mathbb{R}^{N}, N \geqq 1$, whose boundary $\partial \Omega$ is an $(N-1)$ dimensional mannifold of class $C^{2}, M_{1}(\cdot, \cdot), M_{2}(\cdot, \cdot)$ are continuous functions from $\mathbb{R} \times \mathbb{R}$ into $\mathbb{R}, k_{1}, k_{2} \in L^{\infty}([0,+\infty) ; \mathbb{R}), g_{1}(\cdot), g_{2}(\cdot)$ are $C^{1}$ and globally Lipschitz from $\mathbb{R}$ into $\mathbb{R}, \beta_{1}, \beta$ are maximal monotone graphs in $\mathbb{R} \times \mathbb{R}$ with $0 \in \beta_{i}(0), i=1,2$, while $u_{1}, v_{1} \in C^{u b}\left((-\infty, 0] ; L^{2}(\Omega)\right)$ satisfy $u_{1}(0), v_{1}(0) \in L^{\infty}(\Omega)$.

## REFERENCES

[1] O. Arino - S. Gautier - J. P. Penot, A fixed point theorem for sequentially continuous mappings with applications to ordinary differential equations, Funkciolaj Ekvacioj, 27 (1984), pp. 273-279.
[2] V. Barbu, Nonlinear semigroups and differential equations in Banach spaces, Noordhoff, Leyden (1976).
[3] H. Brezis, Propriétés régularisantes de certains semi-groupes non linéaires, Israel J. Math., 9 (1971), pp. 513-534.
[4] H. Brezrs, Opérateurs maximaux monotones et semi-groupes de contractions dans un espace de Hilbert, North Holland, Amsterdam (1973).
[5] H. Brezis, Monotonicity methods in Hilbert spaces and some applications to nonlinear partial differential equations, in "Contributions to nonlinear functional analysis», E. Zarantonello editor, Academic Press (1971).
[6] H. Brezis, Analyse fonctionelle (Theorie et applications), Masson (1983).
[7] G. W. Desch, The state space $L^{\infty}$ for functional differential equations, in «Evolution equations and their applications», Pitman Research Notes in Mathematics, vol. 68 (1982), F. Kappel and W. Schappacher editors, pp. 63-79.
[8] W. Fitzgibbon, Integrodifferential equations in Banach spaces, in «Integral and functional differential equations», Lecture Notes in Pure and Applied Mathematics, Marcel Dekker Inc., vol. 67 (1981), T. L. Herdman, S. M. Rankin III and H. W. Stech editors, pp. 173-184.
[9] W. Fitzgibbon, Semilinear functional differential equations in Banach space, J. Differential Equations, 29 (1978), pp. 1-14.
[10] J. Hale, Theory of funetional differential equations, Springer Verlag, New York (1977).
[11] K. Kuniscre, a semigroup approach to partial differential equations with delay, in «Abstract Cauchy problems and functional differential equations», Pitman Research Notes in Mathematics, vol. 48 (1981), F. Kappel and W. Schappacher editors, pp. 53-70.
[12] K. Kunisch - W. Schappacher, Necessary conditions for partial differential equations with delay to generate $C_{0}$-semigroups, J. Differential Equations, 50 (1983), pp. 49-79.
[13] E. Mitidieri - I. I. Vrabie, Existence for nonlinear functional differential equations, Hiroshima Math. J., 17 (1987), pp. 627-649.
[14] E. Mitidieri - I. I. Vrabie, Nonlinear integrodifferential equations in a Banach space, submitted.
[15] M. Otant, Nonmonotone perturbations for nonlinear parabolic equations associated with subdifferential operators, Oauchy problems, J. Differential Equations, 46 (I982), pp. 268-299.
[16] K. SCHUMACHER, Remarks on semilinear partial functional-differential equations with infinite delay, J. Math. Anal. Appl., 80 (1981), pp. 261-290.
[17] K. Schumacher, Existence and continuous dependence for functional differential equations with unbounded delay, Arch. Rational Mech. Anal., 67 (1978), pp. 315-355.
[18] C. C. Travis - G. F. Webb, Existence and stability for partial functional differential equations, Trans. Amer. Math. Soc., 200 (1974), pp. 395-418.
[19] C. C. Travis - G. F. Webr, Partial differential equations with deviating arguments in the time variable, J. Math. Anal. Appl., 56 (1976), pp. 397-409.
[20] C. C. Travis - G. F. Webb, Existence, stability and compactness in the $\alpha$-norm for partial functional differential equations, Trans. Amer. Math. Soc., 240 (1978), pp. 129-143.
[21] I. I. Vrabie, Compactness methods for nonlinear evolutions, Pitman Monographs and Surveys in Pure and Applied Mathematics, vol. 32, Longman Scientific \& Technical (1987).
[22] W. von Wahl, The equations for Navier-Stokes and abstract parabolic equations, Aspects of Mathematics, vol. E-8, Vieweg (1985).
[23] G. F. Webb, Nonlinear semigroups and functional differential equations, Lecture Notes Scuola Normale Superiore di Pisa (1982).

