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Summary. - In this paper we generalize the assignment problem in higher dimensions, referring at to another study by the authors. The hide-and-seek game, which is intimately related to the assignment problem, is extended, and an elegant result due to K. Fan about extrema is generalized.

## 1. - Introduction.

It is well known that Birkhoff's result on doubly stochastic matrices, which appeared in [1], has produced a great number of appliations in many areas. In particular, von Neumann, in [7], besides giving a very interesting and elementary proof of Birkhoff's theorem applied it to obtain a very elegant solution of the assignment problem via the hide-and-seek two person game. He indicated the wish to extend the study to more than two dimensions. However, he pointed out explicitly the serious difficulties. The authors of this paper, in [5], have attacked and solved the general problem of extremals for «matrices» in any number of dimensions. The aim of this paper is to generalize the assignment problem in higher dimension, referring it to our other study just cited. Therefore, the hide-and-seek game, which is intimately related to the assignment problem, is adequately extended.

Related with it a very elegant result due to K. FAN [4] about extrema is generalized in the same direction and is proved in a much more simpler way.

## 2. - General hide-and-seek game in $k$-dimensions.

Let $N_{i}=N=\{1,2, \ldots, n\}$ be a set, for $i=1,2, \ldots, 7$. We define the general hide-and-seek game in li-dimension as a zero-sum-two-person game

$$
\Gamma=\left\{\bigcup_{i=1}^{k} N_{i}, N^{k} ; A\right\}
$$

(*) Entrata in Redazione il 4 ottobre 1978.
(**) IMECC, UNICAMP, Campinas, S.P., Brasil; University of San Luis, San Luis, Argentina.

The hider, the second player, choses a place $\left(i_{1}, \ldots, i_{k}\right) \in N^{k}=\underset{i=1}{\underset{X}{X}} N_{i}$ where he will hide. The seeker choses an "Hyperplane» $\bar{i}_{r} \in \bigcup_{i=1}^{k} N_{i}$ :

If $i_{r}=\bar{i}_{r}$, then the second player pays $A\left(\bar{i}_{r} ; i_{1}, \ldots, i_{k}\right)$; otherwise, the payoff will be zero. We can thus, write the payoff function as

$$
A\left(\bar{i}_{r} ; i_{1}, \ldots, i_{k}\right)=\alpha\left(i_{1}, \ldots, i_{k}\right) \delta_{i_{r} \bar{i}}
$$

where $\delta_{i_{r} \bar{i}_{r}}$ is Kronecker's delta.
We assume for reasons of simplicity that the payoff function is strictly positive.
The mixed extension

$$
\tilde{\Gamma}=\left\{\widetilde{\bigcup_{i=1}^{k} N_{i}}, \widetilde{N^{k}} ; B\right\}
$$

has the value of the game

$$
v=\min _{y \in \widetilde{N^{n}}} \max _{\substack{k \\ i \\ \bigcup_{i=1}^{k}}}\left\{\sum_{\substack{i_{1}, \ldots, \hat{i}, \ldots, i_{k}}} \alpha\left(i_{1}, \ldots, i_{k}\right) y\left(i_{1}, \ldots, i_{k}\right)\right\}
$$

where $\hat{\imath}_{r}$ indicates that the sum over $i_{r} \in N_{r}$ is omitted.
We are now interested in the actual computation of $v$ and in the mixed optimal strategies of the second player. Let us introduce the followings sets, considered already in [5].

$$
\begin{aligned}
U_{n}^{k}=\left\{x: N^{k} \rightarrow \boldsymbol{R}: x\left(i_{1}, \ldots, i_{k}\right) \geqslant 0 \sum_{i_{1}, \ldots, \hat{i}_{r}, \ldots, i_{k}} \quad x\left(i_{1}, \ldots, i_{k}\right)=1\right. \\
\left.\quad \text { for each } i_{r} \in N_{r} \text { and each } r=1, \ldots, k\right\}
\end{aligned}
$$

where $\boldsymbol{R}$ stands for the reals. This is the set of $(k, n)$ - stochastic matrices.

$$
V_{n}^{k}=x:\left\{N^{k} \rightarrow \boldsymbol{R}: x\left(i_{1}, \ldots, i_{k}\right) \geqslant 0 \sum_{i_{1}, \ldots, \hat{\hat{r}}_{r}, \ldots, i_{k}} \quad X\left(i_{1}, \ldots, i_{k}\right) \leqslant 1 . \quad \text { for each } i_{1} \in N_{r} \text { and each } r=1, \ldots, k_{k}\right\} .
$$

We have a first result:
Lemma 1.- $V_{n}^{k}=\left\{x: x\left(i_{1}, \ldots, i_{k_{k}}\right) \geqslant 0\right.$ and there is $\left.z \in D_{n}^{k}: z \geqslant x\right\}$.
Proof. - The set at right is obviously included in $V_{n}^{k}$. On the other hand, for a given $x \in V_{n}^{k}$, let

$$
I_{r}(x)=\left\{i_{r} \in N_{r}: \sum_{i_{1}, \ldots, \hat{i}_{r}, \ldots, i_{k}} x\left(i_{1}, \ldots, i_{k}\right)<1\right\}
$$

Now consider the sum

$$
N(x)=\sum_{r=1}^{k}\left|I_{r}(x)\right|
$$

where $\left|\mid\right.$ indicates the cardinality. If $x \notin U_{n}^{k}$, then we have $N(x)>0$. In other words, there is an $\bar{r}=1, \ldots, n$ such that $I_{\bar{r}}(x)>0$. In such a case, for each $r$, we have $I_{r}(x)>0$, since

$$
\sum_{i_{1}, \ldots, i_{k}} x\left(i_{1}, \ldots, i_{k}\right)=\sum_{i_{r}} \sum_{i_{1} \ldots,, i_{r}, \ldots, i_{k}} x\left(i_{1}, \ldots, i_{k}\right)<n
$$

Now define

$$
\varepsilon=1-\max _{r=1, \ldots, k} \max _{i_{r} \leqslant I_{r}(x)} \sum_{i_{1}, \ldots, \hat{\hat{R}_{r}}, \ldots, i_{k}} x\left(i_{1}, \ldots, i_{k}\right)
$$

which is strictly positive. With this we construct

$$
X_{\varepsilon}\left(i_{1}, \ldots, i_{k}\right)= \begin{cases}x\left(i_{1}, \ldots, i_{k}\right)+\varepsilon & \text { for only one }\left(i_{1}, \ldots, i_{k}\right) \in \underset{r=1}{k} I_{r}(x) \\ x\left(i_{1}, \ldots, i_{k}\right) & \text { otherwise }\end{cases}
$$

It follows directly from its definition, that $x_{\varepsilon} \in U_{n}^{k}$, and $x_{\varepsilon} \geqslant x$ and $N(x)>N\left(x_{\varepsilon}\right)$. Hence, we can repeat the procedure, obtaining a finite sequence

$$
\begin{aligned}
& x \leqslant x_{\varepsilon_{1}} \leqslant\left(x_{\varepsilon_{1}}\right)_{\varepsilon_{2}} \leqslant \ldots \leqslant\left(\left(x_{\varepsilon_{1}}\right) \ldots\right)_{\varepsilon_{d}}=\bar{x} \\
& N(x)>N\left(x_{\varepsilon_{1}}\right)>\ldots>N(\bar{x})=0
\end{aligned}
$$

Therefore $\bar{x} \in U_{n}^{k}$ and $x \leqslant \bar{x} \quad$ (q.e.d.).
Using this result, and introducing the set $E\left(U_{n}^{k}\right)$ of all the extremals of $U_{n}^{k}$, we have

Theorem 2. - For the mixed extension $\tilde{\Gamma}$ of the general hide-and-seek game

$$
v=\min _{\bar{y}^{c} \in E\left(0_{k}^{n}\right)} v(e)=\min _{\bar{y}^{e} \in E\left(U_{k}^{n}\right)} \frac{1}{\sum_{i_{1}, \ldots, i_{k}} \frac{\bar{y}^{( }\left(i_{1}, \ldots, i_{k}\right)}{\alpha\left(i_{1}, \ldots, i_{k}\right)}}
$$

and $y^{e}$ is an optimal extremal if $v(e)=v$, where

$$
\bar{y}^{e}\left(i_{1}, \ldots, i_{k}\right)=\frac{\alpha\left(i_{1}, \ldots, i_{k}\right)}{v(e)} y^{e}\left(i_{1}, \ldots, i_{k}\right)
$$

Proof. - It is clear that $v>0$, therefore, if $\bar{y}$ is an optimal mixed strategy for second player, we have

$$
\sum_{i_{1}, \ldots, \hat{\tau}_{r}, \ldots, i_{k}} \alpha\left(i_{1}, \ldots, i_{k}\right) \tilde{y}\left(i_{1}, \ldots, i_{k}\right) \leqslant v
$$

for each $i_{r}$ : Then defining

$$
\bar{y}\left(i_{1}, \ldots, i_{k}\right)=\frac{\alpha\left(i_{1}, \ldots, i_{k}\right) \tilde{y}\left(i_{1}, \ldots, i_{k}\right)}{v}
$$

it holds that $\tilde{y} \in V_{n}^{k}:$ But, by lemma 1 , there exists a $\overline{\bar{y}} \in U_{n}^{k}: \overline{\bar{y}} \geqslant \bar{y}$. Define

$$
\overline{\bar{Z}}\left(i_{1}, \ldots, i_{k}\right)=\frac{v}{\alpha\left(i_{1}, \ldots, i_{k}\right)} \overline{\bar{y}}\left(i_{1}, \ldots, i_{k}\right)
$$

Then we have $z \geqslant \tilde{y}$ and we want to prove that indeed this is an equality. Let

$$
\theta=\sum_{i_{1}, \ldots, i_{k}} \tilde{y}\left(i_{1}, \ldots, i_{k}\right) \sum_{i_{1}, \ldots, i_{k}} \overline{\bar{Z}}\left(i_{1}, \ldots, i_{k}\right) \leqslant 1
$$

for $\overline{\bar{Z}}=\theta Z \in N^{k}$, and

$$
\max _{\substack{k \\ i_{r} \in \bigcup_{1=i}^{k} N_{i}}} \sum_{i_{1}, \ldots, \hat{i}_{r}, \ldots, i_{k}} \alpha\left(i_{1}, \ldots, i_{k_{k}}\right) z\left(i_{1}, \ldots, i_{k}\right)=\theta v
$$

From here, $\theta$ must be equal one, because otherwise $\tilde{y}$ would not be optimal. Therefore, the fact that $Z \geqslant \tilde{y}$, implies $\tilde{y}=\overline{\bar{Z}} \in \widetilde{N^{n}}$ and consequently $\overline{\bar{y}}=\bar{y} \in U_{n}^{k}$.

Now, the first transformation gives $\bar{y} \in U_{n}^{k}$. But, therefore $\bar{y}$ is a convex combination of extremals:

$$
\bar{y}=\sum_{\bar{y}^{\varepsilon} \in E \in\left(T_{n}^{\hbar}\right)} \lambda_{e} \bar{y}^{e}
$$

which gives

$$
y^{e}\left(i_{1}, \ldots, i_{k}\right)=\frac{v(e)}{\alpha\left(i_{1}, \ldots, i_{k}\right)} \bar{y}^{e}\left(i_{1}, \ldots, i_{k c}\right)
$$

a point $y^{e} \in \widetilde{N^{k}}$, where

$$
v(e)=\frac{1}{\sum_{i_{1}, \ldots, i_{i n}} \frac{1}{\bar{y}^{e}\left(i_{1}, \ldots, i_{k}\right)}}
$$

On the other hand, we have

$$
\sum_{i_{1}, \ldots, \hat{i}_{r}, \ldots, i_{k}} \alpha\left(i_{1}, \ldots, i_{k}\right) y^{e}\left(i_{1}, \ldots, i_{k}\right)=v(e) \geqslant v
$$

for $i_{r}$, which implies that

$$
v=\min _{\bar{y}^{e} \in E\left(U_{k}^{n}\right)} v(e)=\min _{\bar{y}^{c} \in E\left(U_{k}^{n}\right)} \frac{1}{\sum_{i_{1}, \ldots, i_{k}} \frac{\bar{y}^{e}\left(i_{1}, \ldots, i_{k}\right)}{\alpha\left(i_{1}, \ldots, i_{k}\right)}}
$$

Moreover, $y^{e}$ is optimal and extremal if $v(e)=v \quad$ (q.e.d.).

## 3. $-\mathbf{A}$ simple class of extremals in ${J_{n}^{k}}_{k}$ the diagonals.

With the result just considered in the previous paragraph, we are going to study some general assignment problems in the next section. But for this we need some simple facts about the most simple class of extremals in $D_{n}^{k}$ namely: the diagonals. These are the natural generalization in the higher dimensional case of the diagonals of doubly stochastic matrices. For completeness, we repeat here some definitions given by the authors in [5], where the set of extremals is investigated more completely.

An element $x \in U_{n}^{k}$ is said to be a diagonal if

$$
\left|H\left(i_{r}\right) \cap S(x)\right|=1
$$

for each $i_{r} \in N_{r} r=1, \ldots, k$. Here

$$
H\left(\bar{i}_{r}\right)=\left\{\left(i_{1}, \ldots, i_{k}\right) \in N^{k}: i_{r}=\bar{i}_{r}\right\}
$$

and $S(x)$ stands for the support of $x$. A diagonal $x \in D_{n}^{k}$ is an extremal vertex of $D_{n}^{k}$. Thus the set of diagonals $D_{n}^{k} \subset E\left(D_{n}^{k}\right)$.

Given a diagonal, it is clear that $x\left(i_{1}, \ldots, i_{k}\right)$ is either one or zero. Moreover, its projection on the face $(1, r)$, that is to say

$$
x^{\tau}\left(i_{1}, i_{r}\right)=\sum_{i_{2}, \ldots, \hat{i}_{r}, \ldots, i_{k}} x\left(i_{1}, \ldots, i_{k}\right)
$$

is clearly a diagonal in $U_{n}^{2}$, which determines uniquely a permutation $\sigma^{*}$ on $N$. Therefore, a diagonal in $U_{n}^{k}$ determines a set of permutations $\sigma^{2}, \ldots, \sigma^{k}$. Defining

$$
x^{\sigma^{2}, \ldots, \sigma^{k}}\left(i_{1}, \ldots, i_{k}\right)= \begin{cases}1 & \text { if } i_{2}=\sigma^{2}(i), \ldots, i_{x}=\sigma^{k}(i) \\ 0 & \text { otherwise },\end{cases}
$$

we have that $x^{\sigma^{2}, \ldots, \sigma^{k}} \in D_{n}^{k}$. Therefore the set of diagonals are in one to one correspondence with such a set of permutations.

A further representation of the set $D_{n}^{k}$ can be given by the set of all permutations $\sigma^{1,2}, \sigma^{4,3}, \ldots, \sigma^{2 k-1,2 k}$, where $\sigma^{2 r-1,2 r}$ indicates a permutation induced by a diagonal in $U_{n}^{2}$ of the face $N_{2 r-1,2 r}$ :

We say that a $(k, n)$-matrix (that is to says a $x: N^{k} \rightarrow \boldsymbol{R}$ ), is $P$-constant on diagonals if $P$ is a set of non-overlapping diagonals covering $N^{k}$. Furthermore, for each diagonal $z \in P, x \mid S(z)$ is constant.

Now, we have the following result concerning the convex hull $K\left(D_{n}^{k}\right)$ of diagonals:
Theorem 3. $-A(k, n)$-stochastio matrix $x \in K\left(D_{n}^{k}\right)$ if and only if $x=\sum_{j \in J} x_{j}$, where
$h x_{i}$ is $P_{j}$-constant on diagonals for some $P_{i}$. each $x_{i}$ is $P_{j}$-constant on diagonals for some $P_{j}$.

Proof. - We will firstly show that there exists a partition of the set of diagonals $P_{1}, P_{2}, \ldots, P_{t}$ such that for each $j=1, \ldots, t$.

$$
\bigcup_{x \in P_{1}} S(x)=N^{u} \quad \text { and } \quad S\left(x_{1}\right) \cap S\left(x_{2}\right)=\emptyset
$$

for each $x_{1}, x_{2} \in P_{j}$. Here, $\emptyset$ indicates the empty set.
Indeed, consider the set of permutations on $N, \sigma(1), \sigma(2), \ldots, \sigma(n)$ defined by

$$
\sigma(i)(j)=j+i-1 \bmod n
$$

for $j \in N$. Therefore let $x(\sigma(i))$ be a diagonal on $N \times N$ with values one on $(k, \sigma(i)(k))$ and zero otherwise. From here $S(x(\sigma(i))) \cap S(x(\sigma(j)))=\emptyset$ when $i \neq j$, and

$$
\bigcup_{i=1}^{n} S(x(\sigma(i)))=N \times N
$$

which gives us a partition $P_{c}=\{\sigma(1), \ldots, \sigma(n)\}$ for the doubly stochastic case. At this point, we loosely write «permutations» or «diagonals», indifferently, since there is a one-to-one correspondence between them.

Now we construct all the other partitions, just by giving a permutation $\tau$. Ineded, define $\tau(i)$ as the permutation

$$
\tau(i)(\bar{i})=\sigma(i)(\tau(\bar{i}))
$$

where $\sigma(i) \in P_{c}$. It is easy to see that $P_{\tau}=\{\tau(1), \ldots, \tau(n)\}$ is another suitable partition. Now if $\tau=\sigma(j) \in P_{c}$ for a given $j$, then

$$
\tau(i)(k)=\sigma(i)(\sigma(j)(k))=\sigma(i)\left(\bmod _{n}(j+k-1)\right)=\bmod _{n}(i+j+k-2)
$$

and, taking $l=\bmod _{n}(i+j-1)$, we get $\sigma(l)=\tau(i)$, which implies that for any cyclic permutation $\tau, P_{c}$ is invariant. The same holds for any $P_{\tau}$. Therefore we have $(n-1)$ ! suitable partition $P_{\tau}$ in the case $k=2$.

Now, in the general case when $k \geqslant 2$, consider the faces $(1, r)$. Consider in each face the set of cyclic permutations $\sigma^{r}(1), \ldots, \sigma^{r}(n)$ given already above, then by picking $\sigma^{2}\left(i_{2}\right), \sigma^{3}\left(i_{3}\right), \ldots, \sigma^{k}\left(i_{k}\right)$ we construct a diagonal $x^{\sigma^{2}\left(i_{2}\right), \ldots, \sigma^{k}\left(i_{k}\right)}$. We have

$$
S\left(x^{\sigma^{2}\left(i_{2}\right), \ldots, \sigma^{k}\left(i_{k}\right)}\right) \cap S\left(x^{\sigma^{2}\left(\overline{i_{2}}\right), \ldots, \sigma^{k}\left(\overline{i_{k}}\right)}\right)=\emptyset
$$

if $i_{r} \neq \bar{i}_{r}$ for some $r$. Furthermore,

$$
\bigcup_{\left(i_{2}, \ldots, i_{k}\right) \in N_{9} \times \ldots \times N_{k}} S\left(x^{\sigma^{2}\left(i_{2}\right), \ldots, \sigma^{k}\left(i_{k}\right)}\right)=N^{k}
$$

From here, we have

$$
P_{c}^{k}=\left\{x^{\sigma^{2}\left(i_{3}\right), \ldots, \sigma^{k}\left(i_{k}\right)}\left(i_{2}, \ldots, i_{k}\right) \in N_{2} \times \ldots \times N_{k}\right\}
$$

and $\left\{P_{s}^{k}\right\}=n^{2-1}$. As in the case $k=2$, it is easy to see that any other partition can be given by permutations $\tau^{2}, \ldots, \tau^{k}$

$$
P_{\tau^{2}, \ldots, \tau^{k}}^{k}=\left\{x^{\tau^{s}\left(i_{2}\right), \ldots, \tau^{k}\left(i_{k}\right)}:\left(i_{2}, \ldots, i_{k}\right) \in N_{2} \times \ldots \times N_{k}\right\} .
$$

Again, if $\tau^{2}=\sigma^{2}\left(i_{2}\right), \ldots, \tau^{k}=\tau^{k}\left(i_{k}\right)$ then

$$
P_{\sigma^{2}\left(i_{2}\right), \ldots, \sigma^{k}\left(i_{k}\right)}^{k}=P_{c}^{k}
$$

Therefore, since are exactly $(n!)^{k-1}$ diagonals in $U_{n}^{k}$ we get $[(n-1)!]^{k-1}$ different permutations $P_{\tau^{2}}^{k}$,

Now, if $x \in K\left(D_{n}^{k}\right)$, then it is a convex combination of diagonals

$$
x=\sum_{j \in J} \lambda_{j} x_{j}=\sum_{\tau^{2}, \ldots, \tau^{k}} \sum_{j \in P_{\tau^{a}, \ldots, \tau^{k}}} \lambda_{j} x_{j}=\sum_{\tau^{2}, \ldots, \tau^{k}} x_{\tau^{a}, \ldots, \tau^{k}}
$$

where $x_{\tau^{1}, \ldots, \tau^{k}}$ is clearly $P_{\tau^{1}, \ldots, \tau^{k}}^{k}$-constant on diagonals.
Vice-versa, if $x \in U_{n}^{k}$ and

$$
x=\sum_{r^{2}, \ldots, r^{k}} x_{z^{2}, \ldots, z^{x}}
$$

where $x_{\tau^{2}, \ldots, \tau^{\varepsilon}}$ is $P_{\tau^{2}, \ldots, \tau^{z}}^{k}$-constant on diagonals, then

$$
x_{\tau^{3}, \ldots, \tau^{k}}=\sum_{d \in T_{\tau^{2}, \ldots, \tau^{k}}^{k}} x_{\tau^{2}, \ldots, \tau^{z^{k}}}(d) X^{\tau^{2}, \ldots, \tau^{k}}
$$

where

$$
X_{\tau^{2}, \ldots, r^{k}}(d)=X_{\tau^{2}, \ldots, r^{k}}\left(i_{1}, \ldots, i_{k}\right) \quad \text { in }\left(i_{1}, \ldots, i_{k}\right) \in d
$$

From here

$$
x=\sum_{\tau^{z}, \ldots, \tau^{k}}\left[\sum_{d \in P_{\tau^{k^{2}}, \ldots, \tau^{k}}} x_{\tau^{2}, \ldots, \tau^{k}}(d)\right] X^{\tau^{z}, \ldots, \tau^{k}}=\sum_{\tau^{\varepsilon}, \ldots, \tau^{k}} \lambda_{\tau^{2}, \ldots, \tau^{k}} X^{\tau^{2}, \ldots, \tau^{k}}
$$

where in the last sum the coefficients are convex because $x \in O_{k}^{n} \quad$ (q.e.d.).

## 4. - A variant of the game.

Here we are going to consider a slight modification of the hide-and-seek gamepresented in the first paragraph. We are concerned with a subclass of extremals, the diagonals.

These will permit us to study the generalized assignment problems given in the next section.

Using the result given above, we can modify Lemma 1, obtaining the result given in the following Lemma.

Let $p^{k}$ be the set of $k$-matrices $x \geqslant 0$ such that

$$
x=\sum_{\tau^{2}, \ldots, v^{k}} x_{\tau^{2}, \ldots, \tau^{z}}
$$

where $x_{\tau^{2}, \ldots, \tau^{k}}$ is $P_{\tau^{2}, \ldots, \tau^{k}}^{k}$-constant on diagonals.
Liemma 4. - $V_{D_{n}^{k}}=P^{k} \cap V_{n}^{k}=\left\{x \in P^{k}\right.$ : there is a $\left.z \in K\left(D_{n}^{k}\right): z \geqslant x\right\}$.
Proof. - Let $X$ be an element of $V_{D_{n}^{k}}$, then

$$
x=\sum_{\tau^{2}, \ldots, \tau^{k}} x_{\tau^{2}, \ldots, \tau^{k}}
$$

where $x_{\tau^{2}, \ldots, \tau^{k}}$ is $P_{\tau^{2}, \ldots, \tau^{*}}^{k}$-constant on diagonals.
Let $I_{r}(x)$ be the same set introduced in the proof of Lemma 1. Again, if a $I_{r}(x) \neq \emptyset$, all of them are non-empty. Therefore by taking the same $\varepsilon$, define

$$
x_{\varepsilon}\left(i_{1}, \ldots, x_{\bar{k}}\right)= \begin{cases}x\left(i_{1}, \ldots, i_{k}\right)+\varepsilon & \text { if }\left(i_{1}, \ldots, i_{k}\right) \in S\left(x \bar{\tau}^{2}, \ldots, \bar{\tau}^{k}\right) \\ & \text { for only one } \bar{\tau}^{2}, \ldots, \bar{\tau}^{k} \\ x\left(i_{1}, \ldots, i_{k}\right) & \text { otherwise } .\end{cases}
$$

It is immediate that $x_{\varepsilon} \in K\left(D_{n}^{l}\right)$ and $x_{\varepsilon} \geqslant x$. The reason that here the process terminates with only one step is due to the fact that all the $x_{\tau^{2}, \ldots, z^{k}}$ are $P_{\tau^{2}, \ldots, r^{k}}^{k}$-constant on diagonals. The remaining inclusion is trivial (q.e.d.).

We now deduce the mixed extension of the general hide-and-seek game. Let

$$
\bar{\Gamma}_{D_{n}^{k}}=\left\{\bigcup_{i=r}^{k} N_{i}, \Sigma_{\alpha} ; B\right\}
$$

where $\Sigma_{\alpha} \subset \widetilde{N^{k}}$ is the set of probabilities

$$
X=\sum_{\tau^{a}, \ldots, \tau^{k}} \bar{X}\left(\tau^{2}, \ldots, \tau^{k}\right)
$$

where

$$
X\left(\tau^{2}, \ldots, \tau^{i^{k}}\right)\left(i_{1}, \ldots, i_{k}\right)=v(d) \frac{1}{\alpha\left(i_{1}, \ldots, i_{k}\right)} \quad \text { for }\left(i_{1}, \ldots, i_{k}\right) \in d \in P_{\tau^{\tau^{2}}, \ldots, \tau^{k}}^{k^{k}}
$$

Obviously $\Sigma_{\alpha}$ is compact and convex.
We have the following result which can be proved following the lines of Theorem 2 , using Lemma 4

Theorem 5. - For the extension $\bar{\Gamma}_{D_{n}^{b}}$

$$
v\left(D_{n}^{k}\right)=\min _{y \in \overline{\mathcal{I}}_{\alpha}} \max _{\substack{\in \in \in \\ i_{r} \in N_{i}}} E\left(y, i_{r}\right)=\min _{\bar{y}^{e} \in D_{n}^{k}} v\left(\bar{y}^{e}\right)=\min _{z^{2}, \ldots, \tau^{k}} \frac{1}{\sum_{\left(i_{1}, \ldots, \ldots, k\right) \in S\left(\tau^{2} \tau_{2}, \ldots, \tau_{k}\right)}\left(1 / \alpha\left(i_{1}, \ldots, i_{k}\right)\right)} .
$$

On the optimal mixed strategies for the second player, the transformation $\alpha(\cdot) \tilde{y}(\cdot)=v\left(D_{n}^{k}\right) \bar{y}(\cdot)$ sends $\Sigma_{\alpha}$ to $v\left(D_{n}^{k}\right)$. Moreover, the coefficients $c(d)$ satisfy

$$
\sum_{\tau^{2}, \ldots, \tau^{\varepsilon}} \sum_{d \in P_{\tau^{2}, \ldots}^{\varepsilon^{2}}, \ldots, \tau^{\varepsilon}} c(d) \sum_{\left(i_{1}, \ldots, i_{k}\right) \in d} \frac{1}{\alpha\left(i_{1}, \ldots, i_{k}\right)}=1
$$

because $x \in N^{k}$.
In the case that $k=2$, both Theorems 2 and 5 give von Neumann's result.

## 5. - Applications to some assigument problems.

In this section we are going to discuss two generalized assignment problems and we will relate them with the resuits already obtained in the previous paragraphs.

Problem 1. - We have $k$ groups of $n$-persons each and $k$ groups of $n$-jobs each. Any given group of persons corresponds uniquely to a definite a group of jobs. Say the $i$-th group corresponds with the $i$-th.

The value of the $i_{1}$-person in the $j_{1}$-job, ..., the $i_{k}$-person in the $j_{k}$-job is

$$
a\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right) .
$$

The problem is to find assynments $\tau^{1}, \ldots, \tau^{k}$ for all the groups such as to maximize the total value

$$
\sum_{i_{2}, \ldots, i_{k}} a\left(i_{1}, \tau^{1}\left(i_{1}\right), \ldots, i_{k}, \tau^{k}\left(i_{k}\right)\right) .
$$

If we introduce a transformation given by

$$
a\left(i_{i}, j_{1}, \ldots, i_{k}, j_{k}\right)+\sum_{r=1}^{k} b_{i_{r}}+\sum_{r=1}^{k} e_{i_{r}}
$$

where the $b$ 's and the $c$ 's are constants, then the maximization problem is invariant. Thus we can assume that the payoff function a be positive.

Taking

$$
\alpha\left(i_{1}, j_{1}, . ., i_{k}, j_{k}\right)=\frac{1}{a\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right)}
$$

the maximum value of the assignment problem is $1 / v\left(D_{n}^{k}\right)$ and it is reached on a diagonal by Theorem 5.

Problem 2. - Now, we have a group of $n$ persons and $k-1$ different groups of exactly $n$ types of jobs. A person $i$ must perform a job $j_{r}$ in each group $r=2, \ldots, k$ such that there is exactly one person performing the job $j_{r}$ in each group $r$. Here the value of the person $i$ performing the jobs $j_{1}, \ldots, j_{k-1}$ is

$$
a\left(i, j_{2}, \ldots j_{k}\right)
$$

An assignment in this problem is a set of permutations $\tau^{2}, \ldots, \tau^{k}$ corresponding to the faces $(1, r), r=2, \ldots, k$, as introduced before Theorem 3. The total value for this assignment is

$$
\sum_{i} a\left(i, \tau^{2}(i), \ldots, \tau^{k}(i)\right)
$$

By a procedure analogous to the one given in problem I, Theorem 5 gives the right answer also in this case.

## 6. - A generalization of K. Fan's optimization result.

In connection with the set $V_{n}^{2}$ there appear many interesting problems of maximization with many applications.

One is the known extremal problem presented by K. FaN in [4], which is concerned with the maximazation of a payoff function

$$
f^{2}(x)=\sum_{i=1}^{n} \sum_{i=1}^{n} a_{i j} X_{i j}
$$

on the set $V_{n}^{2}$.
Here we are going to generalize the problem and give suitable caracterization of the extremum.

Let

$$
f^{k}(x)=\sum_{i_{1}, \ldots, i_{k}} a_{i_{1}, \ldots, i_{k}}, \vartheta\left(i_{1}, \ldots, i_{k}\right)
$$

be a linear a function defined on $V_{n}^{k}$. Then, we have the following result which considerably generalizes the corresponding one due to K. FAN in [4], which is proved in an elegant way, based upon a strong result of convex sets. Here, we give a more simple proof.

THEOREM 6. - For any ( $k, n$ )-matrix $a_{i_{1}, \ldots, i_{k}}$, we have

$$
\max _{s \in V_{n}^{k}} f^{k}(x)=\min _{\left(v_{i_{1}}, \ldots, y_{i_{k}}\right) \in A(a)} \sum_{r=1}^{k} \sum_{i_{r}=1}^{n} y_{i_{r}}
$$

where $A(a)$ is the set of $\left(y_{i_{1}}, \ldots, y_{i_{k}}\right) \geqslant 0$ such that $y_{i_{1}}+\ldots+y_{i} \geqslant a_{i_{1}, \ldots, i_{k}}$ for each $\left(i_{1}, \ldots, i_{k}\right) \in N^{k}$.

Proof. - The problem of maximization can be expressed in a linear programing as follows

$$
\max _{\substack{c \cdot x \leqslant b \\ x \geqslant 0}} f^{k}(x)
$$

where $C$ is $k n \times n^{k}$ matrix defined on $\left(\bigcup_{i=r}^{k} N_{i}\right) \times N^{k}$ with values

$$
O\left(\bar{i}_{r} ; i_{1}, \ldots, i_{k}\right)=\delta_{\bar{i}_{r} i_{r}}
$$

where $\delta$ is Kronecker's delta. The vector $b$ of dimension $n k \times 1$ has all its values equal one. As in [5], the set $V_{u}^{k}$ is uniquely determined by both the inequalities given above. $O \cdot x$ indicates the matrix product of $O$ with the vector $x$. Now consider its dual problem

$$
\min _{\substack{v^{\prime} \cdot G<\alpha \\ v \geqslant 0}} \sum_{r=1}^{n} \sum_{i_{r}=1}^{x} b_{i_{r}} v_{i_{r}}
$$

where $v^{\prime}$ is the transpose of $v$ and $a$ is a ( $k, n$ )-matrix. Clearly there always exist a vector satisfying the previous inequalities. But such a set is nothing else that $A(a)$. By the duality in linear programming (see for example NuKaido [6] pag. 133), both maximum and minimum values coincide (q.e.d.).

At this point we would like to emphasize the fact that K. Fan's original proof is valid for the most general case considered here. Indeed, it is almost a literally translation of the case with $k=2$.

With a slight modification in the above proof, using now a variant of the dual theorem in linear programming (as for example Burger [2] pag. 117) we obtain the following general result, which generalizes that due to Egervíry [3] in the case of $k=2$.

Theorem 7. - For any ( $k, n$ )-matrix a, we have

$$
m^{k}(\alpha)=\max _{x \in E\left(V_{n}^{k}\right)} f^{n}(x)=\min _{\left(v_{i_{2}}, \ldots, v_{i_{k}}\right) \in B(a)} \sum_{r=1}^{n} \sum_{i_{\mathrm{r}}=1}^{n} y_{i_{r}}
$$

where now $B(a)$ is the set of $\left(y_{i_{1}}, \ldots, y_{i_{k}}\right)$ such that $\left(y_{i_{1}}+\ldots+y_{i_{k}}\right) \geqslant a_{i_{1}, \ldots, i_{k}}$ for each $\left(i_{1}, \ldots, i_{k}\right) \in N^{k}$.

We would like to indicate that one can write down the previous results in the form of dynamic programming. For the last one, let

$$
F\left(y^{1}, \ldots, y^{k} ; a\right)=\min _{\left(y_{i_{1}}, \ldots, y_{i_{k}}\right) \in B(a)} \sum_{r=1}^{k} \sum_{i_{r}=1}^{n} y_{i_{r}}
$$

where $y^{\tau}=\left\{y_{i_{r}}\right\}_{i_{r} \in N}$, then

$$
\begin{aligned}
& m^{k}(a)=F^{\prime}\left(y^{1}, \ldots, y^{k} ; a\right)= \\
&=\min _{v^{\prime}}\left[\sum_{i_{1}=1}^{n} y_{i_{1}}+F\left(y^{2}, \ldots, y^{k} ; a-y^{1}\right)\right]=\min _{y^{\prime}}\left[\sum_{i_{1}=1}^{n} y_{i_{1}}+m^{k-1}\left(a-y^{\prime}\right)\right] .
\end{aligned}
$$

## BIBLIOGRAPHY

[1] G. Brikhoff, Three observations on linear algebra (Spanish), Rev. Univ. Nac. Tucumán, A 5 (1946), pp. 147-151.
[2] E. Burger, Introduction to the Theory of Games, Prentice Hall (1959).
[3] E. Egerváry, Oombinatorial properties of matrices (Hungarian), Matem. Fiz. Lapok, 38 (1931), pp. 16-28.
[4] K. Fan, Applications of a theorem concerning sets with convex sections, Math. Annalen, 163 (1966), pp. 189-203.
[5] E. Marciit - P. Tarazaga, The ( $k, n$ )-stochastic matrices, Linear Algebra and its Applications, 26 (1979), pp. 15-30.
[6] H. Nikaddo, Convex Structures and Economic Theory, Academic Press (1968).
[7] J. Von Neumann, A cerlain zero-sum-two-person game equivalent to the optimal assignment problem, Cont. to the Theory of Games, vol. II, Annals of Math. Studies no. 28, eds. H. W. Kuhn and A. W. Tucker, Princeton (1953).

