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Summary. - In this paper, we study the partial regularity properties of vector valued functions $u$ minimizing certain quadratic functionals with an unbounded obstacle which is defined by

$$
\mu=\left\{v \in H^{1,2}\left(\Omega, R^{N}\right) \mid v^{N} \geqslant f\left(x, v^{1}(x), \ldots, v^{N-1}(x)\right) \text { a.e. on } \Omega, v-u_{0} \in H_{0}^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)\right\} .
$$

## 1. - Introduction.

The purpose of this paper is to provide partial regularity results for the problem of vector-valued functions minimizing functionals with an unbounded obstacle.

We study the quadratic functional

$$
\begin{equation*}
\mathscr{F}(u ; \Omega)=\int_{\Omega} A_{i j}^{\alpha \beta}(x, u) D_{\alpha} u_{\beta}^{i} D u^{j} d x \tag{1.1}
\end{equation*}
$$

where $\Omega$ is an open set in $\boldsymbol{R}^{n}$, and $A_{i j}^{\alpha \beta}(x, u), i, j=1, \ldots, N ; \alpha, \beta=1, \ldots, n$, are continuous functions in $\Omega \times \boldsymbol{R}^{N}$ satisfying the following:

$$
\begin{gather*}
\left|A_{i j}^{\alpha \beta}(x, u)\right| \leqslant L, \quad \text { for some } L>0  \tag{1.2}\\
\sum_{\alpha, \beta=1}^{n} \sum_{i, j=1}^{N} A_{i j}^{\alpha \beta}(x, u) \xi_{\alpha}^{i} \xi_{\beta}^{j} \geqslant|\xi|^{2}, \quad \text { for all } \xi \in \boldsymbol{R}^{n \times N} . \tag{1.3}
\end{gather*}
$$

We recall that a function $u: \Omega \rightarrow \boldsymbol{R}^{N}$ is a local minimum of $\mathscr{F}$ in $\Omega$ if for every $\varphi$ with a compact support in $\Omega$, we have

$$
\begin{equation*}
\mathscr{F}(u ; \operatorname{spt} \varphi) \leqslant \mathscr{F}(u+\varphi ; \operatorname{spt} \varphi) \tag{1.4}
\end{equation*}
$$

[^0]In last few years, the regularity theory of minimizers has been developed a great deal. For example, see [5] and [6]. Here we mention some beautiful works of M. Giaquinta and E. Giusti [9], [10]:
A) Each minimum $u \in H_{\text {loc }}^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$ for the functional (1.1) is Hölder-continuous in the interior $\Omega$ up to a set vanishing $\boldsymbol{H}^{n-2}$-measure.
$B$ ) If an additional splitting condition is assumed on the coefficients, i.e.,

$$
\begin{equation*}
A_{i j}^{\alpha \beta}(x, u)=g_{i j}(x, u) G^{\alpha \beta}(x), \tag{1.5}
\end{equation*}
$$

then the dimension of set $\Sigma$ of interior singularities does not even exceed $n-3$.
In this paper, we extend Giaquinta-Giusti's results quoted above to the same minimizing problem with an unbounded obstacle.

We define the problem of functions minimizing the functional (1.1) with an obstacle as follows:

We say that a function $u: \Omega \rightarrow \boldsymbol{R}^{N}$ is a minimum of the functional (1.1) with an obstacle $\mu$ if there exists a subset $\mu$ of $H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$, and $u \in \mu$ such that

$$
\begin{equation*}
\mathscr{F}(u ; \Omega) \rightarrow \min _{v \in \mu} \mathscr{F}(v ; \Omega) . \tag{1.6}
\end{equation*}
$$

The subset $\mu$ is supposed to be given by

$$
\mu=\left\{u \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid u-u_{0} \in H_{0}^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right), u(x) \in M \text { on } \Omega\right\},
$$

where $M$ is a given set in $\boldsymbol{R}^{N}$, and $u_{0} \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$ defining the prescribed boundary values. In order to have $\mu$ nonvoid, we assume that $u_{0} \in \mu$, which means that $u_{0}(x) \in M$ a.e. on $\Omega$. For the sake of simplicity we suppose that $u_{0}$ is smooth.

In the scalar case, i.e. $N=1$, the problem (1.6) turns out to be equivalent to the problem of seeking solutions to general variational inequalities. The existence and regularity theory of solutions to the variational inequalities have been developed a great deal by many authors. For results and proofs we see the books [14], [15] and their references.

In this paper, we only consider the regularity theory of the obstacle problem (1.6) in the vector case, i.e. $N \geqslant 2$.

In a straight-forward extension of the obstacle problem from scalar-case to vector-case, having considered the following obstacle:

$$
\begin{align*}
\mu= & \left\{y \in \boldsymbol{R}^{N} \mid y^{i}(x) \geqslant \psi^{i}(x)\right.  \tag{1.7}\\
& \left.i=1, \ldots, N, \text { a.e. on } \Omega, \psi^{i}(x) \text { are given functions }\right\},
\end{align*}
$$

Hildebrandt, Widman in [11] and Giaquinta in [7] presented the regularity theory of functions minimizing the functional (1.3) with an obstacle (1.7) under a diagonal condition on the coefficients:

$$
\begin{equation*}
A_{i j}^{\alpha \beta}(x, u)=\delta_{i j} A_{i j}^{q \beta}(x, u) . \tag{1.8}
\end{equation*}
$$

It appears that there are difficulties to extend their results to a more general case without the assumption (1.8).

In a different way, the minimizing problem with an obstacle of the type defined by

$$
\begin{align*}
\mu=\left\{u \in H^{1,2}\left(\Omega, R^{N}\right) \mid u^{N}\right. & \geqslant f\left(x, u^{1}(x), \ldots, u^{N-1}(x)\right)  \tag{1.9}\\
& \text { a.e. on } \left.\Omega, f\left(x, u^{1}, \ldots, u^{N-1}\right) \text { is a given function }\right\},
\end{align*}
$$

has sbeen studied by many authors. Tomi [16] first proved the existence of a minimum of the problem (1.6) with the obstacle (1.7) by using a lower-semicontinuity argument. For $n=2$, he proved that each minimum is regular. For $n \geqslant 3$, FUCHS [3] considered the Dirichlet type minimizing problem with an obstacle as follows:

$$
\begin{equation*}
\mathscr{F}_{0}(u ; \Omega)=\int_{\Omega}|D u|^{2} d x \rightarrow \min _{\mu} \mathscr{F}_{0}(\cdot ; \Omega), \tag{1.10}
\end{equation*}
$$

with $\mu=\left\{u \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid u^{N} \geqslant f\left(u^{1}, \ldots, u^{N-1}\right)\right\}$.
He showed that each showed that each minimum of the problem (1.10) is partial $C^{1, \alpha}$-continuous. For a more general obstacle

$$
\mu=\left\{u(x) \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid u^{N} \geqslant f\left(x, u^{1}, \ldots, u^{N-1}\right) \text { a.e. on } \Omega\right\},
$$

WIEGNER [17] proved that the minimum of the Dirichlet-type problem (1.10) belongs to $C^{1, z}\left(\Omega, \boldsymbol{R}^{N}\right)$.

The aim of this paper is to present some results about partial regularity for the minimums of the problem (1.6) with an obstacle of the form (1.9). More precisely, we extent the Fuchs' ([3]) and Wiegner's ([4]) results to the quadratic functional (1.3) under the following assumption:

$$
\begin{equation*}
A_{i j}^{\alpha \beta}(x, y)=g_{i j}(x, y) G^{\alpha \beta}(x) . \tag{1.11}
\end{equation*}
$$

We want to point out that the techniques used in this paper are similar to those used by Giaquinta ([8]) in the scalar case in 1981, but they are different from Fuchs' in [3] and Wiegner's in [16]. In some recent papers ([1], [2]), Fuchs and Zuzaar applied their methods to deal with the regularity of minimizing problem with a bounded obstacle under the condition (1.11). But their methods can not be carried over to our case. It is also pointed out in [3] by Fuchs that his results can only carried over to the case of $A_{i j}^{\alpha \beta}(x, y)=a^{\alpha \beta}(x) 亢_{i j}$, if the obstacle is unbounded.

A brief outline of this paper is as follows. In § 2, we prove a reverse Hölder inequality for the unbounded obstacle problem. In $\S 3$, suppose that the minimum $u$ of the problem (1.6) with the obstacle (1.9) is bounded, we prove the partial regularity of the minimum $u$. In $\S 4$, by using direct methods, we drop the assumption of boundedness of minimizers to prove the partial regularity. In §5, we present some extensions and mention a few problem which we have not touched at all.

Acknowledgment. I am very grateful to Professor Mariano Giaquinta for his stimulating discussions, and to Professor Guangchang Dong for his very useful suggestions.

## 2. - Reverse Hölder inequalities.

In this section, we improve the methods used in [10], [5], and prove the high integrability of the gradient of a minimum of the obstacle problem (1.6).

Let us introduce a few notations.

$$
\begin{gathered}
Q_{R}\left(x_{0}\right):=\left\{x \in \boldsymbol{R}^{n}:\left|x^{\alpha}-x_{0}^{\alpha}\right| \leqslant R, \alpha=1, \ldots n\right\}, \\
B_{R}\left(x_{0}\right):=\left\{x \in \boldsymbol{R}^{n}:\left|x-x_{0}\right| \leqslant R\right\}, \quad u_{r}:=f_{B_{r}\left(x_{0}\right)} u(x) d x, \\
\tilde{y}:=\left(y^{1}, \ldots, y^{N-1}\right), \quad \tilde{u}:=\left(u^{1}, \ldots, u^{N-1}\right), \quad f(x, \widetilde{u})_{R}:={\underset{B_{R}\left(x_{0}\right)}{ } f(x, \widehat{u}) d x,}^{u^{\tilde{}} y^{\tilde{j}}:=\sum_{\tilde{i}=1}^{N-1} \sum_{\tilde{j}=1}^{N-1} y^{\tilde{j}} u^{\tilde{i}},}
\end{gathered}
$$

we have
Lemma 2.1. - Let $Q$ be an $n$-cube and $f \in L^{\nu}(Q)$ for some $\nu>q$, and suppose

$$
\underset{Q_{R}\left(x_{0}\right)}{f} g^{q} d x \leqslant b\left(\underset{Q_{2 R}\left(x_{0}\right)}{f} g d x\right)^{q}+\underset{Q_{2 R}\left(x_{0}\right)}{f} f^{q} d x+\theta \underset{Q_{2 R}\left(x_{0}\right)}{f} g^{q} d x
$$

for each $x_{0} \in Q$ and each $R<1 / 2 \operatorname{dist}\left(x_{0}, Q\right) \wedge R_{0}$, where $R_{0}, b, \theta b, \theta$ are constants with $b>1,0 \leqslant \theta<1$. Then we have $g \in L_{\text {loc }}^{p}(Q)$ for $p \in[q, q+\varepsilon]$, and for $Q_{2 R} \subset Q, R<$ $<R_{0}$, the following estimate holds

$$
\left(f_{Q_{R}} g^{p} d x\right)^{1 / p} \leqslant c\left(f_{Q_{2 R}} g^{q} d x\right)^{1 / q}+\left(f_{Q_{2 R}} f^{p} d x\right)^{1 / p}
$$

where $c$ and $\varepsilon$ are constants depending on $b, Q, q, \nu, n$.
The proof of Lemma 2.1 can be found in [5], [9].
So we have for the obstacle problem.
Theorem 2.2. - Suppose that (1.2) and (1.3) hold, and let $u$ be a minimum of the obstacle problem (1.6) with the obstacle of type (1.9) in which $f(x, y): \bar{\Omega} \times \boldsymbol{R}^{N-1} \rightarrow \boldsymbol{R}$.

And assume that
(2.1) $\left\{\begin{aligned} & \text { either (i): } u \in L_{10 c}^{\infty}\left(\Omega, \boldsymbol{R}^{N}\right), f \in C^{1}\left(\bar{\Omega} \times \boldsymbol{R}^{N-1}\right) \\ & \text { or (ii): }\left|\frac{\partial f}{\partial y^{i}}\left(x, y^{1}, \ldots, y^{N-1}\right)\right|<L, \quad i=1,2, \ldots, N-1, \\ &\left|\frac{\partial f}{\partial x^{\alpha}}(x, y)\right| \leqslant L, \quad \alpha=1,2, \ldots, n \text { for some constant } L>0,\end{aligned}\right.$

Then if $u \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$, there exists an exponent $p>2$ such that $u \in H_{\text {loc }}^{1, p}\left(\Omega, \boldsymbol{R}^{N}\right)$. Moreover, for $B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\begin{equation*}
\left(f_{B_{a / 2 / R}\left(x_{0}\right)}|D u|^{p} d x\right)^{1 / p} \leqslant c\left[f_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right]^{1 / 2} \tag{2.2}
\end{equation*}
$$

provided $R<R_{0}$, where $c=c(n, \nu, p, L)$.

Proof. - Without lose of generality, we assume that $x_{0}=0$.
Let

$$
\left\{\begin{array}{l}
\widetilde{\varphi}=-\eta\left(\widetilde{u}-\widetilde{u}_{R}\right),  \tag{2.3}\\
\varphi^{N}=-\eta\left(u^{N}-u_{R}^{N}\right)+f(x, \widetilde{u}+\tilde{\varphi})-(1-\eta) f(x, \tilde{u})-\eta[f(x, \tilde{u})]_{R},
\end{array}\right.
$$

where $\tilde{\varphi}=\left(\varphi^{1}, \ldots, \varphi^{N-1}\right), \tilde{u}=\left(u^{1}, \ldots, u^{N-1}\right), \eta \in C_{0}^{\infty}\left(B_{s}\right), 0 \leqslant \eta \leqslant 1$ on $B_{s}, \eta=1$ on $B_{t}$, $s>t,\left|D_{\eta}\right| \leqslant c(1 /(s-t))$.

It is easy to check that

$$
u^{N}+\varphi^{N} \geqslant f(x, \tilde{u}+\tilde{\varphi}) .
$$

Thus by the definition of a minimum, we have

$$
\begin{equation*}
\int_{B_{\mathrm{s}}}|D u|^{2} d x \leqslant c \int_{B_{\mathrm{s}}}|D(u+\varphi)|^{2} d x \tag{2.4}
\end{equation*}
$$

Set

$$
\tilde{\Phi}=(1-\eta)\left(\tilde{u}-\tilde{u}_{R}\right)
$$

we get

$$
\tilde{u}-\tilde{u}_{R}=-\tilde{\varphi}+\tilde{\Phi}
$$

Define $\Phi^{N}$ such that $u^{N}-u_{R}^{N}=-\varphi^{N}+\Phi^{N}$ holds. Hence
(2.5) $\int_{B_{s}}\left|D_{\varphi}\right|^{2} d x=\int_{B_{s}}\left|D_{\bar{\varphi}}^{\tilde{\varphi}}\right|^{2} d x+\int_{B_{s}}\left|D_{\varphi}^{N}\right|^{2} d x=$

$$
\begin{aligned}
& =\int_{B_{s}}\left|D\left(u^{N}-\Phi^{N}\right)\right|^{2} d x+\int_{B_{s}}|D(\widetilde{u}-\widetilde{\Phi})|^{2} d x \leqslant c \int_{B_{s}}|D u|^{2} d x+c \int_{B_{s}}\left|D \Phi^{N}\right|^{2} d x+c \int_{B_{s}}|D \widetilde{\Phi}|^{2} d x \leqslant \\
& \quad \leqslant c \int_{B_{s}}|D(u+\varphi)|^{2} d x+c \int_{B_{s}}\left|D \Phi^{N}\right|^{2} d x+c \int_{B_{s}}|D \widetilde{\Phi}|^{2} d x \leqslant c \int_{B_{s}}\left|D \Phi^{N}\right|^{2} d x+c \int_{B_{s}}|D \widetilde{\Phi}|^{2} d x .
\end{aligned}
$$

Noticing the definition of $\varphi^{N}$ and $\Phi^{N}$, we obtain

$$
\begin{align*}
& \int_{B_{s}}\left|D \Phi^{N}\right|^{2} d x=\int_{B_{s}}\left|D\left(u^{N}+\varphi^{N}\right)\right|^{2} d x=  \tag{2.6}\\
& =\int_{B_{s}}\left|D\left[u^{N}-\eta\left(u^{N}-u_{R}^{N}\right)+f(x, \tilde{u}+\tilde{\varphi})-(1-\eta) f(x, \widetilde{u})-\eta f(x, \tilde{u})_{R}\right]\right|^{2} d x= \\
& =\int_{B_{s}}\left|D\left\{(1-\eta)\left[u^{N}-u_{R}^{N}-f(x, \widetilde{u})+f(x, \widetilde{u})_{R}\right]+f(x, \widetilde{u}+\widetilde{\varphi})\right\}\right|^{2} d x \leqslant \\
& \leqslant 2 \int_{B_{s}}\left|D\left[(1-\eta)\left(u^{N}-u_{R}^{N}-f(x, \widetilde{u})+f(x, \widetilde{u})_{R}\right)\right]\right|^{2} d x+2 \int_{B_{s}}|D[f(x, \widetilde{u}+\widetilde{\varphi})]|^{2} d x \leqslant \\
& \leqslant c \int_{B_{s} \backslash B_{t}}\left|D\left[u^{N}-f(x, \tilde{u})\right]\right|^{2} d x+c /(s-t)^{2} \int \mid u^{N}-f(x, \tilde{u})- \\
& \quad-\left.\left(u_{R}^{N}-f(x, \widetilde{u})_{R}\right)\right|^{2} d x+c \int_{B_{s}}|D[f(x, \widetilde{u}+\widetilde{\varphi})]|^{2} d x .
\end{align*}
$$

Under the assumption either (2.1) (i) or (ii), we have

$$
\begin{equation*}
\int_{B_{s} \backslash B_{s}}|D[f(x, \tilde{u})]|^{2} d x \leqslant c \int_{B_{s} \backslash B_{t}}|D \tilde{u}|^{2} d x+L^{2}\left|B_{s}\right| \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{s}}|D[f(x, \tilde{u}+\tilde{\varphi})]|^{2} d x \leqslant c \int_{B_{s}}|D(\widetilde{u}+\widetilde{\varphi})|^{2} d x+L^{2}\left|B_{s}\right| . \tag{2.8}
\end{equation*}
$$

By (2.6), (2.7), (2.8), we get

$$
\begin{align*}
& \int_{B_{s}}\left|D \Phi^{N}\right|^{2} d x \leqslant c \int_{B_{s} \backslash B_{t}}|D u|^{2} d x+c \int_{B_{s}}|D \widetilde{\Phi}|^{2} d x+  \tag{2.9}\\
&+\frac{c}{(s-t)^{2}} \int_{B_{s}}\left|u^{N}-f(x, u)-\left[u_{R}^{N}-f(x, \widetilde{u})_{R}\right]\right|^{2} d x+c\left|B_{s}\right| .
\end{align*}
$$

Since $D \widetilde{\Phi}=(1-\eta) D \tilde{u}-\left(\widetilde{u}-\tilde{u}_{R}\right) D_{n}$, we have

$$
\begin{equation*}
|D \widetilde{\Phi}|^{2} \leqslant c|D \widetilde{u}|^{2}(1-\eta)^{2}+c\left|\widetilde{u}-\widetilde{u}_{R}\right|^{2}\left|D_{r}\right|^{2} \tag{2.10}
\end{equation*}
$$

and noticing the definition of $\eta$, we obtain

$$
\begin{align*}
& \int_{B_{s}}|D u|^{2} d x \leqslant c_{1} \int_{B_{s} \backslash B_{t}}|D u|^{2} d x+\frac{c_{1}}{(s-t)^{2}} \int_{B_{s}}\left|\widetilde{u}-\widetilde{u}_{R}\right|^{2} d x+  \tag{2.11}\\
&+\frac{c_{1}}{(s-t)^{2}} \int\left|u_{B_{s}}^{N}-f(x, \widetilde{u})-u_{R}^{N}+f(x, \widetilde{u})_{R}\right|^{2} d x+c_{1}\left|B_{s}\right|
\end{align*}
$$

Adding to both sides, $c_{1}$ times the quantity on the left, then divided by $c_{1}+1$, we obtain

$$
\begin{align*}
& \int_{B_{t}}|D u|^{2} d x \leqslant \theta \int_{B_{\varepsilon}}|D u|^{2} d x+c(s-t)^{-2} \int_{B_{s}}\left|\widetilde{u}-\widetilde{u}_{R}\right|^{2} d x+  \tag{2.12}\\
& \quad+c(s-t)^{-2} \int_{B_{s}}\left|u^{N}-f(x, \widetilde{u})-u_{R}^{N}+f(x, \widetilde{u})_{R}\right|^{2} d x+c\left|B_{s}\right| ; \quad \theta=\frac{c_{1}}{1+c_{1}}<1
\end{align*}
$$

By the Sobolev-Poincaré inequality, we get

$$
\left(f_{B_{a / 2 / 2 R}}|D u|^{2} d x\right)^{1 / 2} \leqslant \theta\left(f_{B_{R}}|D u|^{2} d x\right)^{1 / 2}+c\left(f_{B_{R}}|D u|^{2^{*}} d x\right)^{1 / 2^{*}}+c,
$$

where $2^{*}=2 n /(2+n)<2$ and using Lemma 2.1, we can obtain the required results, i.e. for $B_{R} \subset \Omega$, there exists a constant $\varepsilon>0$, such that for $p \in[2,2+\varepsilon)$ we have

$$
\left(f_{B_{(1 / 2) R}}|D u|^{p} d x\right)^{1 / p} \leqslant c\left(f_{B_{R}}|D u|^{2} d x\right)^{1 / 2}+c \leqslant c\left[\int_{B_{R}} f\left(|D u|^{2}+1\right) d x\right]^{1 / 2} .
$$

Remark. - The assumption (2.1) is similar to the Fuchs' in [3].
By the Sobolev's theorem we get
Corollary 2.3. - Under the assumptions of Theorem 2.2, if $n=2$, then $u$ is locally Hölder continuous in $\Omega$.

## 3. - Interior regularities.

In this section, we assume that the coefficients $A_{i j}^{\alpha \beta}$ satisfy

$$
\begin{equation*}
\left|A_{i j_{u^{k} j}}^{a \beta}(x, u)\right| \leqslant L ; \quad \alpha, \beta=1, \ldots, n ; \quad i, j, k=1, \ldots, N \tag{3.1}
\end{equation*}
$$

for a constant $L>0$, where $A_{\left.i j_{\left(w^{k}\right)}\right)}^{\alpha \beta}$ denote the coefficients $A_{i j}^{\alpha \beta}$ s partial derivatives with respect to $u^{k}$ and

$$
\begin{equation*}
\left|A(x, y)-A\left(x^{\prime}, y^{\prime}\right)\right| \leqslant \omega\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right), \tag{3.2}
\end{equation*}
$$

where $\omega(t)$ is a nonnegative bounded function increasing in $t$, concave continuous in $\omega(0)=0$.

Of course, we assume that (1.11) holds. Moreover, we suppose that the following conditions hold:

There exist constants $\lambda_{1}, \lambda_{2}, \lambda_{1}^{\prime}, \lambda_{2}^{\prime}>0$ such that

$$
\begin{cases}\lambda_{1}^{\prime}|\xi|^{2} \geqslant \sum_{i, j=1}^{N} g_{i j}(x, y) \xi^{i} \xi^{j} \geqslant \lambda_{1}|\xi|^{2} ; & \forall \xi \in \boldsymbol{R}^{N}  \tag{3.3}\\ \lambda_{2}^{\prime}|\zeta|^{2} \geqslant \sum_{\alpha, \beta=1}^{n} G^{\alpha \beta}(x, y) \zeta_{\alpha} \zeta_{\beta} \geqslant \lambda_{2} \mid \zeta_{\xi}^{2} ; & \forall \zeta \in \boldsymbol{R}^{n}\end{cases}
$$

Then for the obstacle problem, we have
Theorem 3.1. - Let (1.2), (1.3), (1.11), (3.1), (3.2), (3.3) hold. And let $u$ be a minimum of the obstacle (1.6) with the obstacle

$$
\mu=\left\{v \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid v^{N} \geqslant f(x, \widetilde{v}) \text { a.e. on } \Omega\right\},
$$

and suppose that $f$ is twice continuous differentiable, then if $u \in H^{1,2} \cap L^{\infty}\left(\Omega, \boldsymbol{R}^{N}\right)$, there exists an open set $\Omega_{0} \subset \Omega$ such that $u \in C^{0, \alpha}\left(\Omega_{0}, \boldsymbol{R}^{N}\right)$ for all $\alpha<1$. Moreover $\boldsymbol{H}^{n-q}\left(\Omega \backslash \Omega_{0}\right)=0$ for some $q>2$. Here $\boldsymbol{H}^{n-q}$ denotes the ( $n-q$ )-dimensional Hassdorff measure.

Proof. - By the definition the obstacle problem (1.6), we set

$$
\tilde{v}=\tilde{u}+t \tilde{\phi}, \quad v^{N}=u^{N}+f(x, \tilde{u}+t \tilde{\phi})
$$

Since

$$
v^{N} \geqslant f(x, \tilde{u})
$$

we have

$$
\begin{align*}
\int_{\Omega} A_{i j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha} \tilde{\phi^{\tilde{i}}} d x & +\int_{\Omega} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha}\left[\left(D_{y} f\right)(x, \widetilde{u}) \cdot \tilde{\phi}\right] d x=  \tag{3.4}\\
& \int_{\Omega} b_{\tilde{i}}(x, u, D u) \tilde{\phi}^{\tilde{i}} d x+\int_{\Omega} b_{N}(x, u, D u)\left[\left(D_{y} f\right)(x, \tilde{u}) \cdot \tilde{\phi}\right] d x ;
\end{align*}
$$

for all $\tilde{\phi} \in H_{0}^{1,2} \cap L^{\infty}\left(\Omega, \boldsymbol{R}^{N-1}\right)$, where $b_{k}=\sum_{i, j=1}^{N} \sum_{\alpha, \beta=1}^{n} A_{\left.i j_{\alpha^{k}}\right)}^{\alpha \beta} D_{\alpha} u^{i} D_{\beta} u^{j}$.
Let us define a set $\mathfrak{L}_{M}(u):=\left\{\phi^{N} \in H_{0}^{1,2}\left(B_{R}, R\right) \mid\left(0, \phi^{N}\right) \in H_{0}^{1,2} \cap L^{\infty}\left(B_{R}, \boldsymbol{R}^{N}\right)\right.$
such that $u^{N}+t \phi^{N} \geqslant f(x, \widetilde{u})$ for all $\left.0 \leqslant t \leqslant 1\right\}$.
For $\phi^{N} \in \mathfrak{L}_{M}(u)$, we obtain

$$
\begin{equation*}
\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha} \phi^{N} d x \geqslant \int_{B_{R}} b_{N}(x, u, D u) \phi^{N} d x ; \quad \forall \phi^{N} \in \mathscr{L}_{M}(u) . \tag{3.5}
\end{equation*}
$$

By the methods of freezing the coefficients, we get from (3.4)
(3.6) $\int_{B_{R}} A_{i j}^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} u^{j} D_{\alpha} \tilde{\phi} \tilde{i} d x=$

$$
\begin{aligned}
& =\int_{B_{R}}\left[A_{\tilde{\tilde{j}}}^{\alpha \beta}\left(x_{0}, u_{R}\right)-A_{\tilde{i} j}^{\alpha \beta}(x, u)\right] D_{\beta} u^{j} D_{\alpha} \tilde{\phi^{i}} d x-\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha}\left[\left(D_{y} f\right)(x, \tilde{u}) \cdot \tilde{\phi}\right] d x+ \\
& +\int_{B_{R}} b_{\tilde{i}}(x, u, D u) \tilde{\phi}^{\tilde{i}} d x+\int_{B_{R}} b_{N}(x, u, D u)\left[\left(D_{y} f\right)(x, \tilde{u}) \cdot \tilde{\phi}\right] d x ; \forall \tilde{\phi} \in H_{0}^{1,2} \cap L^{\infty}\left(B_{R}, R^{N-1}\right)
\end{aligned}
$$

and we have from (3.5)
(3.7) $\int_{B_{R}} A_{N j}^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} u^{j} D_{\alpha} \phi^{N} d x \geqslant$

$$
\begin{array}{r}
\geqslant \int_{B_{R}}\left[A_{N j}^{\alpha \beta}\left(x_{0}, u_{R}\right)-A_{N j}^{\alpha \beta}(x, u)\right] D_{\beta} u^{j} D_{\alpha} \phi^{N} d x+\int_{B_{R}} b_{N}(x, u, D u) \dot{\phi}^{N} d x, \\
\quad \text { for all } \phi^{N} \in \mathscr{L}_{M}(u) .
\end{array}
$$

For the sake of simplicity, we introduce some matrix notations.
Let

$$
\begin{aligned}
& g=\left(g_{i j}\left(x_{0}, u\right)\right)_{N \times N}, \quad \tilde{g}=\left(g_{i j}\left(x_{0}, u_{R}\right)\right)_{(N-1) \times(N-1)}, \\
& \widetilde{h}=\left(g_{N 1}\left(x_{0}, u_{R}\right), \ldots, g_{N \times N-1}\left(x_{0}, u_{R}\right)\right)^{T}, \\
& \tilde{\phi}=\left(\phi^{1}, \ldots, \phi^{N-1}\right)^{T},
\end{aligned}
$$

then we get

$$
g=\left[\begin{array}{cc}
\widetilde{g} & \widetilde{h} \\
\widetilde{h}^{T} & g_{N N}
\end{array}\right], \quad D_{\alpha} \tilde{u}=\left(D_{\alpha} u^{1}, \ldots D_{\alpha} u^{N-1}\right)^{T}
$$

and $D_{\alpha} \widetilde{\phi}=\left(D_{\alpha} \phi^{1}, \ldots, D_{\alpha} \phi^{N-1}\right)^{T}$.
For any $\phi^{N} \in \mathfrak{L}_{M}(u)$, we can choose $\widetilde{\phi}$ such that

$$
\tilde{g} \widetilde{\phi}=\phi^{N} \widetilde{h}
$$

Then we have

$$
\begin{equation*}
\tilde{\phi}=\dot{\phi}^{N}(\tilde{g})^{-1} \widetilde{h}, \quad D_{\alpha} \tilde{\phi}=D_{\alpha} \phi^{N}(\tilde{g})^{-1} \widetilde{h} . \tag{3.8}
\end{equation*}
$$

Substituting (3.8) in (3.6) gives

$$
\begin{aligned}
& \text { (3.9) } \int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right)\left(D_{\beta} \widetilde{u}\right)^{T} \widetilde{g}\left(D_{\alpha} \widetilde{\phi}\right) d x+\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} u^{N} \widetilde{h}^{T} \cdot D_{\alpha} \widetilde{\phi} d x= \\
& =\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right)\left(D_{\beta} \widetilde{u}\right)^{T} \widetilde{h}\left(D_{\alpha} \phi^{N}\right) d x+\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} u^{N} \widetilde{h}^{T}(\widetilde{g})^{-1} \widetilde{h} D_{\alpha} \tilde{\phi}^{N} d x= \\
& =\int_{B_{R}}\left[A_{\tilde{i} j}^{\alpha \beta}\left(x_{0}, u_{R}\right)-A_{i j}^{\alpha \beta}(x, u)\right] D_{\beta} u^{j} D_{\alpha} \widetilde{\phi_{i} \tilde{i}} d x-\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\alpha}\left[\left(D_{y} f\right)(x, u) \cdot \tilde{\phi}\right] D_{\beta} u^{j} d x+ \\
& +\int_{B_{R}} b_{\tilde{i}}(x, u, D u) \tilde{\phi}^{\tilde{\tau}} d x+\int_{B_{R}} b_{N}(x, u, D u)\left[\left(D_{y} f\right)(x, \widetilde{u}) \cdot \tilde{\phi}\right] d x \\
& \forall \dot{\phi}^{N} \in \mathscr{L}_{M}(u), \quad \widetilde{\phi}=\dot{\phi}^{N}(\tilde{g})^{-1} h .
\end{aligned}
$$

Substracting (3.7) by (3.9) would yield
(3.10) $\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} u^{N}\left[g_{N N}\left(x_{0}, u_{R}\right)-\tilde{h}^{T}(\tilde{g})^{-1} \tilde{h}\right] D_{\alpha} \phi^{N} d x \geqslant$

$$
\begin{aligned}
& \geqslant \int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha}\left[\left(D_{y} f\right)(x, \tilde{u}) \cdot \tilde{g}^{-1} \tilde{h} \phi^{N}\right] d x- \\
& -\int_{B_{R}}\left[A_{\tilde{i} j}^{\alpha \xi}\left(x_{0}, u_{R}\right)-A_{\tilde{j} j}^{\alpha \beta}(x, u)\right] D_{\beta} u^{j} D_{\alpha}\left(\dot{\phi}^{N} \tilde{g}^{-1} \tilde{h}\right)^{\tilde{i}} d x+ \\
& +\int_{B_{R}}\left[A_{N j}^{\alpha \beta}\left(x_{0}, u_{R}\right)-A_{N j}^{\alpha \beta}(x, u)\right] D_{\beta} u^{j} D_{\alpha} \phi^{N} d x+
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{B_{R}} b_{N}(x, u, D u) \dot{\phi}^{N} d x-\int_{B_{R}} b_{\tilde{i}}(x, u, D u)\left(\dot{\phi}^{N} \widetilde{g}^{-1} \tilde{h}\right)^{\tilde{i}} d x- \\
& -\int_{B_{R}} b_{N}(x, u, D u)\left[\dot{\varphi}^{N}\left(D_{y} f\right)(x, \widetilde{u})(\tilde{g})^{-1} \tilde{h}\right] d x:=I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6} .
\end{aligned}
$$

Let

$$
g_{N N}^{*}=g_{N N}-\widetilde{h}^{T}(g)^{-1} \widetilde{h} .
$$

Since

$$
\left[\begin{array}{cc}
I & 0 \\
-\widetilde{h}^{T} \widetilde{g}^{-1} & 1
\end{array}\right]\left[\begin{array}{cc}
\tilde{g} & \tilde{h} \\
\tilde{h}^{T} & g_{N N}
\end{array}\right]=\left[\begin{array}{cc}
\widetilde{g} & \tilde{h} \\
0 & g_{N N}^{*}
\end{array}\right],
$$

we have

$$
g_{\tilde{N} N}^{*}=\operatorname{det}\left(\tilde{g}^{-1} \operatorname{det} g>\tau, \quad \text { with some constant } \tau>0 .\right.
$$

Then we assume that $v$ is a solution of the following Dirichlet problem:

$$
\begin{align*}
& \sum_{\alpha, \beta, j} D_{\alpha}\left[A_{i j}^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} v^{j}\right]=0 ; \quad 1 \leqslant \tilde{i} \leqslant N-1,  \tag{3.11}\\
& \sum_{\alpha, \beta} D_{\alpha}\left[g_{N N}^{*} G^{\alpha,}\left(x_{0}, u_{R}\right) D_{\beta} v^{N}\right]=0
\end{align*}
$$

with $v-u \in H_{0}^{1,2}\left(B_{R}, R^{N}\right)$.
By the standard theory of systems of linear partial differential equation (see [5]), we have

$$
\begin{equation*}
\int_{B_{s}}|D v|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)_{B_{R}}^{n} \int_{R}|D v|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)^{n} \int_{B_{R}}|D u|^{2} d x \tag{3.12}
\end{equation*}
$$

for all $\rho \leqslant R, B_{R} \subset \Omega$.
By (3.11), (3.6), and setting $w=u-v$, we get

$$
\begin{array}{r}
\int_{B_{R}} A_{\tilde{i} j}^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta} w^{i} D_{\alpha} \tilde{\phi} \tilde{\dot{\phi}} d x=\int_{B_{R}}\left[A_{\tilde{i} j}^{\alpha \beta}\left(x_{0}, u_{R}\right)-A_{\tilde{j} j}^{\alpha \beta}(x, u)\right] D_{\beta} u^{j} D_{\alpha} \tilde{\phi^{i}} d x+  \tag{3.13}\\
\quad+\int_{B_{R}} b_{\tilde{i}}(x, u, D u) \tilde{\phi^{i}} d x+\int_{B_{R}} b_{N}(x, u, D u)\left[\left(D_{y} f\right)(x, \tilde{u}) \cdot \tilde{\phi}\right] d x- \\
-\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{i} D_{\alpha}\left[\left(D_{y} f(x, \tilde{u}) \cdot \tilde{\phi}\right] d x:=I_{7}+I_{8}+I_{9}+I_{10},\right. \\
\forall \tilde{\phi} \in H_{0}^{1,2} \cap L^{\infty}\left(B_{R}, R^{N-1}\right) .
\end{array}
$$

From (3.11) and (3.10), we have

$$
\begin{equation*}
\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) g_{N N}^{*} D_{\beta} w^{N} D_{\alpha} \phi^{N} d x \geqslant I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6}, \quad \forall \phi^{N} \in \mathfrak{L}_{M}(u) . \tag{3.14}
\end{equation*}
$$

Choosing $\phi^{N}=-\left[u^{N}-v^{N} \vee f\left(x, u^{1}, \ldots, u^{N-1}\right)\right]$ in (3.14) gives

$$
u^{N}+t \phi^{N} \geqslant f\left(x, u^{1}, \ldots, u^{N-1}\right) \quad \text { for all } t \in[0,1]
$$

and

$$
\begin{equation*}
\int_{B_{R}}\left|D w^{N}\right|^{2} d x \leqslant\left|I_{1}\right|+\ldots+\left|I_{6}\right|+c \int_{B_{R}}\left|D\left[v^{N}-v^{N} \vee f(x, \tilde{u})\right]\right|^{2} d x \tag{3.15}
\end{equation*}
$$

where $\tilde{\phi}=\phi^{N} \widetilde{g}^{-1} \widetilde{h}, \phi^{N}=-\left[u^{N}-v^{N} \vee f(x, \tilde{u})\right]$.
Then the problem comes in estimating the following term:

$$
\int_{B_{R}}\left|D\left[v^{N}-v^{N} \vee f(x, \tilde{u})\right]\right|^{2} d x
$$

By (3.11), we notice that

$$
\begin{align*}
& \int_{B_{R}} g_{N N}^{*} G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta}\left[v^{N}-v^{N} \vee f(x, \tilde{u})\right] D_{\alpha} \phi^{N} d x=  \tag{3.16}\\
& \quad=-\int_{B_{R}} g_{N N}^{*} G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\beta}\left[v^{N} \vee f(x, \tilde{u})\right] D_{\alpha} \phi^{N} d x \quad \forall \dot{\phi}^{N} \in H_{0}^{1,2}\left(B_{R}, \boldsymbol{R}\right)
\end{align*}
$$

Therefore, choosing $\phi^{N}=v^{N}-v^{N} \vee f(x, \widetilde{u})$, and noticing $v^{N}=v^{N} \vee f(x, \widetilde{u})$ if $v^{N} \geqslant$ $\geqslant f(x, \tilde{u})$ would yield

$$
\begin{equation*}
\int_{B_{R}}\left|D\left[v^{N}-v^{N} \vee f(x, \tilde{u})\right]\right|^{2} d x \leqslant c \int_{B_{R}}\left|D_{x}[f(x, \tilde{u})]\right|^{2} d x . \tag{3.17}
\end{equation*}
$$

Using (3.13) and setting $\widetilde{\oint^{\tilde{i}}}=-\left(u^{\tilde{i}}-v^{\tilde{i}}\right), 1 \leqslant \tilde{i} \leqslant N-1$, give

$$
\begin{equation*}
\int_{B_{R}}|D w|^{2} d x \leqslant\left|I_{1}\right|+\left|I_{2}\right|+\ldots+\left|I_{10}\right|+c \int_{B_{R}}\left|D_{x}[f(x, u)]\right|^{2} d x . \tag{3.18}
\end{equation*}
$$

Next we divide the proof of Theorem 3.1 into two different cases.
Case (i):
(*)

$$
D_{x} f\left(x_{0}, \tilde{u}_{R}\right)=0, \quad D_{y} f\left(x_{0}, \tilde{u}_{R}\right)=0 .
$$

For the estimation of (3.18), we know that the difficulty comes from estimating $I_{1}$ and

$$
C \int_{B_{R}}\left|D_{x}[f(x, \tilde{u})]\right|^{2} d x
$$

Because $f(x, u)$ belongs to the space $C^{2}$, and $u \in L^{\infty}\left(\Omega, \boldsymbol{R}^{N}\right)$, we get the following facts:

There exists a bounded nonnegative function $\omega_{2}(t)$ increasing in $t$, concave continuous with $\omega_{2}(0)=0$ such that

$$
\left|D_{y} f(x, \tilde{u})-D_{y} f\left(x_{0}, \widetilde{u}_{R}\right)\right| \leqslant \omega_{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right)
$$

and

$$
\left|D_{x} f(x, \widetilde{u})-D_{x} f\left(x_{0}, \tilde{u}_{R}\right)\right| \leqslant \omega_{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right) .
$$

Thus we have

$$
\begin{align*}
&\left|I_{1}\right|=\left|\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha}\left[\left(D_{y} f\right)(x, \tilde{u}) \tilde{g}^{-1} \widetilde{h} \phi^{N}\right] d x\right| \leqslant  \tag{3.19}\\
& \leqslant\left|\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j} D_{\alpha} D_{y} f(x, \tilde{u}) \widetilde{g}^{-1} \widetilde{h} \phi^{N} d x\right|+ \\
&+\left|\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j}\left(D_{y}^{2} f\right)(x, \tilde{u}) D_{\alpha} \tilde{u} \cdot \widetilde{g}^{-1} \widetilde{h} \phi^{N} d x\right|+ \\
&+\left|\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j}\left(D_{y} f\right)(x, \tilde{u}) \tilde{g}^{-1} \tilde{h} D_{\alpha} \phi^{N} d x\right|+ \\
& \leqslant c \int_{B_{R}}|D u|^{2}\left|\phi^{N}\right| d x+c \int_{B_{R}}|D u| \phi^{N} \mid d x+ \\
&+\left|\int_{B_{R}} A_{N j}^{\alpha \beta}(x, u) D_{\beta} u^{j}\left[\left(D_{y} f\right)(x, \widetilde{u})-\left(D_{y} f\right)\left(x_{0}, \tilde{u}_{R}\right)\right] \tilde{g}^{-1} \widetilde{h} D_{\alpha} \phi^{N} d x\right| \\
& \leqslant c \int_{B_{R}}\left(1+|D u|^{2}\right)\left(\left|w^{N}\right|+\left|v^{N}\right|+\left|v^{N}-v^{N} \vee f(x, \widetilde{u})\right|\right) d x+ \\
&+c \int_{B_{R}} \omega_{2}^{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right)|D u|^{2} d x+\varepsilon \int|D w|^{2} d x+ \\
&+\varepsilon \int_{B_{R}}\left|D\left[v^{N}-v^{N} \vee f(x, \widetilde{u})\right]\right|^{2} d x .
\end{align*}
$$

The condition (*) gives

$$
\begin{align*}
& \int_{B_{R}}\left|D_{x}[f(x, \tilde{u})]\right|^{2} d x \leqslant \int_{B_{R}}\left|\left(D_{x} f\right)(x, \tilde{u})\right|^{2} d x+\int_{B_{R}} \mid D_{y} f\left(x,\left.\widetilde{u}\right|^{2}|D u|^{2} d x \leqslant\right.  \tag{3.20}\\
& \leqslant \int_{B_{R}}\left|D_{x} f(x, \widetilde{u})-D_{x} f\left(x_{0}, \widetilde{u}_{R}\right)\right|^{2} d x+\left.\int_{B_{R}}\left|D_{y} f(x, \widetilde{u})-D_{y} f\left(x_{0}, \widetilde{u}_{R}\right)^{2}\right| D u\right|^{2} d x \leqslant \\
& \leqslant c \int_{B_{R}}\left(1+|D u|^{2}\right) \omega_{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right) d x .
\end{align*}
$$

We can estimate $I_{10}$ similarly to $I_{1}$
(3.21) $\quad\left|I_{10}\right| \leqslant c \int_{B_{R}}\left(1+|D u|^{2}\right)|w| d x+\varepsilon \int_{B_{R}}|D w|^{2} d x+$

$$
+c \int_{B_{R}}\left(1+|D u|^{2}\right) \omega_{2}^{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right) d x .
$$

Estimating $I_{2}, I_{3}, I_{7}$ would yield
(3.22) $\quad\left|I_{2}\right|+\left|I_{3}\right|+\left|I_{7}\right| \leqslant \int_{B_{R}} \omega^{2}\left(\left|x-x_{0}\right|^{2}+\mid u-u_{R}{ }^{2}\right)|D u|^{2} d x+$ $+\varepsilon \int_{B_{R}}|D w|^{2} d x+\varepsilon \int_{B_{R}}\left|D\left(v^{N}-v^{N} \vee f(x, u)\right)\right|^{2} d x$.
Estimating $I_{4}, I_{5}, I_{6}, I_{8}$ and $I_{9}$ would give

$$
\begin{align*}
\left|I_{4}\right|+\left|I_{5}\right|+\left|I_{6}\right|+\left|I_{8}\right|+\left|I_{9}\right| \leqslant c & \int_{B_{R}}  \tag{3.23}\\
& \left(|D u|^{2}+1\right)|\phi| d x \leqslant \\
& \leqslant c \int_{B_{R}}\left(|D u|^{2}+1\right)\left(|w|+\left|v^{N}-v^{N} \vee f(x, \tilde{u})\right|\right) d x
\end{align*}
$$

Hence by (3.18), $\ldots$, (3.23), we have
(3.24) $\int_{B_{R}}|D w|^{2} d x \leqslant c \int_{B_{R}} \omega^{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right)+$

$$
\begin{array}{r}
+\omega_{2}^{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right)+\omega_{2}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right)\left(1+|D u|^{2}\right) d x+ \\
+c \int_{B_{R}}\left(1+|D u|^{2}\right)\left(|w|+\left|v^{N}-v^{N} \vee f(x, \tilde{u})\right|\right) d x .
\end{array}
$$

We can use the boundednesses of $u, \omega$ and $\omega_{2}$ to get

$$
\begin{equation*}
\int_{B_{R}}|D w|^{2} d x \leqslant c \int_{B_{R}}\left(1+|D u|^{2}\right) d x \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{R}}\left|D\left[v^{N}-v^{N} \vee f(x, \tilde{u})\right]\right|^{2} d x \leqslant c \int_{B_{R}}\left(1+|D u|^{2}\right) d x . \tag{3.26}
\end{equation*}
$$

By the Sobolev inequality, we have

$$
\begin{equation*}
\int_{B_{R}}|w|^{2} d x \leqslant c R^{2} \int_{B_{R}}\left(1+|D u|^{2}\right) d x \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{R}}\left|v^{N}-v^{N} \vee f(x, \widetilde{u})\right|^{2} d x \leqslant c R^{2} \int_{B_{R}}\left(1+|D u|^{2}\right) d x \tag{3.28}
\end{equation*}
$$

On the other hand, using the $L^{p}$-estimates, and the boundednesses of $u$ and $v$, we obtain
(3.29) $\int_{B_{R}}\left(|w|+\left|v^{N}-v^{N} \vee f(x, \tilde{u})\right|\right)|D u|^{2} d x \leqslant$

$$
\begin{aligned}
& \leqslant c \int_{B_{2 R}}\left(1+|D u|^{2}\right) d x\left[\int_{B_{R}}\left(|w|^{2}+\left|v^{N}-v^{N} \vee f(x, \widetilde{u})\right|^{2}\right) d x\right]^{p-2 / 2 p} \leqslant \\
& \quad \leqslant c \int_{B_{2 R}}\left(1+|D u|^{2}\right) d x\left[\underset{B_{R}}{ } \underset{B_{R}}{ }\left(1+|D u|^{2}\right) d x\right]^{p-2 / 2 p} ; \quad p>2 .
\end{aligned}
$$

Then from (3.24), (3.29), and the concavites of $\omega, \omega_{2}$, and using the $L^{p}$-estimates again, we get
(3.30) $\int_{B_{R}}|D w|^{2} d x \leqslant c \int_{B_{R}}\left(1+|D u|^{2}\right) d x\left[\omega\left(R^{2}+R^{2-n} \int_{B_{R}}|D u|^{2} d x\right)\right]^{1-2 / p}+$

$$
+\omega_{2}\left(R^{2}+R^{2-n} \int_{B_{R}}|D u|^{2} d x\right)^{1-2 / p}+c \int_{B_{2 R}}\left(1+|D u|^{2}\right) d x\left[\begin{array}{c}
R^{2} f \\
B_{R}
\end{array}\left(1+|D u|^{2}\right) d x\right]^{(p-2) / 2 p}
$$

and notice that

$$
\int_{B_{i}}|D u|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)_{B_{R}}^{n} \int_{B_{R}}|D u|^{2} d x+c \int_{B_{R}}|D w|^{2} d x
$$

for $p \leqslant(1 / 2) R$, then we can finished the proof of Theorem 3.1 in the Case (i) by the standard methods (see chapter VI of [5]).

Case (ii): either $D_{x} f\left(x_{0}, \tilde{u}_{R}\right) \neq 0$ or $D_{y} f\left(x_{0}, \widetilde{u}_{R}\right) \neq 0$.
We transform $v$ into $v^{*}$ :

$$
\begin{gathered}
v^{* i}=v^{i}, \quad i=1,2, \ldots N-1 \\
v^{* N}=v^{N}-D_{x} f\left(x_{0}, \widetilde{u}_{R}\right) \cdot x-D_{y} f\left(x_{0}, \tilde{u}_{R}\right) \cdot \tilde{v}
\end{gathered}
$$

Thus the obstacle problem (1.6) turns out to be equivalent to the following obstacle problem:

$$
\mathscr{F}^{*}\left(u^{*} ; B_{R}\right) \rightarrow \min _{v^{*} \in \mu^{*}} \mathscr{F}\left(v^{*} ; B_{R}\right),
$$

where $\mathscr{F}\left(v^{*} ; B_{R}\right)$ is a new functional defined by

$$
\begin{align*}
& \mathfrak{F}^{*}\left(v^{*} ; B_{R}\right)=\int_{B_{R}} A_{i j}^{\alpha \beta}(x, v) D_{\alpha} v^{i} D_{\beta} v^{j} d x:=  \tag{3.31}\\
& :=\int_{B_{R}} A_{i j}^{* j_{j}}\left(x, v^{*}\right) D_{\alpha} v^{* i} D_{\beta} v^{* j} d x+\underset{B_{R}}{ } A_{N j}^{\alpha \beta}(x, v)\left(D_{\alpha} f\right)\left(x_{0}, \tilde{u}_{R}\right)\left[D_{\beta} v^{* N}+\right. \\
& \left.+D_{y} f\left(x_{0}, \tilde{u}_{R}\right) \cdot D_{\beta} \widetilde{v}^{*}\right] d x+\int_{B_{R}} A_{N N}^{\alpha \beta}(x, v)\left(D_{\alpha} f\right)\left(x_{0}, \tilde{u}_{R}\right)\left(D_{\beta} f\right)\left(x_{0}, \tilde{u}_{R}\right) d x:= \\
& \quad:=\int_{B_{R}} A_{i j}^{* \alpha \beta}(x, v) D_{\alpha} v^{* i} D_{\beta} v^{* j} d x+\int_{B_{R}} b\left(x, v^{*}\right) \cdot D v^{*} d x+\int_{B_{R}} c\left(x, v^{*}\right) d x
\end{align*}
$$

and

$$
\mu^{*}=\left\{v^{*} \in H^{1,2}\left(B_{R}, R^{N}\right) \mid v^{* N} \geqslant f^{*}\left(x, \widetilde{v}^{*}\right), v^{*}-u^{*} \in H_{0}^{1,2}\left(B_{R}, \boldsymbol{R}^{N}\right)\right\} .
$$

Here

$$
\begin{gathered}
f^{*}\left(x, \tilde{v}^{*}\right)=f\left(x, \tilde{v}^{*}\right)-\left(D_{x} f\right)\left(x_{0}, \widetilde{u}_{R}\right) \cdot x-\left(D_{y} f\right)\left(x_{0}, \widetilde{u}_{R}\right) \cdot \tilde{v}^{*} \\
A_{i j}^{* \beta}\left(x, v^{*}\right)=G^{\alpha \beta}\left(x, v^{*}\right) g_{i j}^{*}\left(x, v^{*}\right)
\end{gathered}
$$

with

$$
\begin{gathered}
\left(g_{i j}^{*}\left(x, v^{*}\right)\right)=Z^{T}\left(x_{0}, \widetilde{u}_{R}\right)\left(g_{i j}\left(x, v^{*}\right)\right) Z\left(x_{0}, \widetilde{u}_{R}\right), \\
Z\left(x_{0}, \widetilde{u}_{R}\right)=\left[\begin{array}{rr}
I & 0 \\
\theta_{1}^{T} & 1
\end{array}\right], \quad \theta_{1}=\left(D_{y^{1}} f\left(x_{0}, u_{R}\right), \ldots, D_{y^{N-1}} f\left(x_{0}, u_{R}\right)\right)^{T} .
\end{gathered}
$$

It is easy to check that

$$
\left(D_{x} d^{*}\right)\left(x_{0}, \tilde{u}_{R}\right)=0, \quad\left(D_{y} f^{*}\right)\left(x_{0}, \tilde{u}_{R}\right)=0
$$

and that the coefficients $A_{i j}^{* \alpha \beta}$ also satisfy the condition (3.3), and $f^{*}$ is twice continuous differentiable.

Comparing $\mathscr{F}^{*}$ with $\mathscr{F}$, we have two additional terms

$$
\int_{B_{R}} b\left(x, v^{*}\right) \cdot D v^{*} d x+\int_{B_{R}} c\left(x, v^{*}\right) d x
$$

of the form.
Then from the definition of the minimum in $B_{R}$, we get a few additional terms besides (3.4) and (3.5)

$$
\int_{B_{R}} b\left(x, u^{*}\right) D_{\alpha} \phi d x+\int_{B_{R}} b_{u^{k}}\left(x, u^{*}\right) \phi^{k} D u^{*} d x+\int_{B_{R}} c_{u^{i}}\left(x, u^{*}\right) \phi^{i} d x .
$$

By standard arguments (see [5]), we can treat above terms easily. The other terms in (3.4) and (3.5) have been treated in the Case (i). Finally we have shown Theorem 3.1. q.e.d.

From the proof of Theorem 3.1 we get
Corollary 3.2. - Suppose that the coefficients $A_{i j}^{\alpha \beta}$ are constants, and assume that (1.11) holds, and let the obstacle function $f=0$ in (1.9), and let condition (3.3) hold, then if $u \in H_{\text {loc }}^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$ is an minimum of the problem (1.6) with an obstacle (1.9), the conclusion of Theorem 3.1 is still true. Moreover the singular set $\Sigma$ is empty.

## 4. - The direct approach to regularity.

In Section 3, we have shown that each minimum $u \in H^{1,2} \cap L^{\infty}\left(\Omega, \boldsymbol{R}^{N}\right)$ of the obstacle problem (1.6) is partial regular, but usually we can only show the existence of a minimum $u$ belonging to the space $H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$ (see [16]). In this section we want to drop the assumption of boundedness of the minimizer, i.e. $u \in L^{\infty}\left(\Omega, \boldsymbol{R}^{N}\right)$. Instead we assume that the first derivatives of the function $f$ in (1.9) are uniformly continuous and uniformly bounded, i.e. there exists a constant $L>0$ such that

$$
\begin{equation*}
\left|\frac{\partial f}{\partial x^{\alpha}}(x, y)\right| \leqslant L, \quad \alpha=1, \ldots n ; \quad\left|\frac{\partial f}{\partial y^{i}}(x, y)\right| \leqslant L, \quad i=1, \ldots, N-1 ; \tag{4.1}
\end{equation*}
$$

for all $(x, y) \in \Omega \times \boldsymbol{R}^{N-1}$ and

$$
\begin{equation*}
\frac{\partial f}{\partial x^{\alpha}}(x, y) \quad \text { and } \quad \frac{\partial f}{\partial y^{i}}(x, y) \tag{4.2}
\end{equation*}
$$

are uniformly continuous and uniformly bounded.
Then we can show the partial regularity of the minimizer of the obstacle problem (1.6) too.

Theorem 4.1. - Assume that the coefficients $A_{i j}^{a \xi}$ are uniformly continuous and uniformly bounded, and the splitting condition (1.11) and condition (3.3) hold. Let $u \in$ $\in H_{l o c}^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right)$ be a local minimum of the problem (1.6) with an obstacle

$$
\mu=\left\{v \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid u^{N} \geqslant f(x, \tilde{v}) \text { a.e. on } \Omega\right\}
$$

and suppose that $f$ satisfies the assumptions (4.1) and (4.2). Then there exists an open set $\Omega_{0} \subset \Omega$ such that $u \in C^{0, \alpha}\left(\Omega_{0}, \boldsymbol{R}^{N}\right)$ for every $\alpha<1$. Moreover we have

$$
\Omega \backslash \Omega_{0}=\left\{x_{0} \in \Omega: \liminf _{R \rightarrow 0^{+}} R^{2-n} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x>\varepsilon_{0}\right\},
$$

where $\varepsilon_{0}$ is a positive constant independent of $u$. Finally $\boldsymbol{H}^{n-q}\left(\Omega \backslash \Omega_{0}\right)=0$ for some $q>2$.

Proof. - For the obstacle problem (1.6), we make a transformation:

$$
v^{* i}=v^{i}, \quad i=1, \ldots, N-1 ; \quad v^{* N}=v^{N}-f(x, \tilde{v})
$$

Then we have

$$
\begin{gathered}
D_{\alpha} v^{* i}=D_{\alpha} v^{i}, \quad i=1,2, \ldots, N-1, \\
D_{\alpha} v^{N}=D_{\alpha} v^{* N}+D_{\alpha}\left[f\left(x, \widetilde{v}^{*}\right)\right]=D_{\alpha} v^{* N}+D_{\alpha} f(x, \widetilde{v})+D_{y} f(x, \widetilde{v}) \cdot D_{\alpha} \tilde{v}
\end{gathered}
$$

we define the new functional

$$
\begin{align*}
& \mathscr{F}^{*}\left(v^{*} ; B_{R}\right):=\mathscr{F}\left(v ; B_{R}\right)=\int_{B_{R}} G^{\alpha \beta}(x, v) g_{i j}(x, v) D_{\alpha} v^{i} D_{\beta} v^{j} d x=  \tag{4.3}\\
& =\int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right) g_{\tilde{i j}}\left(x, v^{*}\right) D_{\alpha} v^{* \tilde{i}} D v^{* \tilde{j}} d x+ \\
& +2 \int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right) g_{N \tilde{j}}\left(x, v^{*}\right) D_{\beta} v^{* \tilde{j}}\left[D_{\alpha} v^{* N}+D_{y} f\left(x, \tilde{v}^{*}\right) D_{\alpha} \tilde{v}^{*}+D_{\alpha} f\left(x, \tilde{v}^{*}\right)\right] d x+ \\
& +\int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right) g_{N N}\left(x, v^{*}\right)\left[D_{\alpha} v^{* N}+D_{y} f\left(x, \tilde{v}^{*}\right) D_{\alpha} v^{*}+D_{\alpha} f\left(x, \tilde{v}^{*}\right)\right]\left[D_{\beta} v^{* N}+\right.
\end{align*}
$$

$$
\begin{aligned}
& \left.+D_{y} f\left(x, \tilde{v}^{*}\right) D_{\beta} \tilde{v}^{*}+D_{\beta} f\left(x, \tilde{v}^{*}\right)\right] d x=\int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right) g_{i j}^{*}\left(x, v^{*}\right) D_{\alpha} v^{* i} D_{\beta} v^{* j} d x+ \\
& +2 \int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right)\left\{g_{N j}\left(x, v^{*}\right) D_{\alpha} f\left(x, \widetilde{v}^{*}\right) D_{\beta} v^{* j}+g_{N N}\left(x, v^{*}\right) \cdot D_{\alpha} f\left(x, \widetilde{v}^{*}\right)\left[D_{\alpha} v^{* N}+\right.\right. \\
& \left.\left.+D_{y} f\left(x, \widetilde{v}^{*}\right) \cdot D_{\beta} \widetilde{v}^{*}\right]\right\} d x+\int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right) g_{N N}\left(x, v^{*}\right) D_{\alpha} f\left(x, \widetilde{v}^{*}\right) D_{\beta} f\left(x, \widetilde{v}^{*}\right) d x:= \\
& :=\int_{B_{R}} G^{\alpha \beta}\left(x, v^{*}\right) g_{i j}^{*}\left(x, v^{*}\right) D_{\alpha} v^{* i} D_{\beta} v^{* j} d x+\int_{B_{R}} b\left(x, v^{*}\right) \cdot D v^{*} d x+\int_{B_{R}} c\left(x, v^{*}\right) d x,
\end{aligned}
$$

where $\left(g_{i j}^{*}(x, y)\right)_{N N}=Z^{T}(x, \widetilde{y})\left(g_{i j}(x, y)\right) Z(x, \widetilde{y})$,

$$
Z(x, y)=\left[\begin{array}{ll}
I & 0 \\
\theta_{2} & 1
\end{array}\right], \quad \theta_{2}=\left(D_{y^{1}} f(x, \widetilde{y}), \ldots, D_{y^{N-1}} f(x, \widetilde{y})\right)
$$

Noticing that (4.1) holds, we can show that $g_{i j}^{*}(x, y)(i, j=1, \ldots, N)$ also satisfy (3.3). Moreover we have

$$
\left|b\left(x, v^{*}\right)\right| \leqslant L, \quad\left|c\left(x, v^{*}\right)\right| \leqslant L \quad \text { for some } L>0
$$

And there exist two nonnegative bounded functions $\omega_{3}(t)$ and $\omega_{4}(t)$ increasing in $t$, concave continuous in $\omega_{3}(0)=0$ and $\omega_{4}(0)=0$ such that for $x, x^{\prime} \in \omega$ and $y$, $y^{\prime} \in \boldsymbol{R}^{N}$

$$
\begin{aligned}
& \left|b(x, y)-b\left(x^{\prime}, y^{\prime}\right)\right| \leqslant \omega_{3}\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right), \\
& \left|c(x, y)-c\left(x^{\prime}, y^{\prime}\right)\right| \leqslant \omega_{4}\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right)
\end{aligned}
$$

The obstacle problem (1.6) turns out to be equivalent to the following obstacle problem:

$$
\begin{equation*}
\mathfrak{F}^{*}\left(u^{*} ; B_{R}\right) \rightarrow \min _{v^{* N} \geqslant 0} \mathfrak{F}^{*}\left(v^{*} ; B_{R}\right), \quad v^{*}-u^{*} \in H_{0}^{1,2}\left(B_{R}, R^{N}\right), \tag{4.4}
\end{equation*}
$$

where $\mathscr{F}^{*}$ is defined by (4.3).
For the sake of simplicity, we still denote $\mathrm{u}^{*}, g_{i j}^{*}\left(x, u^{*}\right)$, and $\mathscr{F}^{*}$ by $u, g_{i j}(x, u)$ and $\mathfrak{F}$.

By the results of existence about the obstacle problem (see [16]), we assume that $U$ is a minimum of the following obstacle problem:

$$
\begin{equation*}
\mathscr{F}_{0}\left(U ; B_{R}\right) \rightarrow \min _{v^{N} \geqslant 0} \mathscr{F}_{0}\left(v ; B_{R}\right), \quad v-u \in H_{0}^{1,2}\left(B_{R}, R^{N}\right) \tag{4.5}
\end{equation*}
$$

where

$$
\mathscr{F}_{0}\left(v ; B_{R}\right):=\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) g_{i j}\left(x_{0}, u_{R}\right) D_{\alpha} v^{i} D_{\beta} v^{j} d x
$$

By arguments similar to Section 3, we get

$$
\begin{equation*}
\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) g_{i \bar{j}}\left(x_{0}, u_{R}\right) D_{\alpha} U^{i} D_{\beta} \phi^{\tilde{j}} d x=0, \tag{4.6}
\end{equation*}
$$

$$
\forall \phi^{\tilde{j}} \in H_{0}^{1,2}\left(B_{R}, \boldsymbol{R}\right), \quad \tilde{j}=1, \ldots, N-1 .
$$

and

$$
\begin{align*}
\int_{B_{R}} G^{\alpha \beta}\left(x_{0}, u_{R}\right) g_{i N}\left(x_{0}, u_{R}\right) D_{\alpha} U^{i} D_{\beta} \phi^{N} d x & \geqslant 0,  \tag{4.7}\\
\forall & \forall \phi^{N} \in H_{0}^{1,2}\left(B_{R}, R\right): U^{N}+t \phi^{N} \geqslant 0, \forall t \in[0,1] .
\end{align*}
$$

Let $v$ be a minimum of the following Dirichlet problem:

$$
\begin{equation*}
\mathscr{F}_{0}\left(v ; B_{R}\right) \rightarrow \min _{\substack{w \in H^{1,2}\left(B_{R}\right) \\ w-u \in H_{b^{2}}\left(B_{R}\right)}} \mathscr{F}_{0}\left(w ; B_{R}\right) . \tag{4.8}
\end{equation*}
$$

We have from the standard theory of systems of linear elliptic equations (see [5])

$$
\int_{B_{\rho}}|D v|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)_{B_{R}}^{n} \int_{B^{\prime}}|D u|^{2} d x
$$

for all $\rho \leqslant(1 / 2) R$.
From the processes of proofs in Section 3 and Corollary 3.2, or see [13], we can obtain

$$
\int_{B_{R}}|D(v-U)|^{2} d x=0 \Rightarrow v=U \text { a.e. on } B_{R}
$$

Therefore

$$
\int_{B_{\rho}}|D U|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)_{B_{R}}^{n} \int_{B_{R}}|D u|^{2} d x, \quad \forall \rho \leqslant(1 / 2) R
$$

Setting $w=u-U$ would yield
(4.9) $\quad \int_{B_{s}}|D u|^{2} d x \leqslant \int_{B_{B}}|D U|^{2} d x+\int_{B_{e}}|D(u-U)|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)^{n} \int_{B_{R}}|D u|^{2} d x+\int_{B_{R}}|D w|^{2} d x$.

Using the assumption (3.3), and inequalities (4.6), (4.7), we have
(4.10) $\int_{B_{R}}|D w|^{2} d x \leqslant \int_{B_{R}} g_{i j}\left(x_{0}, u_{R}\right) G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\alpha} w^{i} D_{\beta} w^{j} d x \leqslant$
$\leqslant \int_{B_{R}} g_{i j}\left(x_{0}, u_{R}\right) G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\alpha} u^{i} D_{\beta} u^{j} d x-\int_{B_{R}} g_{i j}\left(x_{0}, u_{R}\right) G^{\alpha \beta}\left(x_{0}, u_{R}\right) D_{\alpha} U^{i} D_{\beta} U^{j} d x \leqslant$
$\leqslant \int_{B_{R}} g_{i j}(x, u) G^{\alpha \beta}(x, u) D_{\alpha} u^{i} D_{\beta} u^{j} d x+\int_{B_{R}} b(x, u) \cdot D u d x+$
$+\int_{B_{R}} c(x, u) d x-\int_{B_{R}} g_{i j}(x, U) G^{\alpha \beta}(x, U) D_{\alpha} U^{i} D_{\beta} U^{j} d x-\int_{B_{R}} b(x, U) \cdot D U d x-$
$-\int_{B_{R}} c(x, U) d x+c \int_{B_{R}}\left[\omega\left(R^{2}+\left|u-u_{R}\right|^{2}\right)+\omega\left(R^{2}+\left|U-U_{R}\right|^{2}\right)\right]\left[|D u|^{2}+|D U|^{2}\right] d x+$
$+c \int_{B_{R}}[|D u|+|D U|]\left[\omega_{3}\left(R^{2}+\left|u-u_{R}\right|^{2}\right)+\omega_{3}\left(R^{2}+\left|U-U_{R}\right|^{2}\right) d x+\right.$
$+c \int_{B_{R}}\left[\omega_{4}\left(\left|x-x_{0}\right|^{2}+\left|u-u_{R}\right|^{2}\right)+\omega_{4}\left(\left|x-x_{0}\right|^{2}+\left|U-U_{R}\right|^{2}\right)\right] d x+$

$$
+\int_{B_{R}} b\left(x_{0}, u_{R}\right) \cdot D(U-u) d x
$$

Noticing that $\left.u\right|_{\partial B_{R}}=\left.U\right|_{\partial B_{R}}$, and $u$ is a minimum of the obstacle problem (4.5), we have
(4.11) $\int_{B_{R}}|D w|^{2} d x \leqslant c \int_{B_{R}}\left(|D u|^{2}+|D U|^{2}\right)\left[\omega\left(R^{2}+\mid u-u_{R}{ }^{2}\right)+\omega\left(R^{2}+\left|U-U_{R}\right|^{2}\right)\right] d x+$

$$
\begin{aligned}
+c \int_{B_{R}}(|D u| & +|D U|)\left[\omega_{3}\left(R^{2}+u-u_{R}^{2}\right)+\omega_{3}\left(R^{2}+\left|U-U_{R}\right|^{2}\right) d x+\right. \\
& +\underset{B_{R}}{ }\left[\omega_{4}\left(R^{2}+\left|u-u_{R}\right|^{2}\right)+\omega_{4}\left(R^{2}+\left|U-U_{R}\right|^{2}\right)\right] d x .
\end{aligned}
$$

By the Sobolev-Poincaré inequality and $L^{p}$-estimate, we get

$$
\begin{align*}
& \int_{B_{R}}|D u|^{2} \omega\left(R^{2}+\left|u-u_{R}\right|^{2}\right) d x \leqslant  \tag{4.12}\\
& \quad \leqslant \int_{B_{2 R}}\left(1+|D u|^{2}\right) d x \omega\left(R^{2}+c R^{2-n} \int_{B_{R}}|D u|^{2} d x\right)^{1-2 / p}, \quad p>2 .
\end{align*}
$$

Seeing [5], [9], we have

$$
\int_{B_{R}}|D U|^{p} d x=\int_{B_{R}}|D v|^{p} d x \leqslant c \int_{B_{R}}|D u|^{p} d x, \quad \text { for all } p>2 .
$$

We estimate the other terms of (4.11) to obtain that
$\int_{B_{R}}|D u|^{2} d x \leqslant c\left(\frac{\rho}{R}\right)^{n}+\omega\left(R^{2}+c R^{2-n} \int_{B_{R}}|D u|^{2} d x\right)^{1-2 / p}+$

$$
+\omega_{3}\left(R^{2}+c R^{2-n} \int_{B_{R}}|D u|^{2} d x\right)^{1-2 / p}+\omega_{4}\left(R^{2}+c R^{2-n} \int_{B_{R}}|D u|^{2} d x\right)^{1-2 / p} \int_{B_{2 R}}\left(1+|D u|^{2}\right) d x
$$

for all $\rho \leqslant(1 / 2) R$.
By the standard steps (see [5]), we have finished the proof of Theorem 4.1. q.e.d.

From the results of [5], and the proof of Theorem 4.1, we have.
Corollary 4.2. - Assume that the coefficients $A_{i j}^{z B}$ are continuous (not necessarily uniformly continuous), the first derivatives of $f$ are continuous, and the other assumptions of Theorem 4.1 hold, then the conclusion of Theorem 4.1 also holds.

Corollary 4.3. - Assume that the coefficients $A_{i j}^{\alpha \beta}$ are Hölder continuous, the first derivatives of $f$ are Hölder continuous and bounded, and the assumptions of Theorem 4.1 hold, then the first derivatives of the minimum $u$ of the obstacle problem (1.6) are locally Hölder continuous in $\Omega_{0} \subset \Omega$.

## 5. - A few remarks.

In this section, we want to show that for a special class of quadratic multiple integrals and bounded minimum points of the obstacle problem we can improve the estimate of the Hausdorff dimension of the singular set. The methods used here is due to Giaquinta and Giusti [10].

More precisely we shall restrict ourselves to the special form of the coefficients
given by

$$
A_{i j}^{\alpha_{j}^{3}}(x, y)=G^{\alpha 9}(x) g_{i j}(x, y)
$$

and suppose that $f$ is a function depending only on $u$. Moreover, we assume that there exists a constant $L>0$ such that

$$
\begin{equation*}
|D f| \leqslant L, \quad\left|D^{2} f\right| \leqslant L \tag{5.1}
\end{equation*}
$$

Thus we have

Lemma 5.1. - Let $A^{(v)}(x, y)=g_{i j}^{(v)}(x, y) G^{\alpha \beta(v)}$ be a sequence of continuous functions in $B \times \boldsymbol{R}^{N}$ ( $B$ is the unit ball in $\boldsymbol{R}^{n}$ ) converging uniformly to $A(x, y)$ and satisfying the following assumption:

$$
\begin{equation*}
A^{(v)} \xi \cdot \xi=A_{i j}^{\alpha \beta(v)}(x, y) \xi_{\alpha}^{i} \xi_{\beta}^{j} \geqslant|\xi|^{2}, \quad \forall \xi \in \boldsymbol{R}^{n N} \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\left|A^{(1)}(x, y)\right| \leqslant M, \quad \text { for some constant } M>0, \tag{5.2}
\end{equation*}
$$

where $\omega(t)$ is a bounded continuous concave function with $\omega(0)=0$. For each $v=1,2, \ldots$, let $u^{(v)}$ be a solution of the following obstacle problem:

$$
\mathscr{F}^{(\nu)}\left(u^{(\nu)} ; B\right) \rightarrow \min _{\substack{v \in, v-u_{0} \in H_{0}^{1,2}\left(B, R^{N}\right)}} \mathscr{F}^{(v)}(v ; B)
$$

where

$$
\mathscr{F}^{(\nu)}\left(u^{(\nu)} ; B\right)=\int_{B} A^{(\nu)}\left(x, u^{(\nu)}\right) D u^{(\nu)} D u^{(\nu)} d x
$$

and

$$
\mu=\left\{u \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid u^{N} \geqslant f\left(u^{1}, \ldots, u^{N-1}\right)\right\} .
$$

And assume that (5.1), (5.2) and (5.3) hold, and suppose that $u^{(\nu)}$ converge to $u$ weakly in $L^{2}\left(B ; R^{N}\right)$. Then $u$ is a minimum of the following obstacle problem:

$$
\mathscr{F}(u ; B)=\int_{B} A(x, u) D u D u d x \rightarrow \min _{\substack{v \in \mu \\ v-u_{0} \in H_{d}^{1,2}(B)}} \mathscr{F}(v) .
$$

Moreover, if $x_{y}$ is a singular point for $u^{(\nu)}$, and $x_{y} \rightarrow x_{0}$ then $x_{0}$ is a singular point for $u$.

Proof. - Similar to the proof of Lemma 1 in [10], it follows from Theorem 2.2 that for $R<1$ we have

$$
\begin{equation*}
\int_{B_{R}}\left|D u^{(v)}\right|^{q} d x \leqslant c(R), \quad q>2, \tag{5.5}
\end{equation*}
$$

where $c(R)$ is a constant independent of $\nu$.
It implies that for every $R<1$ we have

$$
\begin{cases}u^{(v)} \rightarrow u & \text { strongly in } L^{2}\left(B_{R}\right)  \tag{5.6}\\ D u^{(\nu)} \rightarrow D u & \text { weakly in } L^{q}\left(B_{R}\right)\end{cases}
$$

Passing possibly to a subsequence we may suppose that $u^{(\nu)} \rightarrow u$ a.e. in $B$.
We can show that (see [10])

$$
\begin{equation*}
\mathscr{F}\left(u ; B_{R}\right) \leqslant \liminf _{\nu \rightarrow \infty} \mathscr{F}^{(\nu)}\left(u^{(\nu)} ; B_{R}\right) . \tag{5.7}
\end{equation*}
$$

Let $\eta(x)$ be a $C^{1}$ function in $B$, with $0 \leqslant \eta \leqslant 1, \eta=0$ in $B_{\rho}(\rho<R)$ and $\eta=1$ outside $B_{R}$. Then for any $w \in \mu,\left.w\right|_{\partial B}=\left.u\right|_{\partial B}$, we set $v^{(\nu)^{i}}=w^{i}+\left(u^{(\cdot)^{i}}-u^{i}\right), i=1, \ldots, N-1$, and
 therefore

$$
\begin{equation*}
\mathscr{F}^{(\nu)}\left(u^{(\nu)} ; B_{R}\right) \leqslant \mathscr{F}^{(\nu)}\left(v^{(\nu)} ; B_{R}\right) . \tag{5.8}
\end{equation*}
$$

Taking (5.1), (5.6) and (5.8) into account, we can get

$$
\mathscr{F}\left(u ; B_{R}\right) \leqslant \liminf _{v \rightarrow \infty} \mathscr{F}^{(\nu)}\left(v^{(\nu)} ; B_{R}\right) \leqslant \mathscr{F}\left(w ; B_{R}\right)+c\|r\|_{q / q-2}, R .
$$

The other steps of the proof is similar to the steps of Lemma 1 in [10]. Thus we have shown the conclusion of Lemma 5.1.

Remark. - If the assumption $\left|D^{2} f\right| \leqslant L$ is not true, we may make the same transformation as in Section 4. Then the conclusion of Lemma 5.1 is also true.

We suppose that

$$
\begin{equation*}
G^{\alpha \beta}(0)=\delta_{\alpha \beta} \tag{5.9}
\end{equation*}
$$

and moreover we assume that

$$
\begin{equation*}
\int_{0}^{1} \frac{\omega\left(t^{2}\right)}{t} d t<+\infty \tag{5.10}
\end{equation*}
$$

We have
Lemma 5.2. - Let $u$ be a minimum of the obstacle problem (1.6) for the functional (1.1) with an obstacle (1.9), and assume that $f$ is a function independent of $x$, and let
(1.2), (1.3) and (1.5) hold. Then for every $\rho, R$ with $0<p<R$ we have

$$
\begin{equation*}
\int_{B_{R}}|u(R x)-u(\rho x)|^{2} d \boldsymbol{H}_{n-1}(x) \leqslant c \log \frac{R}{\rho}[\Phi(R)-\Phi(\rho)] \tag{5.11}
\end{equation*}
$$

where

$$
\Phi(t)=t^{2-n} \exp \left(c \int_{0}^{1} \frac{\omega\left(s^{2}\right)}{s} d s\right)_{B_{t}} A(x, u) D u D u d x
$$

The proof of Lemma 5.2 is similar to the proof of Lemma 2 in [10], we only notice that

$$
x_{t}=t\left(\frac{x}{|x|}\right), \quad u_{t}=\left(x_{i}\right) \in \mu .
$$

we have
Theorem 5.3. - Let $u$ be a bounded minimizer of the obstacle problem (1.6) with the obstacle (1.9) and let (1.2), (1.3) and (1.5) hold, and suppose that the conclusion of Lemma 5.2 hold. Then the dimension of the singular set $\Sigma$ of $u$ can not exceed $n-3$. If $n=3, u$ may have at most isolated singular points.

Finally we want to mention some open problems:
Problem 1. - If we do not assume that the assumption (1.11) holds, we do not know whether the conclusion of Theorem 3.1 or Theorem 4.1 is true or not.

Problem 2. - If we consider the obstacle of the form

$$
\mu=\left\{u \in H^{1,2}\left(\Omega, \boldsymbol{R}^{N}\right) \mid u^{i}(x) \geqslant \psi^{i}(x), i=1, \ldots, N \text { a.e. on } \Omega\right\},
$$

we don't know whether the conclusion of Theorem 3.1 or Theorem 4.1 is true or not. (This problem was mentioned by Giaquinta in [5]).
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