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#### Abstract

In this paper we consider sufficient conditions for the continuability of solutions for perturbed differential equations. We obtain also some results for the global existence of solutions for differential inclusions and for stochastic differential equations of McShane and Ito type. We give an application to the global inversion of local diffeomorphisms.


## 1. - Introduction.

Let us consider the scalar differential equation

$$
\begin{equation*}
r^{\prime}=\phi(t) w(r) \tag{1.1}
\end{equation*}
$$

and the perturbed differential equation

$$
\begin{equation*}
r^{\prime}=\phi(t) w(r)+\psi(t) z(r) \tag{1.2}
\end{equation*}
$$

where $\phi, \psi, w, z \in C\left(R_{+}, R_{+}\right)$.
Hara, Yoneyama and Sugie [45] gave necessary and sufficient conditions for the global existence of the solutions of (1.1). The natural problem arises to give sufficient conditions for the global existence of solutions of (1.2).

Several approaches were made in order to handle differential equations (or differential and integral inequalities) involving two nonlinearities:
(I) Dhongade and Deo [30,31] considered nonlinearities belonging to the class of functions $\alpha \in C\left(R_{+}, R_{+}\right)$, positive and nondecreasing on $R_{+}$and satisfying the condition

$$
\frac{1}{v} \alpha(u) \leqslant \alpha\left(\frac{u}{v}\right), \quad u \geqslant 0, \quad v>0 ;
$$

[^0](II) Beesack [7] replaced the preceding condition by the condition
$$
\frac{1}{v} \alpha(u) \leqslant \alpha\left(\frac{u}{v}\right), \quad u>0, \quad v \geqslant 1,
$$
in order to avoid the triviality $\alpha(u)=\alpha(1) u, u>0$;
(III) Dannan $[27,28]$ assumed that one of the nonlinearities satisfies a more general submultiplicative condition and the other is bounded by a linear function;
(IV) Hara, Yoneyama and Sugie [45] proved that if $w, z \in C\left(R_{+}, R_{+}\right)$are such that $z(r) \leqslant L r, r \geqslant \delta>0(L>0)$ and $\int_{0}^{\infty} d s / w(s)=\infty$ with $w$ nondecreasing, then the solutions of (1.2) are defined in the future;
(V) Pinto [54] considered monotone nondecreasing nonlinearities $w, z \in$ $\in C\left(R_{+}, R_{+}\right)$subject to the condition that $w / z$ is nondecreasing on $(1, \infty)$.

One can see that in all these approaches we have either that one of the nonlinearities is sublinear in a neighborhood of $\infty$ (this is the case with the classes (I), (II), (III) and (IV)) or the two nonlinearities are comparable in a neighborhood of $\infty$ (in the sense that there exist $L, M>0$ with $M z(r) \leqslant w(r)$ for $r \geqslant L)$ as it is the case for the class (V).

We will give a continuation result for the solutions of (1.2) considering two nonlinearities which are not comparable to each other or to a linear function in a neighborhood of $\infty$. The comparison method of ConTI [22,23] enables us to apply this result to the general case of ordinary differential equations on $R^{n}$, generalizing some results of Bernfeld [9], Hara, Yoneyama and Sugie [45] and Stokes [66].

We give a global existence result for the Rayleigh equation, completing a recent result of Souplet [65] and our continuation results for the Liénard equation with perturbing term improve some results of Burton [13], Graef [38], Hara, Yoneyama and Sugie [44] and Nagabuchi and Yamamoto [52]. Considering the problem of the continuability of solutions for the differential equation

$$
\left(a(t) x^{\prime}\right)^{\prime}+q(t) f(x) g\left(x^{\prime}\right)=r(t)
$$

we generalize some results of Burton and Grimmer [15] and Graef and Spikes [39].
We consider also the cases of delay and functional differential equations improving some results of Hara, Yoneyama and Sugie [45]. In the case of differential equations in Banach spaces of infinite dimension, our result generalizes some results of Alexandrov and Dairbekov [2] and of Radulescu and Radulescu [57].

Moreover, we are able to provbe global existence results for differential inclusions obtaining as particular cases some results of Seah [61] and Taniguchi [72].

The method is applicable also in the case of stochastic differential equations of McShane and Ito type. Our results improve some theorems of McShane [62], Elworthy [34] and Angulo Ibanez and Gutierrez Jaimez [3] for equations of MeShane
type and some results of DaPrato [55], Taniguchi [71] and Yamada [75] for equations of Ito type.

An application of these continuation results to the global inversion of local diffeomorphisms of $R^{n}$ is also given. As particular cases we obtain some recent results of Zampieri [77].

## 2. - Continuability of solutions of perturbed ordinary differential equations.

Let us assume that $f \in C\left(R_{+} \times R^{n}, R^{n}\right)$ is such that all solutions of the differential equation

$$
x^{\prime}=f(t, x)
$$

are defined in the future. We will give sufficient conditions on $g \in C\left(R_{+} \times R^{n}, R^{n}\right)$ so that all solutions of the perturbed differential equation

$$
x^{\prime}=f(t, x)+g(t, x)
$$

are defined in the future.
In our discussion we will impose growth conditions of $f$ and $g$ by requiring the existence of functions $\phi, \psi, z, w: R_{+} \rightarrow R_{+}$continuous, $z(r)>0$ and $w(r)>0$ for all $r \geqslant \delta>0$ such that

$$
|f(t, x)| \leqslant \phi(t) w(|x|), \quad|g(t, x)| \leqslant \psi(t) z(|x|), \quad(t, x) \in R_{+} \times R^{n} .
$$

Because of these growth conditions imposed on $f$ and $g$ we have essentially reduced the problem to the study of perturbed scalar differential equations (in view of the comparison method of CONTI [20,22,23]).

We define the class of continuous scalar functions

$$
\Re_{0}=\left\{w: w(r)>0, r \geqslant \delta ; \int_{\delta}^{\infty} \frac{d s}{w(s)}=\infty\right\}
$$

Let us consider the nonautonomous scalar equations

$$
\begin{gather*}
r^{\prime}=\phi(t) w(r)  \tag{2.1}\\
r^{\prime}=\phi(t) w(r)+\psi(t) z(r) \tag{2.2}
\end{gather*}
$$

where $\phi, \psi, z, w: R_{+} \rightarrow R_{+}$are continuous, $z(r)>0$ and $w(r)>0$ for all $r \geqslant \delta \geqslant 0$.
The following result gives necessary and sufficient conditions for the continuability of the solutions of (2.1).

Theorem 2.1 [45]. - Suppose that $\phi(t)$ is not identically zero. Then the solutions of (2.1) are defined in the future if and only if $w \in \Re_{0}$.

In order to state results for (2.2) we consider for each $y \in \Re_{0}$ with $\lim _{r \rightarrow \infty} \inf y(r)>0$
the class of continuous scalar functions

$$
\Re_{y}=\left\{w: w(r)>0, r \geqslant \delta ; \int_{\delta}^{\infty} \frac{d s}{w(s)+y(s)}=\infty\right\} .
$$

Since

$$
\int_{i}^{\infty} \frac{d s}{w(s)} \geqslant \int_{i}^{\infty} \frac{d s}{w(s)+y(s)}=\infty
$$

we see that $\Re_{y} \subset \Re_{0}$ for every $y \in \Re_{0}$ such that $\lim _{r \rightarrow \infty} \inf y(r)>0$. We notice that $\Re_{y} \neq \Re_{0}$ as it can be seen from Example 2.1.

Example 2.1. - Define the function $h:[1, \infty) \rightarrow R_{+}$as follows: for each integer $n \geqslant 1$ such that $n \leqslant t \leqslant n+1$,

$$
\begin{gathered}
h(n)=\frac{1}{n}, \quad h(n+1)=\frac{1}{n+1}, \\
h(t)=t^{2}, \quad n+\frac{1}{n^{2}} \leqslant t \leqslant n+1-\frac{1}{(n+1)^{2}},
\end{gathered}
$$

$$
\frac{1}{h(t)} \text { is linear for } n \leqslant t \leqslant n+\frac{1}{n^{2}} \quad \text { and } \quad n+1-\frac{1}{(n+1)^{2}} \leqslant t \leqslant n+1
$$

From the construction of $h$ we have (for more details see [9, page 279]) that

$$
\int_{1}^{\infty} \frac{d s}{h(s)}=\infty, \quad \int_{1}^{\infty} \frac{d s}{h(s)+1}<\infty
$$

Since $y(r)>0$ for $r \geqslant \delta \geqslant 0$ and $\liminf _{r \rightarrow \infty} y(r)>0$ we have that there exists an $\varepsilon \in(0,1)$ such that $y(r) \geqslant \varepsilon$ for $r \geqslant \delta$ thus

$$
\int_{1+\infty}^{\infty} \frac{d s}{y(s)+h(s)} \leqslant \int_{1+\delta}^{\infty} \frac{d s}{\varepsilon+h(s)} \leqslant \frac{1}{\varepsilon} \int_{1+\delta}^{\infty} \frac{d s}{1+h(s)}<\infty
$$

i.e. $h \notin \Re_{y}$. We have so that $\mathfrak{R}_{y} \neq \mathfrak{R}_{0}$.

Lemma 2.1. - For each $L>0$ and $M>0$ we have that

$$
\int_{i}^{\infty} \frac{d s}{L w(s)+M y(s)}=\infty
$$

if and only if $w \in \mathfrak{R}_{y}$.

Proof. - If $w \in \Re_{y}$ we have that

$$
\int_{i}^{\infty} \frac{d s}{L w(s)+M y(s)} \geqslant \frac{1}{L+M} \int_{s}^{\infty} \frac{d s}{w(s)+y(s)}=\infty
$$

Conversely, suppose that

$$
\int_{i}^{\infty} \frac{d s}{L w(s)+M y(s)}=\infty
$$

We have then that

$$
\int_{i}^{\infty} \frac{d s}{w(s)+y(s)} \geqslant \min \{L, M\} \int_{i}^{\infty} \frac{d s}{L w(s)+M y(s)}=\infty
$$

thus $w \in \Re_{y}$. This completes the proof of the lemma.
We define now the set (for $y \in \mathfrak{R}_{0}$ with $\liminf _{r \rightarrow \infty} y(r)>0$ )

$$
A_{z, y}(K)=\{r \geqslant \delta: z(r) \leqslant K y(r)\} .
$$

Let $m\left(A_{z, y}^{c}(K)\right)$ denote the Lebesgue measure of the complement of $A_{z, y}(K)$ in $[0, \infty)$.

Theorem 2.2. - Suppose that $\dot{\phi}(t) \psi(t)$ is not identically zero and suppose that there exists $K>0$ such that $m\left(A_{z, y}^{c}(K)\right)<\infty$ and

$$
\liminf _{r \rightarrow \infty} \frac{z(r)}{y(r)}>0
$$

Then the solutions of (2.2) are defined in the future if and only if $w \in \mathfrak{R}_{y}$.
Proof. - Let us suppose that $w \in \mathfrak{R}_{y}$.
Observing that

$$
\int_{A_{m, y}^{c}(K)} \frac{d s}{w(s)+K y(s)}<\infty
$$

we obtain (in view of Lemma 2.1) that

$$
\int_{A_{s, y}(K)} \frac{d s}{w(s)+K y(s)}=\int_{i}^{\infty} \frac{d s}{w(s)+K y(s)}-\int_{A_{c, y}^{c}(K)} \frac{d s}{w(s)+K y(s)}=\infty
$$

Hence

$$
\int_{i}^{\infty} \frac{d s}{w(s)+z(s)}=\int_{A_{z, y}(K)} \frac{d s}{w(s)+z(s)}+\int_{A_{z, y}^{\mathrm{c}}(K)} \frac{d s}{w(s)+z(s)} \geqslant \int_{A_{z, y}(K)} \frac{d s}{w(s)+K y(s)}=\infty
$$

Since $w+z \in \Re_{0}$ we deduce by Theorem 2.1 that the solutions of the differential equation

$$
r^{\prime}=(\phi(t)+\psi(t))(w(r)+z(r))
$$

are all defined in the future. By the comparison method of CONTI [22,23] we obtain that the solutions of (2.2) are defined in the future.

Let us now prove the necessity of the condition $w \in \Re_{y}$.
Suppose that $w \notin \Re_{y}$ and the solutions of (2.2) are defined in the future. Since $\phi(t) \psi(t)$ is not identically zero, there exist $a \geqslant 0, b>a$ and $\varepsilon>0$ such that $\phi(t) \geqslant \varepsilon$ and $\psi(t) \geqslant \varepsilon$ on $[a, b]$. We obtain from (2.2) that

$$
r^{\prime}(t) \geqslant \varepsilon(w(r)+z(r)), \quad t \in[a, b] .
$$

Since

$$
\liminf _{r \rightarrow \infty} \frac{z(r)}{y(r)}>0
$$

we have that there exist $n>0$ and $M>0$ such that $z(r) \geqslant n y(r)$ for all $r \geqslant M$. We deduce that

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{d s}{w(s)+z(s)}=\int_{A_{z, y}(K)} \frac{d s}{w(s)+z(s)}+\int_{A_{z, y}^{e}(K)} \frac{d s}{w(s)+z(s)} \leqslant \\
& \quad \leqslant \int_{A_{z, y}(K)} \frac{d s}{} \frac{d M, \infty)}{w(s)+\eta y(s)}+\int_{A_{z, y}(K)} \frac{d s}{} \frac{d s, M]}{w(s)+z(s)}+\int_{A_{z, y}^{e}(K)} \frac{d s}{w(s)+z(s)} .
\end{aligned}
$$

Since $m\left(A_{z, y}^{c}(K)\right)<\infty$ and $w \notin \Re_{y}$ we obtain in view of Lemma 2.1 that

$$
\int_{\delta}^{\infty} \frac{d s}{w(s)+z(s)}<\infty
$$

Let $r_{0}>\delta$ be such that

$$
\int_{r_{0}}^{\infty} \frac{d s}{w(s)+z(s)}<\varepsilon(b-a) .
$$

The solution $r\left(t, a, r_{0}\right)$ of (2.2) satisfies

$$
r^{\prime}(t) \geqslant \varepsilon(w(r)+z(r)), \quad t \in[a, b],
$$

thus

$$
\int_{r_{0}}^{n(t)} \frac{d s}{w(s)+z(s)} \geqslant \varepsilon(t-a), \quad t \in[a, b] .
$$

We obtain so that

$$
\varepsilon(b-a)>\int_{r_{0}}^{\infty} \frac{d s}{w(s)+z(s)} \geqslant \int_{r_{0}}^{r(b)} \frac{d s}{w(s)+z(s)} \geqslant \varepsilon(b-a)
$$

which is a contradiction.
We have so that $w \in \Re_{y}$.
This completes the proof of Theorem 2.2.
Corollary 2.1. - Suppose that $\phi(t) \psi(t)$ is not identically zero. Then the solutions of the differential equation

$$
r^{\prime}=\phi(t) w(r)+\psi(t)
$$

are defined in the future if and only if

$$
\int_{0}^{\infty} \frac{d s}{1+w(s)}=\infty
$$

Theorem 2.2 generalizes some results of Bernfeld [9, Theorem 4.1] and Hara, Yoneyama and Sugie [45, Theorem 3.2 and Theorem 3.3]. The relation of our result with these results is given by

Example 2.2. - Let us consider the scalar differential equation

$$
r^{\prime}=\phi(t) r \ln (r+1)+\psi(t)(r+\ln (r+1))
$$

where $\phi, \psi: R_{+} \rightarrow R_{+}$are continuous and $\phi(t) \psi(t)$ is not identically zero. We can apply Theorem 2.2 with $y: R_{+} \rightarrow R_{+}, y(r)=(r+1) \ln (r+1)$ but we can not apply Theorem 4.1 [9] or Theorem 3.2, Theorem 3.3 [45].

Theorem 2.3. - Let $w \in \mathfrak{R}_{0}$ and suppose there exist constants $K, L, M>0$ such that

$$
z(r) \leqslant K w(r) \int_{\delta}^{r} \frac{d s}{w(s)}+M w(r), \quad r \geqslant L \geqslant \delta .
$$

Then the solutions of (2.2) are defined in the future.

Proof. - Let

$$
V(t, r)=-\int_{0}^{t} \phi(s) d s+\int_{s}^{r} \frac{d s}{w(s)}, \quad r \geqslant L .
$$

Since $w \in \mathfrak{R}_{0}$ we have that

$$
V(t, r) \rightarrow \infty \text { as } r \rightarrow \infty \text { for each fixed } t \in R_{+} .
$$

We have that

$$
\begin{aligned}
& \frac{d V}{d t}_{(2.2)}= \limsup _{h \rightarrow 0^{+}} \frac{V(t+h, r+h \phi(t) w(r)+h \psi(t) z(r))-V(t, r)}{h}= \\
&=-\phi(t)+\frac{1}{w(r)}(\phi(t) w(r)+\psi(t) z(r))=\psi(t) \frac{z(r)}{w(r)} \leqslant K \psi(t) \int_{0}^{r} \frac{d s}{w(s)}+M \psi(t)= \\
&=K \psi(t) V(t, r)+M \psi(t)+K \psi(t) \int_{0}^{t} \phi(s) d s, \quad r \geqslant L, t \geqslant 0 .
\end{aligned}
$$

By Conti's theorem (see $[22,23,67]$ ) we deduce that the solutions of

$$
r^{\prime}=\phi(t) w(r)+\psi(t) z(r)
$$

are defined in the future. This completes the proof of the theorem.
Corollary 2.2. - If $w \in \mathfrak{R}_{0}$ is nondecreasing on $[\delta, \infty)$ then the solutions of the differential equation

$$
r^{\prime}=\phi(t) w(r)+\psi(t) r
$$

where $\phi, \psi: R_{+} \rightarrow R_{+}$are continuous, are all defined in the future.
Proof. - Since $w$ is nondecreasing on $[0, \infty)$ we have that

$$
w(r) \int_{\delta}^{r} \frac{d s}{w(s)} \geqslant r-\delta
$$

thus we can apply Theorem 2.3 with

$$
K=1, \quad M=\frac{\delta}{w(\delta)}, \quad L=\delta .
$$

Corollary 2.2 is a theorem of Stokes [66]. He arrived at the same result using the Tychonoff fixed point theorem. For a proof of Corollary 2.2 using differential inequalities see [9] (a different method is used in [45]).

Corollary 2.3 [9]. - Assume that $\phi(t)$ is not identically zero and all solutions of (2.1) exist in the future. Then all solutions of (2.2) exist in the future if $z$ satisfies

$$
\limsup _{r \rightarrow \infty} \frac{z(r)}{w(r)}<\infty .
$$

Proof. - Since all solutions of (2.1) exist in the future we have by Theorem 2.1 that $w \in \Re_{0}$.

On the other hand there exists $K_{0}>0$ such that

$$
z(r) \leqslant K_{0} w(r), \quad r \geqslant 0 .
$$

If $L>\delta$ is such that

$$
\int_{0}^{L} \frac{d s}{w(s)} \geqslant K_{0}
$$

we obtain that

$$
z(r) \leqslant w(r) \int_{i}^{r} \frac{d s}{w(s)} \quad r \geqslant L
$$

We can so apply Theorem 2.3.
Corollary 2.4 [9]. - Assume that $\psi(t)$ is not identically zero and all solutions of

$$
r^{\prime}=\psi(t) z(r)
$$

exist in the future. If

$$
\liminf _{r \rightarrow \infty} \frac{z(r)}{w(r)}>0
$$

then all solutions of (2.2) exist in the future.
Proof. - We have that $z \in \Re_{0}$. Since $\lim _{r \rightarrow \infty} \inf (z(r) / w(r))>0$ we obtain that $w \in \Re_{0}$ and $\limsup _{r \rightarrow \infty}(w(r) / z(r))<\infty$. We can thus apply Corollary 2.3.

Example 2.3. - Let us consider the differential equation

$$
r^{\prime}=\phi(t)(r+\ln (r+1))+\psi(t)(r \ln (r+1)+\ln (r+1) \ln (r+1))
$$

where $\phi, \psi: R_{+} \rightarrow R_{+}$are continuous and $\phi(t) \psi(t)$ is not identically zero. We can apply Theorem 2.3 with $w, z: R_{+} \rightarrow R_{+}, w(r)=r+\ln (r+1), z(r)=r \ln (r+1)+$ $+\ln (r+1) \ln (r+1)$ but we can not apply the theorem of Stokes [66].

Remark 2.1. - It should be noted that if $w_{1}, w_{2} \in \mathfrak{R}_{0}$ we can not conclude that $w_{1}+w_{2} \in \mathfrak{R}_{0}$ even if we suppose that $w_{1}$ and $w_{2}$ are nondecreasing (see Example 3.8 [9]). Classes of functions for which this is true are given by Theorem 2.2 and Theorem 2.3.

We apply our results in order to study the continuability of solutions of the differential equation

$$
\begin{equation*}
u^{\prime \prime}+f\left(u^{\prime}\right)+g(u)=e(t) \tag{2.3}
\end{equation*}
$$

where $e, f, g: R \rightarrow R$ are continuous.
Equation (2.3) is equivalent to the system

$$
\left\{\begin{array}{l}
x^{\prime}=y,  \tag{2.3}\\
y^{\prime}=-f(y)-g(x)+e(t) .
\end{array}\right.
$$

Theorem 2.4. - Suppose that
(i) there exists $w \in \Re_{0}$ nondecreasing on $R_{+}$such that

$$
|x f(x)| \leqslant w\left(x^{2}\right), \quad x \in R ;
$$

(ii) $0 \leqslant x g(x)$ for $|x|$ large enough.

Then the solutions of (2.3) are defined on $R$.
Proof. - Let us prove that the solutions of (2.3) are defined in the future. By (ii) we have that there exists $K>0$ such that

$$
\int_{0}^{x} g(s) d s+K>0, \quad x \in R
$$

Let us define

$$
V: R \times R \rightarrow R_{+}, \quad V(x, y)=y^{2}+2 \int_{0}^{x} g(s) d s+2 K
$$

We have that

$$
\begin{aligned}
\frac{d V}{d t} & =-2 y f(y)+2 y e(t) \leqslant 2 w\left(y^{2}\right)+\left(y^{2}+1\right)|e(t)| \leqslant \\
& \leqslant 2 w(V(x, y))+V(x, y)|e(t)|+|e(t)| .
\end{aligned}
$$

By Corollary 2.2 we have that

$$
\int_{s}^{\infty} \frac{d s}{2 w(s)+s+1}=\infty
$$

From the relation

$$
y^{2} \leqslant V(x, y), \quad x, y \in R,
$$

we deduce that $y(t)$ can not explode in a finite time $T>t_{0}$ ( $t_{0}$ is the initial time) for any solution ( $x(t), y(t)$ ) of (2.3). Since

$$
x^{t}=y
$$

we deduce also that $x(t)$ can not explode in a finite time $T>t_{0}$.
Thus the solutions of (2.3) are defined in the future.
In order to prove that the solutions of (2.3) are also defined in the past we reverse the time in order to reduce this problem to the problem of the existence in the future of the solutions of the system

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{2.3'}\\
y^{\prime}=-f(-y)-g(x)+e(-t)
\end{array}\right.
$$

We observe that

$$
\left.\begin{array}{rl}
\frac{d V}{d t} & =-2 y f(-y)+2 y e(-t) \leqslant 2 w\left(y^{2}\right)
\end{array}\right)+\left(y^{2}+1\right)|e(-t)| \leqslant ~(V(x, y))+V(x, y)|e(-t)|+|e(-t)| .
$$

We conclude in a similar way to the first part of the proof.
Thus the solutions of (2.3') are defined in the future i.e. the solutions of (2.3) are defined in the past.

This completes the proof of Theorem 2.4.
The continuability of solutions of the differential equation (2.3) was also considered by Souplet [65] in the case $e(t) \equiv 0$.

Example 2.4. - Consider the differential equation

$$
u^{\prime \prime}+u^{\prime} \ln \left(1+\left|u^{\prime}\right|^{2}\right)+u^{3}=0 .
$$

We can apply Theorem 2.4 considering

$$
w: R_{+} \rightarrow R_{+}, \quad w(r)=r \ln (1+r)
$$

The result of Souplet [65] is not applicable since we do not have that there exists a constant $M>0$ such that

$$
0 \leqslant x g(x) \leqslant M x^{2} \quad \text { for }|x| \text { large enough } .
$$

We will give now a global existence result for the solutions of the Liénard equation with perturbing term

$$
\begin{equation*}
x^{\prime \prime}+f(x) x^{\prime}+g(x)=e\left(t, x, x^{\prime}\right) \tag{2.4}
\end{equation*}
$$

where $f, g: R \rightarrow R$ are continuous and $e: R_{+} \times R \times R \rightarrow R$ satisfies the following conditions:
$-e(t, x, y)$ is piecewise continuous with respect to $t \in R_{+}$for arbitrarily fixed $(x, y) \in R \times R$;

- $e(t, x, y)$ is continuous with respect to $(x, y) \in R \times R$ for arbitrarily fixed $t \in R_{+}$.

Let us denote

$$
F(x)=\int_{0}^{x} f(s) d s, \quad G(x)=\int_{0}^{x} g(s) d s, \quad x \in R .
$$

Theorem 2.5. - Suppose that the following conditions hold:
(i) there exists a constant $K>0$ such that

$$
x F(x)>0 \quad \text { and } \quad x g(x)>0 \quad \text { for } \quad|x| \geqslant K
$$

(ii) there exist continuous functions $r_{1}, r_{2}, z, w: R_{+} \rightarrow R_{+}, w \in \mathfrak{R}_{0}$ nondecreasing, such that

$$
|e(t, x, y-F(x))| \leqslant r_{1}(t)+r_{2}(t) z(|y|), \quad t \in R_{+}, x, y \in R,
$$

and

$$
|y| z(|y|) \leqslant w\left(y^{2}\right), \quad y \in R
$$

Then all the solutions of (2.4) are defined in the future.
Proof. - Let $\left(x(t), x^{\prime}(t)\right)$ be a solution of (2.4) defined on $\left[t_{0}, T\right), T<\infty$. Then $(x(t), y(t))$ is a solution of the system

$$
\left\{\begin{array}{l}
x^{\prime}=y-F(x) \\
y^{\prime}=-g(x)+\widetilde{e}(t)
\end{array}\right.
$$

where $y(t)=x^{\prime}(t)+F(x(t))$ and $\widetilde{e}(t)=e(t, x(t), y(t)-F(x(t)))$.
Defining

$$
V(x, y)=\frac{y^{2}}{2}+G(x), \quad x, y \in R
$$

we obtain that

$$
\frac{d V}{d t}(2.4)=-g(x(t)) F(x(t))+\bar{e}(t) y(t) .
$$

Integrating on $\left[t_{0}, t\right], t<T$, we get
$V(x(t), y(t))-V\left(x\left(t_{0}\right), y\left(t_{0}\right)\right) \leqslant-\int_{t_{0}}^{t} g(x(s)) F(x(s)) d s+$

$$
+\int_{t_{0}}^{t}|\widetilde{e}(s) y(s)| d s \leqslant-\int_{I_{t}} g(x(s)) F(x(s)) d s+\int_{t_{0}}^{t}|\tilde{e}(s) y(s)| d s,
$$

where $I_{t}=\left\{s \in\left[t_{0}, t\right]:|x(s)|<K\right\}$ (in view of (i)).
If $K_{1}=\max _{|x| \leqslant K}\{|g(x) F(x)|\}$, we obtain that

$$
V(x(t), y(t)) \leqslant V\left(x\left(t_{0}\right), y\left(t_{0}\right)\right)+K_{1}+\int_{t_{0}}^{t}|\widetilde{e}(s) y(s)| d s, \quad t \in\left[t_{0}, T\right) .
$$

In view of hypothesis (i), if we denote

$$
K_{2}=V\left(x\left(t_{0}\right), y\left(t_{0}\right)\right)+K_{1}-\min _{|x| \leqslant K}\{G(x)\}
$$

then we obtain that

$$
\frac{y^{2}(t)}{2} \leqslant K_{2}+\int_{t_{0}}^{t}|\tilde{e}(s) y(s)| d s, \quad t \in\left[t_{0}, T\right) .
$$

Using now hypothesis (ii), we get

$$
y^{2}(t) \leqslant 2 K_{2}+2 \int_{t_{0}}^{t}\left\{r_{1}(s)+r_{2}(s) z(|y(s)|)\right\}|y(s)| d s, \quad t \in\left[t_{0}, T\right)
$$

We will prove that $y(t)$ is bounded on $\left[t_{0}, T\right)$.
If $R_{i}=\max _{t_{0} \leqslant t \leqslant T}\left\{r_{i}(t)\right\}, i=1,2$ we obtain that

$$
y^{2}(t) \leqslant 2 K_{2}+2 R_{1} \int_{t_{0}}^{t}|y(s)| d s+2 R_{2} \int_{t_{0}}^{t} w\left(y^{2}(s)\right) d s, \quad t \in\left[t_{0}, T\right)
$$

(in view of (ii)), thus (since $2|y(s)| \leqslant 1+y^{2}(s)$ )

$$
\begin{aligned}
y^{2}(t) \leqslant 2 K_{2}+R_{1} T & +R_{1} \int_{t_{0}}^{t} y^{2}(s) d s+2 R_{2} \int_{t_{0}}^{t} w\left(y^{2}(s)\right) d s \leqslant \\
& \leqslant 2 K_{2}+R_{1} T+\left(R_{1}+2 R_{2}\right) \int_{t_{0}}^{t}\left(y^{2}(s)+w\left(y^{2}(s)\right)\right) d s, \quad t \in\left[t_{0}, T\right) .
\end{aligned}
$$

Let us define

$$
W:(0, \infty) \rightarrow R, \quad W(x)=\int_{1}^{x} \frac{d s}{s+w(s)}, \quad x>0 .
$$

By Corollary 2.2 and Theorem 2.1 we deduce that $\lim _{x \rightarrow \infty} W(x)=\infty$.
By Bihari's inequality [10] we get that

$$
y^{2}(t) \leqslant W^{-1}\left(W\left(2 K_{2}+R_{1} T\right)+\left(R_{1}+2 R_{2}\right)\left(t-t_{0}\right)\right), \quad t \in\left[t_{0}, T\right),
$$

and therefore $y(t)$ is bounded on $\left[t_{0}, T\right)$.
Taking into account the relation

$$
x(t)=x\left(t_{0}\right)+\int_{t_{0}}^{t} y(s) d s-\int_{t_{0}}^{t} F(x(s)) d s, \quad t \in\left[t_{0}, T\right)
$$

we get

$$
|x(t)| \leqslant\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t}|y(s)| d s+K_{3}\left(T-t_{0}\right), \quad t \in\left[t_{0}, T\right)
$$

where $K_{3}=\max _{|x| \leqslant K}\{|F(x)|\}$, thus $x(t)$ is bounded on $\left[t_{0}, T\right)$.
We have so that $(z(t), y(t))$ is continuable up to $T$.
This completes the proof of Theorem 2.5.
Corollary 2.5 [52]. - Suppose that the following conditions hold:
(i) there exists a constant $K>0$ such that

$$
x F(x)>0 \quad \text { and } \quad x g(x)>0 \quad \text { for } \quad|x| \geqslant K ;
$$

(ii) there exist continuous functions $r_{1}, r_{2}: R_{+} \rightarrow R_{+}$such that

$$
|e(t, x, y-F(x))| \leqslant r_{1}(t)+r_{2}(t)|y|, \quad t \in R_{+}, x, y \in R .
$$

Then the solutions of (2.4) are defined in the future.
As a particular case of Corollary 2.5 (if $e(t, x, y)$ depends only on $t$ ) we have a continuability result of Graef [38] which extends a result of Bushaw [16].

The relation of Theorem 2.5 with the result of Nagabuchi and Yamamoto [52] is given by

Example 2.5. - Let us consider in equation (2.4) the perturbing term of the form

$$
e(t, x, y)=(F(x)+y) \ln \left(1+(F(x)+y)^{2}\right)+r(t)
$$

where $r: R_{+} \rightarrow R_{+}$is continuous. If there exists $K>0$ such that

$$
x F(x)>0 \quad \text { and } \quad x g(x)>0 \quad \text { for } \quad|x| \geqslant K
$$

we have that all the solutions of (2.4) are defined in the future (applying Theorem 2.5 with $\left.w(r)=r \ln (1+r), r \in R_{+}\right)$. We can not apply the result from [52].

We will investigate now the continuability of solutions for the forced Lienard equation

$$
\begin{equation*}
x^{\prime \prime}+f(x) x^{\prime}+g(x)=e(t) \tag{2.5}
\end{equation*}
$$

with all functions continuous without making the usual assumption ([14], [38])

$$
x g(x)>0 \quad \text { for } \quad|x| \geqslant K
$$

Define

$$
F(x)=\int_{0}^{x} f(s) d s, \quad G(x)=\int_{0}^{x} g(s) d s, \quad x \in R
$$

Using the Liénard transformation we write (2.5) as the system

$$
\left\{\begin{array}{l}
x^{\prime}=y-F(x)  \tag{2.5}\\
y^{\prime}=-g(x)+e(t) .
\end{array}\right.
$$

Theorem 2.6. - Assume that for some positive number $P$ we have

$$
\begin{gathered}
G(x) \geqslant-P, \quad x \in R, \\
g(x) F(x) \geqslant-w(G(x)+P+1), \quad x \in R, \\
|F(x)| \leqslant g(x) F(x)+w(G(x)+P+1)+z(|x|), \quad x \in R,
\end{gathered}
$$

where $w, z: R_{+} \rightarrow R_{+}$are continuous nondecreasing functions satisfying the conditions of Theorem 2.3.

Then every solution of (2.5) exists in the future.
Proof. - Let $V(x, y)=y^{2} / 2+G(x)+|x|+P+1, x, y \in R$. We have that

$$
\begin{aligned}
\frac{d V}{d t}_{(2.5)} \leqslant-g(x) F(x)+y e(t)+\mid y- & F(x) \mid \leqslant \\
& \leqslant y^{2}+\frac{e^{2}(t)+1}{2}+w(G(x)+P+1)+z(|x|) \leqslant \\
& \leqslant 2 V(x, y)+w(V(x, y))+z(V(x, y))+\frac{e^{2}(t)+1}{2} .
\end{aligned}
$$

By Theorem 2.3 we have

$$
\int_{1}^{\infty} \frac{d s}{w(s)+z(s)}=\infty
$$

and by Corollary 2.2 and Theorem 2.1 we deduce that

$$
\int_{1}^{\infty} \frac{d s}{2 s+w(s)+z(s)}=\infty
$$

Using the comparison method we obtain that the solutions of (2.5) are continuable in the future since

$$
V(x, y) \rightarrow \infty \quad \text { as } \quad|x|+|y| \rightarrow \infty .
$$

This completes the proof of Theorem 2.6.
Corollary 2.6[13]. - Assume that for some positive numbers $P$ and $Q$ we have

$$
\begin{gathered}
G(x) \geqslant-P, \quad x \in R, \\
g(x) F(x) \geqslant-Q, \quad x \in R, \\
|F(x)| \leqslant g(x) F(x)+Q+z(|x|), \quad x \in R,
\end{gathered}
$$

where $z: R_{+} \rightarrow(0, \infty)$ is some nondecreasing continuous function such that

$$
\int_{0}^{\infty} \frac{d s}{s+z(s)}=\infty
$$

Then every solution of (2.5) exists in the future.
Proof. - We have that

$$
\int_{1}^{\infty} \frac{d s}{z(s)} \geqslant \int_{1}^{\infty} \frac{d s}{s+z(s)}=\infty
$$

so that we can apply Theorem 2.6 with $w(r)=Q, r \in R_{+}$.
Remark 2.2. - In view of Corollary 2.2 we have that the condition $\int_{0}^{\infty} d s /(s+$ $+z(s))=\infty$ is equivalent (under the assumption that $z: R_{+} \rightarrow(0, \infty)$ is nondecreasing) with the condition $\int_{1}^{\infty} d s /(z(s))=\infty$.

The relation of our result with the result of Burton [13] is given by

Example 2.6. - Consider the system (2.5) with

$$
g(x)=x, \quad F(x)=\ln \left(1+x^{2}\right), \quad G(x)=\frac{x^{2}}{2}, \quad x \in R .
$$

We can not apply the result of Burton [13] since

$$
\lim _{x \rightarrow-\infty} g(x) F(x)=-\infty
$$

but we can apply Theorem 2.6 considering the functions $w(r)=2 r \ln (1+2 r)+\ln 2$, $r \in R_{+}$, and $z(r)=1, r \in R_{+}$.

An improvement of Conti's continuability theorem [22,23] was given by HarA, Yoneyama and Sugie [44] using two Lyapunov functions which are not radially unbounded for fixed $t$. They applied the result to the Liénard equation without making the assumption that $x g(x)>0$ for $|x| \geqslant K$.

We will show that using Theorem 2.3 and the continuation theorem of Hara, Yoneyama and Sugie [44] we can give a more flexible result for the continuability of solutions of (2.5) than the work done in [44].

We suppose that $F$ and $g$ are regular enough to ensure uniqueness of the solutions of the differential equation (2.5).

Theorem 2.7. - Suppose that for some positive number $P$ we have

$$
\begin{gathered}
G(x) \geqslant-P, \quad x \in R, \\
g(x) F(x) \geqslant-w(G(x)+P+1), \quad x \in R, \\
\int_{0}^{\infty} \frac{d s}{1+\max \{0,-F(s)\}}=\infty, \quad \int_{-\infty}^{0} \frac{d s}{1+\max \{0, F(s)\}}=\infty
\end{gathered}
$$

where $w: R_{+} \rightarrow R_{+}$is continuous, nondecreasing and $w \in \mathfrak{R}_{0}$.
Then every solution of (2.5) exists in the future.
Proof. - We define $F_{-}(x)=\max \{0,-F(s)\}, F_{+}=\max \{0, F(s)\}$ for $x \in R$.
Let $V(x, y)=y^{2} / 2+G(x)+P+1$ and $W(x, y)=|x|$ for $x, y \in R$.
We have that

$$
\begin{gathered}
V(x, y) \rightarrow \infty \quad \text { as }|y| \rightarrow \infty \text { uniformly in } x \\
W(x, y) \rightarrow \infty \quad \text { as }|x| \rightarrow \infty \text { for each fixed } y \in R
\end{gathered}
$$

On the other hand

$$
\begin{aligned}
& \frac{d V}{d t}(2.5) \leqslant-g(x) F(x)+|y e(t)| \leqslant \\
& \quad \leqslant \frac{y^{2}}{2}+\frac{e^{2}(t)}{2}+w(G(x)+P+1) \leqslant V(x, y)+w(V(x, y))+\frac{e^{2}(t)}{2}
\end{aligned}
$$

and by Corollary 2.2 and Theorem 2.1 we have that

$$
\int_{i}^{\infty} \frac{d s}{s+w(s)}=\infty
$$

If $x \geqslant 0$ and $|y| \leqslant K$, then

$$
\frac{d W}{d t}_{(2.5)}=y-F(x) \leqslant K+F_{-}(x)=K+F_{-}(W(x, y)) .
$$

Similarly, if $x \leqslant 0$ and $|y| \leqslant K$, then

$$
\frac{d W}{d t}_{(2.5)} \leqslant K+F_{+}(-W(x, y))
$$

Since

$$
\int_{0}^{\infty} \frac{d s}{1+F_{-}(s)}=\infty, \quad \int_{-\infty}^{0} \frac{d s}{1+F_{+}(s)}=\infty
$$

we have (in view of Lemma 2.1 and Theorem 2.1) that every solution of

$$
r^{\prime}=K+F_{-}(r)
$$

and

$$
r^{\prime}=K+F_{+}(-r)
$$

exists in the future.
By the continuation theorem of Hara, Yoneyama and Sugie [44] we deduce that the solutions of (2.5) exist in the future.

Corollary 2.7[44]. - Suppose that there exist some positive numbers $P$ and $Q$ such that

$$
\begin{array}{r}
G(x) \geqslant-P, \quad x \in R, \\
g(x) F(x) \geqslant-Q(G(x)+P+1), \quad x \in R,
\end{array}
$$

$$
\int_{0}^{\infty} \frac{d s}{1+F_{-}(s)}=\infty, \quad \int_{-\infty}^{0} \frac{d s}{1+F_{+}(s)}=\infty
$$

Then every solution of (2.5) exists in the future.
As a particular case of Corollary 2.7 we have a continuability result of Graef [38].

The relation of Theorem 2.7 with the result of Hara, Yoneyama and Sugie [44] is given by

Example 2.7. - Consider the system (2.5) with

$$
g(x)=x, \quad F(x)=-x \ln (1+|x|), \quad G(x)=\frac{x^{2}}{2}, \quad x \in R
$$

we can not apply Theorem 5.1 [44] but we can apply our result with $w(r)=2 r \ln (1+$ $+2 r)+\ln 2, r \in R_{+}$.

Let us now consider the problem of the continuability of solutions for the differential equation

$$
\begin{equation*}
\left(a(t) x^{\prime}\right)^{\prime}+q(t) f(x) g\left(x^{\prime}\right)=r(t) \tag{2.6}
\end{equation*}
$$

where $a, q, r: R_{+} \rightarrow R, f, g: R \rightarrow R, a(t)>0, q(t)>0, g(x)>0, r, f$ and $g$ are continuous and $a, q$ are differentiable.

We will write equation (2.6) as the system

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{2.6}\\
y^{\prime}=\frac{-a^{\prime}(t) y-q(t) f(x) g(y)+r(t)}{a(t)}
\end{array}\right.
$$

Let $q^{\prime}(t)_{+}=\max \left\{q^{\prime}(t), 0\right\}$ and $q^{\prime}(t)_{-}=\max \left\{-q^{\prime}(t), 0\right\}$ so that we have $q^{\prime}(t)=$ $=q^{\prime}(t)_{+}-q^{\prime}(t)_{\ldots}$. A similar decomposition holds for $a(t)$.

We define

$$
\begin{gathered}
F(x)=\int_{0}^{x} f(s) d s, \quad G(x)=\int_{0}^{x} \frac{s}{g(s)} d s, \quad x \in R, \\
p(t)=\exp \left(-\int_{0}^{t} \frac{q^{\prime}(s)_{-}}{q(s)} d s\right), \quad t \in R_{+}, \\
b(t)=\exp \left(-\int_{0}^{t} \frac{a^{\prime}(s)}{a(s)} d s\right), \quad t \in R_{+} .
\end{gathered}
$$

Theorem 2.8. - Assume that there exist nonnegative constants $m$ and $n$ such that

$$
\frac{|y|}{g(y)} \leqslant m+n w(G(y)), \quad y \in R,
$$

where $w: R_{+} \rightarrow R_{+}$is a nondecreasing continuous function and $w \in \Re_{0}$.
If $a^{\prime}(t) \geqslant 0, F(x)$ is bounded from below and $G(y) \rightarrow \infty$ as $|y| \rightarrow \infty$ then all solutions of (2.6) are defined for all $t \geqslant 0$.

Proof. - Let $K>0$ be such that

$$
F(x)+K \geqslant 0, \quad x \in R .
$$

Suppose that there exists a solution $(x(t), y(t))$ of (2.6) and a $T>0$ such that

$$
\lim _{t \rightarrow T^{-}}\{|x(t)|+|y(t)|\}=\infty
$$

Define

$$
V(t, x, y)=p(t)\left[\frac{F(x)+K}{a(t)}+\frac{G(y)}{q(t)}\right], \quad t \in R_{+}, x, y \in R .
$$

We have that

$$
\begin{aligned}
& V^{\prime}(t)=p(t)\left\{-\frac{(F(x)+K) a^{\prime}(t)}{a^{2}(t)}+\frac{f(x) x^{\prime}}{a(t)}-\frac{G(y) q^{\prime}(t)}{q^{2}(t)}+\right. \\
& \left.\quad+\frac{y y^{\prime}}{g(y) q(t)}-\frac{(F(x)+K) q^{\prime}(t)_{-}}{a(t) q(t)}-\frac{G(y) q^{\prime}(t)_{-}}{q^{2}(t)}\right\} \leqslant \\
& \quad \leqslant p(t)\left\{-\frac{G(y)\left[q^{\prime}(t)+q^{\prime}(t)_{-}\right]}{q^{2}(t)}+\frac{r(t) y}{g(y) q(t) a(t)}\right\} \leqslant \frac{p(t) r(t)}{q(t) a(t)} \frac{|y|}{g(y)} \leqslant \\
&
\end{aligned} \quad \leqslant m \frac{p(t) r(t)}{q(t) a(t)}+n \frac{p(t) r(t)}{q(t) a(t)} w(G(y)) .
$$

Denoting

$$
M=\sup _{t \in[0, T]}\left\{\frac{q(t)}{p(t)}\right\}
$$

we observe that

$$
G(y) \leqslant \frac{q(t)}{p(t)} V(t, x, y) \leqslant M V(t, x, y), \quad t \in[0, T], x, y \in R
$$

We obtain that

$$
V^{\prime}(t) \leqslant m \frac{p(t) r(t)}{q(t) a(t)}+n \frac{p(t) r(t)}{q(t) a(t)} w(M V(t)), \quad t \in[0, T) .
$$

Since $w \in \Re_{0}$ is nondecreasing we obtain by Bihari's inequality [10] the existence of a constant $K_{1}>0$ such that

$$
V(t, x(t), y(t)) \leqslant K_{1}, \quad t \in[0, T)
$$

We deduce that $y(t)=x^{\prime}(t)$ is bounded on $[0, T)$ and an integration yields the boundedness of $x(t)$ in $[0, T)$ contradicting the assumption that $(x(t), y(t))$ was a solution of (2.6) with finite escape time.

This completes the proof of Theorem 2.8.
Corollary 2.8 [39]. - Assume that there exist nonnegative constants $m$ and $n$ such that

$$
\frac{|y|}{g(y)} \leqslant m+n G(y), \quad y \in R
$$

If $a^{\prime}(t) \geqslant 0, F(x)$ is bounded from below and $G(y) \rightarrow \infty$ as $|y| \rightarrow \infty$ then all solutions of (2.6) are defined in the future.

The relation of our result with the result of Graef and Spikes [39] is given by

Example 2.8. - Let us consider equation (2.6) with

$$
\begin{gathered}
a(t)=q(t)=e^{t}, \quad r(t)=0, \quad t \in R_{+}, \\
f(x)=\frac{1}{x^{2}+1}, \quad g(x)=\frac{1}{2} e^{-x^{2}}, \quad x \in R .
\end{gathered}
$$

We observe that in this case we have

$$
G(y)=e^{y^{2}}-1, \quad y \in R,
$$

so that there are no positive constants $m$ and $n$ with

$$
\frac{|y|}{g(y)}=2|y| e^{y^{2}} \leqslant m+n\left(e^{y^{2}}-1\right)=m+n G(y), \quad y \in R .
$$

This makes impossible an application of Corollary 2.8.
We see that we can apply Theorem 2.8 with

$$
\begin{gathered}
w: R_{+} \rightarrow R_{+}, \quad w(r)=r \ln (1+r), \\
m=6 e^{9}+9, \quad n=1,
\end{gathered}
$$

since

$$
\begin{gathered}
2|y| e^{y^{2}}+y^{2} \leqslant m, \quad|y| \leqslant 3, \\
2|y| e^{y^{2}}+y^{2} \leqslant 2|y| e^{y^{2}}+e^{y^{2}} \leqslant y^{2} e^{y^{2}}, \quad|y| \geqslant 3,
\end{gathered}
$$

thus

$$
2|y| e^{y^{2}} \leqslant m+y^{2} e^{y^{2}}-y^{2}=m+w\left(e^{y^{2}}-1\right), \quad y \in R .
$$

The requirement that $a^{\prime}(t) \geqslant 0$ in Theorem 2.8 can be dropped by imposing a stronger condition on $g(y)$ :

Theorem 2.9. - Assume that $F(x)$ is bounded from below, $G(y) \rightarrow \infty$ as $|y| \rightarrow \infty$ and there are positive constants $M$ and $k$ such that

$$
\frac{y^{2}}{g(y)} \leqslant M w(G(y)), \quad|y| \geqslant k
$$

where $w: R_{+} \rightarrow R_{+}$is a nondecreasing continuous function and $w \in \mathfrak{R}_{0}$.
Then all the solutions of (2.6) are defined in the future.
Proof. - Let - $K>0$ be a lower bound for $F(x)$.
We define

$$
V(t, x, y)=b(t) p(t)\left[\frac{F(x)+K}{a(t)}+\frac{G(y)}{q(t)}\right], \quad t \in R_{+}, x, y \in R .
$$

Suppose there is a solution $(x(t), y(t))$ of (2.6) and a $T>0$ such that

$$
\lim _{t \rightarrow T^{-}}\{|x(t)|+|y(t)|\}=\infty
$$

Along this solution we have

$$
\begin{aligned}
& V^{\prime}(t)=b(t) p(t)\left\{-\frac{(F(x)+K) a^{\prime}(t)}{a^{2}(t)}+\frac{f(x) y}{a(t)}-\frac{G(y) q^{\prime}(t)}{q^{2}(t)}-\right. \\
& \left.-\frac{a^{\prime}(t) y^{2}}{g(y) q(t) a(t)}-\frac{f(x) y}{a(t)}+\frac{r(t) y}{g(y) q(t) a(t)}-\left[\frac{(F(x)+K)}{a(t)}+\frac{G(y)}{q(t)}\right]\left(\frac{a^{\prime}(t)-}{a(t)}+\frac{q^{\prime}(t)_{-}}{q(t)}\right)\right\} \leqslant \\
& \\
& \leqslant b(t) p(t)\left\{-\frac{a^{\prime}(t)}{q(t) a(t)} \frac{y^{2}}{g(y)}+\frac{r(t)}{q(t) a(t)} \frac{|y|}{g(y)}\right\}
\end{aligned}
$$

If $|y| \leqslant \max \{k, 1\}$ we have $\left(y^{2} / g(y)\right) \leqslant D$ for some $D>0$, so that

$$
\frac{y^{2}}{g(y)} \leqslant D+M w(G(y)), \quad y \in R .
$$

If $|y| \leqslant \max \{k, 1\}$ we have $(|y| / g(y)) \leqslant D_{1}$ and if $|y| \geqslant \max \{k, 1\}$ we have $|y| / g(y) \leqslant y^{2} / g(y)$ thus

$$
\frac{|y|}{g(y)} \leqslant D_{1}+\frac{y^{2}}{g(y)} \leqslant D_{1}+D+M w(G(y)), \quad y \in R
$$

We obtain that

$$
\begin{aligned}
V^{\prime}(t) \leqslant\left(\frac{b(t) p(t)\left|a^{\prime}(t)\right|}{q(t) a(t)}\right. & \left.+\frac{b(t) p(t)|r(t)|}{q(t) a(t)}\right)\left(\frac{|y|}{g(y)}+\frac{y^{2}}{g(y)}\right) \leqslant \\
\leqslant & \leqslant\left(\frac{b(t) p(t)\left|a^{\prime}(t)\right|}{q(t) a(t)}+\frac{b(t) p(t)|r(t)|}{q(t) a(t)}\right)\left(D_{1}+2 D+2 M w(G(y))\right) .
\end{aligned}
$$

In a similar way to the final part of the proof of Theorem 2.8 we show that we obtain a contradiction.

This shows that the solutions of (2.6) are defined in the future.
Corollary 2.9 [39]. - Assume that $F(x)$ is bounded from below, $G(y) \rightarrow \infty$ as $|y| \rightarrow \infty$ and there are positive constants $M$ and $k$ such that

$$
\frac{y^{2}}{g(y)} \leqslant M G(y), \quad|y| \geqslant k
$$

Then all the solutions of (2.6) are defined in the future.
As a particular case of Corollary 2.9 we obtain a continuability result of Burton and Grimuer [15].

The relation of our result with the results from [15,39] is given by
Example 2.9. - Let us consider equation (2.6) with

$$
\begin{aligned}
& a(t)=q(t)=t^{2}+1, \quad r(t)=t, \quad t \in R_{+}, \\
& f(x)=\frac{1}{x^{2}+1}, \quad g(x)=\frac{1}{3} e^{-x^{8}}, \quad x \in R
\end{aligned}
$$

We have that

$$
\frac{y^{2}}{g(y)}=3 y^{2} e^{y^{3}}, \quad G(y)=e^{y^{3}}-1, \quad y \in R
$$

so that we can not apply the results from [15,39] but we can apply Theorem 2.9 with $w(r)=r \ln (1+r), r \in R_{+}$since

$$
3 y^{2} e^{y^{3}} \leqslant w(G(y)), \quad|y| \geqslant 4
$$

Remark 2.3. - We can formulate results similar to Theorem 2.2 and Theorem 2.3 for the concept of $z$-continuability (introduced by Campanini in [18]) using the same method. This allows to formulate criteria for the global existence of solutions of ordinary differential equations (see [18]).

## 3. - Global existence of solutions for delay and functional differential equations.

In this section we will apply the methods developped in Section 2 in order to give some continuation results for delay and functional differential equations.

Let us first consider the delay differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x)+g(t, x(t-\tau(t))) \tag{3.1}
\end{equation*}
$$

where $f, g: R_{+} \times R^{n} \rightarrow R^{n}, \tau: R_{+} \rightarrow R_{+}$are continuous functions.
For $t_{0} \geqslant 0$ the initial interval at $t_{0}$ is given by

$$
E_{t_{0}}=\left\{t_{0}\right\} \cup\left\{s: s=t-\tau(t) \leqslant t_{0} \text { for } t \geqslant t_{0}\right\}
$$

We suppose that $E_{t_{0}}$ is bounded for every $t_{0} \in R_{+}$.
For any initial continuous function $x_{0}: E_{t_{0}} \rightarrow R^{n}$ we say that $x(t)$ is a solution of (3.1) on $\left[t_{0}, T\right)$ if $x(t)$ is continuous on $E_{t_{0}} \cup\left[t_{0}, T\right)$ and satisfies (3.1) on ( $\left.t_{0}, T\right)$ with $x(t)=x_{0}(t)$ for $t \in E_{t_{0}}$. If $f, g$ are continuous it is known (see Driver [33], Hale [41]) that for every $t_{0} \geqslant 0$ and every initial continuous function $x_{0}: E_{t_{0}} \rightarrow R^{n}$ equation (3.1) admits a solution on some interval $\left[t_{0}, T\right)$ with $t_{0}<T<\infty$.

Theorem 3.1. - Suppose that there exist continuous functions $\phi, \psi: R_{+} \rightarrow R_{+}$and $w, z$ satisfying the conditions of Theorem 2.3 with $w, z$ nondecreasing on $R_{+}$such that

$$
|f(t, x)| \leqslant \phi(t) z(|x|), \quad|g(t, x)| \leqslant \psi(t) w(|x|), \quad(t, x) \in R_{+} \times R^{n} .
$$

Then the solutions of (3.1) exist in the future.
Proof. - Suppose that there exist a noncontinuable solution $x(t)$ of (3.1). Let $r(t)=|x(t)|$. We have then that

$$
r^{\prime}(t) \leqslant\left|x^{\prime}(t)\right| \leqslant \phi(t) z(r(t))+\psi(t) w(r(t-\tau(t))) .
$$

If $r(t)$ is not continuable to $T<\infty$, then

$$
r(t) \rightarrow \infty \quad \text { as } t \rightarrow T^{-} .
$$

Let us prove that $\tau(T)=0$.
Suppose $\tau(T)>0$. Then there exists $\widetilde{T} \in\left[t_{0}, T\right)$ such that $t-\tau(t) \leqslant \widetilde{T}$ for all $t \in\left[t_{0}, T\right]$. We have thus that $r(t-\tau(t))$ is bounded on $\left[t_{0}, T\right]$ since $r(t)$ is bounded on $E_{t_{0}} \cup\left[t_{0}, \widetilde{T}\right]$.

If we denote

$$
M=\sup _{t_{0} \leqslant t \leqslant T}\{\phi(t)\}, \quad L=\sup _{t_{0} \leqslant t \leqslant T}\{\psi(t) w(r(t-\tau(t)))\}
$$

then

$$
r^{\prime}(t) \leqslant M z(r(t))+L .
$$

Since $z \in \Re_{0}$ is nondecreasing we have by Corollary 2.2 that the solution of the differential equation

$$
y^{\prime}=M z(y)+L, \quad y\left(t_{0}\right)=r\left(t_{0}\right)
$$

and defined in the future which contradicts the relation

$$
r(t) \rightarrow \infty \quad \text { as } t \rightarrow T^{-} .
$$

We have so that $\tau(T)=0$. Thus, there exists $t_{1} \in\left[t_{0}, T\right)$ such that $t-\tau(t) \geqslant t_{0}$ on $\left[t_{1}, T\right]$. If we denote

$$
K=\sup _{t_{1} \leqslant t \leqslant T}\{\phi(t)+\psi(t)\}
$$

we have for $t_{1} \leqslant t<T$ that

$$
r^{\prime}(t) \leqslant \phi(t) z(r(t))+\psi(t) w(r(t)) \leqslant K(z(r(t))+w(r(t)))
$$

By Theorem 2.3 we have that $w+z \in \Re_{0}$ thus the solutions of the differential equation

$$
y^{\prime}=K(z(y)+w(y)), \quad y\left(t_{0}\right)=r\left(t_{0}\right)
$$

are defined in the future. By Conti's comparison method (see [23]) we obtain a contradiction with the relation

$$
r(t) \rightarrow \infty \quad \text { as } t \rightarrow T^{-}
$$

Thus every solution of (3.1) is defined in the future,
Corollary 3.1 [45]. - Suppose that there exist continuous functions $\phi, \psi: R_{+} \rightarrow$ $\rightarrow R_{+}$and a nondecreasing function $w \in \Re_{0}$ such that

$$
|f(t, x)| \leqslant \phi(t)|x|+\psi(t) w(|x|), \quad(t, x) \in R_{+} \times R^{n}
$$

Then the solutions of (3.1) exist in the future.
Proof. - By Corollary 2.2 we have if $z: R_{+} \rightarrow R_{+}, z(r)=r$ and if $w \in \Re_{0}$ is nondecreasing, then $z, w$ satisfy the conditions of Theorem 2.3.

We give now sufficient conditions for the continuability of solutions of the gener-
alized Liénard system with time delay

$$
\left\{\begin{array}{l}
x^{\prime}=y-F(x)  \tag{3.2}\\
y^{\prime}=g(t, x(t-\tau(t)))
\end{array}\right.
$$

where $F: R \rightarrow R, g: R_{+} \times R \rightarrow R, \tau: R_{+} \rightarrow R_{+}$are continuous functions with $E_{t_{0}}$ bounded for every $t_{0} \in R_{+}$.

Theorem 3.2. - Suppose that there exists $w$, z nondecreasing on $R_{+}$satisfying the conditions of Theorem 2.3 and $\psi: R_{+} \rightarrow R_{+}$continuous such that

$$
\begin{gathered}
|F(x)| \leqslant z(|x|), \quad x \in R, \\
|g(t, x)| \leqslant \psi(t) w(|x|), \quad t \in R_{+}, \quad x \in R .
\end{gathered}
$$

Then the solutions of (3.2) exist in the future.
Proof. - We have that

$$
(y-F(x))^{2} \leqslant 2 y^{2}+2 F^{2}(x) \leqslant 2 x^{2}+2 y^{2}+2 z^{2}\left(\sqrt{x^{2}+y^{2}}\right), \quad x, y \in R,
$$

thus

$$
\begin{array}{ll}
|(y-F(x), 0)| \leqslant 2|(x, y)|+2 z(|(x, y)|), & x, y \in R, \\
|(0,-g(t, x))| \leqslant \psi(t) w(|(x, y)|), \quad t \in R_{+}, & x, y \in R .
\end{array}
$$

By Theorem 2.3 we have that $z+w \in \mathfrak{R}_{0}$. Since $z+w$ is nondecreasing on $R_{+}$, by Corollary 2.2 and Theorem 2.1 we deduce that

$$
\int_{0}^{\infty} \frac{d s}{s+w(s)+z(s)}=\infty
$$

A repetition of the arguments of the proof of Theorem 3.1 enables us to deduce that the solutions of (3.2) are defined in the future.

The continuability of solutions of (3.2) was also investigated by Sugie [68] bu Sugie's result is not applicable in the case

$$
\{t>0: \tau(t)=0\} \neq \emptyset .
$$

Example 3.1. - Consider the system

$$
\left\{\begin{array}{l}
x^{\prime}=y-x \ln (1+|x|), \\
y^{\prime}=x(t-\tau(t))
\end{array}\right.
$$

where $\tau(t)=\min \{t, 1\}, t \in \boldsymbol{R}_{+}$.

We can apply Theorem 3.2 with

$$
\begin{gathered}
z: R_{+} \rightarrow R_{+}, \quad z(r)=r \ln (1+\mathrm{r}) \\
w: R_{+} \rightarrow R_{+}, \quad w(r)=r
\end{gathered}
$$

but we can not apply the result of Sugie [68].
We present now a continuation result for the functional differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x)+g\left(t, x_{t}\right) \tag{3.3}
\end{equation*}
$$

where $f: R_{+} \times R^{n} \rightarrow R^{n}, g: R_{+} \times C^{q} \rightarrow R^{n}$ are continuous, $C^{q}=C\left([-q, 0], R^{n}\right)$ for $q \geqslant 0$, and $x_{t}(s)=x(t+s)$ for $s \in[-q, 0]$.

Assume that there exist $\phi, \psi, w, z: R_{+} \rightarrow R_{+}$continuous such that

$$
\begin{array}{ll}
|f(t, x)| \leqslant \phi(t) z(|x|), & t \in R_{+}, \quad x \in R^{n}, \\
|g(t, x)| \leqslant \psi(t) w(\|x\|), & t \in R_{+}, \quad x \in C^{q},
\end{array}
$$

where

$$
\|x\|=\sup _{s \in[-q, 0]}\{|x(s)|\}, \quad x \in C^{q}
$$

We have the following result
Theorem 3.3. - Suppose that $w \in \Re_{0}$ is nondecreasing and $z$, $w$ satisfy the condition of Theorem 2.3. Then the solutions of (3.3) are defined in the future.

Proof. - We first show that the solutions of

$$
\begin{equation*}
r^{\prime}=\phi(t) z(r)+\psi(t) w\left(\left\|r_{t}\right\|\right) \tag{3.4}
\end{equation*}
$$

are defined in the future.
Suppose that there exists $t_{0} \geqslant 0$ a continuous initial function $r_{0}:[-q, 0] \rightarrow R_{+}$and a noncontinuable solution $r(t)=r\left(t, t_{0}, r_{0}\right)$ of (3.4). Then $r(t) \rightarrow \infty$ as $t \rightarrow T^{-}$for some $T>t_{0}$ since $r(t)$ is nondecreasing for $t \geqslant t_{0}$.

If $t_{1} \in\left[t_{0}, T\right)$ is such that

$$
r\left(t_{1}\right) \geqslant \sup _{s \in[-q, 0]} r_{0}(s)
$$

we have that

$$
\left\|r_{t}\right\|=r(t), \quad t_{1} \leqslant t<T
$$

thus

$$
r^{\prime}(t)=\phi(t) z(r(t))+\psi(t) w(r(t)), \quad t_{1} \leqslant t<T .
$$

By the hypothesis and by Theorem 2.3 we obtain that $r(t)$ is bounded on $\left[t_{1}, T\right)$ which is a contradiction.

Let now $z(t)$ be a solution of (3.3). If we define $r(t)=|x(t)|$ we have

$$
r^{\prime}(t) \leqslant \phi(t) z(r(t))+\psi(t) w\left(\left\|r_{t}\right\|\right) .
$$

Since the solutions of (3.4) are defined in the future we deduce by the comparison theorem that $x(t)$ is continuable in the future.

This completes the proof of Theorem 3.3.
Corollary 3.2[45]. - Suppose that $w \in \Re_{0}$ is nondecreasing and $z(r)=L r$, $r \in R_{+}$, for some $L>0$. Then the solutions of (3.3) are defined in the future.

Proof. - The result follows from Corollary 2.2 and the preceding theorem.

## 4. - Continuation results for differential equations in abstract spaces.

In this section we will give a result on the existence and uniqueness of solutions of differential equations in Banach spaces of infinite dimension.

Let $X$ be a Banach space with norm $|\cdot|$ and let $[0, a] \subset R_{+}$be a closed interval.

Theorem 4.1. - Let $f:[0, a] \times X \rightarrow X$ be a continuous mapping satisfying the following conditions:
(i) for every bounded set $B \subset X$ there exists a constant $L(B)>0$ such that

$$
|f(t, x)-f(t, y)| \leqslant L(B)|x-y|, \quad t \in[0, a], x, y \in B
$$

(ii) there is a map $w \in \Re_{0}$ and a continuous function $\phi \in C\left([0, a], R_{+}\right)$such that

$$
|f(t, x)| \leqslant \phi(t) w(|x|), \quad t \in[0, a], x \in X
$$

Then, for every $x_{0} \in X$, the differential equation

$$
\begin{equation*}
x^{\prime}=f(t, x) \tag{4.1}
\end{equation*}
$$

with initial condition $x(0)=x_{0}$, has a unique solution $x:[0, a] \rightarrow X$.
Proof. - By (i) we deduce (see [49] that the equation (4.1) with initial condition $x(0)=x_{0}$ has a solution $x(t)$ defined for $t \in[0, b)$ for some $b \in(0, a]$.

Let $y(t)=|x(t)|, t \in[0, b)$. We have then that

$$
\limsup _{h \rightarrow 0^{+}} \frac{y(t+h)-y(t)}{h} \leqslant\left|x^{\prime}(t)\right| \leqslant \phi(t) w(y(t)), \quad t \in(0, b),
$$

and by the comparison method we obtain that

$$
y(t) \leqslant r\left(t, 0,\left|x_{0}\right|\right), \quad t \in[0, b),
$$

where $r\left(t, 0,\left|x_{0}\right|\right)$ denotes the maximal solution of the differential equation

$$
r^{\prime}=\phi(t) w(r)
$$

with initial condition $r(0)=\left|x_{0}\right|$ (since $w \in \mathfrak{R}_{0}$ we have that this maximal solution is defined on $[0, a]$ ).

Let $M>0$ be such that

$$
r\left(t, 0,\left|x_{0}\right|\right) \leqslant M, \quad t \in[0, b] .
$$

We obtain

$$
|f(t, x(t))| \leqslant \phi(t) \sup _{0 \leqslant u \leqslant M}\{w(u)\}, \quad t \in[0, b),
$$

so that there exists a constant $M_{1}>0$ with

$$
|f(t, x(t))| \leqslant M_{1}, \quad t \in[0, b)
$$

We deduce that for $0<t_{1} \leqslant t_{2}<b$,

$$
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leqslant M_{1}\left|t_{2}-t_{1}\right|
$$

and therefore $\lim _{t \rightarrow b^{-}} x(t)=x_{1} \in X$ exists.
Hypothesis (i) guarantees that there exists a local solution, on some interval [ $b, b_{1}$ ) with $b_{1} \leqslant a$, of (4.1) with initial condition $x(b)=x_{1}$. By the uniqueness we have that $x(t)$ may be continued (in a unique way) up to $b_{1}$.

This shows that the maximal interval of definition of $x(t)$ is $[0, a]$ and the proof is completed.

Remark 4.1. - We see from the proof that condition (i) can be replaced by any condition guaranteeing the local existence and uniqueness for (4.1). We can not exclude such condition since it is known that if for every continuous function $f:[0, a] \times X \rightarrow$ $\rightarrow X$ and every $x_{0} \in X$ the equation (4.1) with initial condition $x(0)=x_{0}$ has a solution defined in some neighborhood of zero, then $X$ is finite dimensional (see GoDunov [37]). We observe also that instead of $[0, a]$ we can consider $R_{+}$, obtaining that all solutions of (4.1) are defined in the future.

Corollary 4.1 [2]. - Let $f:[0, a] \times X \rightarrow X$ be a continuous mapping satisfying the following conditions:
(i) for every bounded set $B \subset X$ there exists a constant $L(B)>0$ such that

$$
|f(t, x)-f(t, y)| \leqslant L(B)|x-y|, \quad t \in[0, a], \quad x, y \in B ;
$$

(ii) there is a nondecreasing map $w \in \Re_{0}$ such that

$$
|f(t, x)| \leqslant w(|x|), \quad t \in[0, a], \quad x \in X
$$

Then, for every $x_{0} \in X$, the differential equation (4.1) with initial condition $x(0)=$ $=x_{0}$, has a unique solution $x:[0, a] \rightarrow X$.

Remark 4.2. - Note that the monotonicity of $w$ is not essential in Corollary 4.1.

Corollary 4.2 [57]. - Let $f:[0, a] \times X \rightarrow X$ be a continuous mapping for which its partial derivative with respect to the second argument, denoted by $f_{x}^{\prime}$, exists and is continuous. Suppose that there exist a constant $c>0$ and a continuous increasing function $w: R_{+} \rightarrow(1, \infty)$, which satisfy the following conditions:

$$
\begin{gathered}
\int_{0}^{\infty} \frac{d s}{w(s)}=\infty, \\
\left\|f_{x}^{\prime}(t, x)\right\| \leqslant c \ln (w(|x|)), \quad t \in[0, a], x \in X .
\end{gathered}
$$

Then, for every $x_{0} \in X$, the differential equation (4.1) with initial condition $x(0)=x_{0}$, has a unique solution $x:[0, a] \rightarrow X$.

Proof. - We have that the derivative $f_{x}^{\prime}$ is bounded on every bounded set $B \subset X$ thus condition (i) of Theorem 4.1 is satisfied.

On the other hand we have

$$
\begin{aligned}
& |f(t, x)| \leqslant|f(t, 0)|+\sup _{|y| \leqslant|x|}\left\{\left\|f_{y}^{\prime}(t, y)\right\|\right\}|x| \leqslant \\
& \leqslant \max _{s \in[0, a]}\{|f(s, 0)|\}+c\{\ln (w(|x|))\}|x|=M+c\{\ln (w(|x|))\}|x|, \quad t \in[0, a], x \in X .
\end{aligned}
$$

If $w$ is bounded on $R_{+}$by a constant $K>0$, we obtain that

$$
|f(t, x)| \leqslant M+c \ln (K)|x|, \quad t \in[0, a], \quad x \in X,
$$

and thus condition (ii) of Theorem 4.1 is fulfilled.
If $w$ is unbounded on $R_{+}$, we choose (as Alexandrov and Dairbekov did in [2]) a sequence $0<r_{1}<r_{2} \ldots$ such that $w\left(r_{1}\right)>1, w\left(r_{j}\right) \leqslant r_{j}^{2}$ and $\ln \left(r_{j}\right)>j \ln \left(r_{j-1}\right), j \geqslant 2$. We have then

$$
\begin{aligned}
& \int_{r_{1}}^{\infty} \frac{d s}{s \ln (w(s))}=\sum_{j=2}^{\infty} \int_{r_{j}-1}^{r_{j}} \frac{d s}{s \ln (w(s))} \geqslant \sum_{j=2}^{\infty} \int_{r_{j-1}}^{r_{j}} \frac{d s}{s \ln \left(w\left(r_{j}\right)\right)} \geqslant \sum_{j=2}^{\infty} \int_{r_{j}-1}^{r_{j}} \frac{d s}{2 s \ln \left(r_{j}\right)}= \\
&=\frac{1}{2} \sum_{j=2}^{\infty}\left(1-\frac{\ln \left(r_{j-1}\right)}{\ln \left(r_{j}\right)}\right) \geqslant \frac{1}{2} \sum_{j=2}^{\infty}\left(1-\frac{1}{j}\right)=\infty
\end{aligned}
$$

and (in view of Lemma 2.1) condition (ii) of Theorem 4.1 is fulfilled.

## 5. - Global existence of solutions of differential inclusions.

We consider now the problem of global existence of solutions of the differential inclusion

$$
\begin{equation*}
x^{\prime} \in F(t, x) \tag{5.1}
\end{equation*}
$$

where $F$ is a multivalued function from $R_{+} \times R^{n}$ into the nonempty, closed and convex subsets of $R^{n}$.

By a solution of (5.1) with an initial value ( $t_{0}, x_{0}$ ), $t_{0} \geqslant 0, x_{0} \in R^{n}$, we mean an absolutely continuous function $x(t):\left[t_{0}, T\right] \rightarrow R^{n}$ such that $x\left(t_{0}\right)=x_{0}$ and $x^{\prime}(t) \in F(t, x(t))$ a.e. on $\left[t_{0}, T\right]$.

In our discussion we will make use of the following existence result of Filippov [35, page 83] which is an extension of a theorem of Davy [29]:

Theorem 5.1 [35]. - Let a multivalued function $F:\left[t_{0}, t_{1}\right] \times R^{n}$ satisfy the following conditions:
(A1) the set $F(t, x)$ is nonempty, closed and convex for all $x \in R^{n}$ and for $t \in\left[t_{0}, t_{1}\right]$ a.e.;
(A2) $F(t, x)$ is upper semicontinuous in $x$ for a.e. $t \in\left[t_{0}, t_{1}\right]$;
(A3) $F(t, x)$ is measurable in $t$ for all $x \in R^{n}$;
(A4) there exists a summable function $m(t)$ such that $|F(t, x)| \leqslant m(t)$ for $(t, x) \in\left[t_{0}, t_{1}\right] \times R^{n}$.

Then the differential inclusion (5.1) has a solution on $\left[t_{0}, t_{1}\right]$.
In the preceding theorem we denoted

$$
|U|=\sup _{u \in U}\{|u|\}, \quad \text { where } U \text { is a subset of } R^{n}
$$

Theorem 5,2. - Suppose that the multivalued function $F$ : $R_{+} \times R^{n}$ satisfies (A1)(A3) on every compact subinterval of $R_{+}$. If there are two functions $w, z \in C\left(R_{+}, R_{+}\right)$ satisfying the conditions of Theorem 2.3 and $\phi, \psi \in L_{\text {loc }}^{1}\left(R_{+}, R_{+}\right)$such that

$$
|F(t, x)| \leqslant \phi(t) w(|x|)+\psi(t) z(|x|), \quad t \in R_{+}, \quad x \in R^{n},
$$

then for any initial value ( $t_{0}, x_{0}$ ), the system (5.1) has a solution defined in the future and satisfying the given initial condition.

Proof. - The technique of our proof is adapted from Bulgakov[11] and Seah [61].

Let $t_{i}=t_{0}+i, i=1,2, \ldots$.
We first consider on [ $t_{0}, t_{1}$ ] the problem

$$
\begin{equation*}
x^{\prime} \in F_{1}(t, x), \quad x\left(t_{0}\right)=x_{0}, \tag{5.2}
\end{equation*}
$$

where

$$
\begin{gathered}
F_{1}(t, x)=F(t, x) \quad \text { if }|x| \leqslant K\left(t_{1}, x_{0}\right), \\
F_{1}(t, x)=F\left(t, \frac{x K\left(t_{1}, x_{0}\right)}{|x|}\right) \quad \text { if }|x|>K\left(t_{1}, x_{0}\right) .
\end{gathered}
$$

Here $K\left(t_{1}, x_{0}\right)>0$ is such that

$$
\int_{\left|x_{0}\right|+1}^{K\left(t_{1}, x_{0}\right)} \frac{d s}{w(s)+z(s)}>\int_{t_{0}}^{t_{1}}(\phi(s)+\psi(s)) d s
$$

We can make such a choice since by Theorem 2.3 and Theorem 2.1 we have that

$$
\int_{\left|x_{0}\right|+1}^{\infty} \frac{d s}{w(s)+z(s)}=\infty
$$

From the definition of $F_{1}$ we can deduce that

$$
\left|F_{1}(t, x)\right| \leqslant(\phi(t)+\psi(t)) \sup _{|x| \leqslant K\left(t_{1}, x_{0}\right)}\{w(|x|)+z(|x|)\}, \quad t \in\left[t_{0}, t_{1}\right], x \in R^{n} .
$$

It can be easily seen that $F_{1}$ satisfies conditions (A1)-(A3), thus, by Theorem 5.1, problem (5.2) has a solution $x_{1}(t)$ on $\left[t_{0}, t_{1}\right]$.

Let us show that $\left|x_{1}(t)\right| \leqslant K\left(t_{1}, x_{0}\right)$ for a.e. $t \in\left[t_{0}, t_{1}\right]$.
Suppose that there exists $T \in\left(t_{0}, t_{1}\right]$ such that $\left|x_{1}(T)\right|>K\left(t_{1}, x_{0}\right)$. Since $\left|x_{1}\left(t_{0}\right)\right|=\left|x_{0}\right|<K\left(t_{1}, x_{0}\right)$ and $x_{1}(t)$ is continuous on $\left[t_{0}, T\right]$, then exist $t^{1}, t^{2} \in\left(t_{0}, T\right)$ such that

$$
\left|x_{1}\left(t^{1}\right)\right|=\left|x_{0}\right|+1, \quad\left|x_{1}\left(t^{2}\right)\right|=K\left(t_{1}, x_{0}\right)
$$

and

$$
\left|x_{0}\right|+1 \leqslant\left|x_{1}(t)\right| \leqslant K\left(t_{1}, x_{0}\right), \quad t \in\left[t^{1}, t^{2}\right] .
$$

We have the relation

$$
x_{1}^{\prime}(t) \in F_{1}\left(t, x_{1}(t)\right)=F\left(t, x_{1}(t)\right) \quad \text { a.e. on }\left[t^{1}, t^{2}\right] .
$$

In view of the hypothesis we obtain that

$$
\left|x_{1}^{\prime}(t)\right| \leqslant(\phi(t)+\psi(t))\left(w\left(\left|x_{1}(t)\right|\right)+z\left(\left|x_{1}(t)\right|\right)\right) \quad \text { a.e. on }\left[t^{1}, t^{2}\right] .
$$

We deduce

$$
\limsup _{h \rightarrow 0^{+}} \frac{\left|x_{1}(t+h)\right|-\left|x_{1}(t)\right|}{h} \leqslant(\phi(t)+\psi(t))\left(w\left(\left|x_{1}(t)\right|\right)+z\left(\left|x_{1}(t)\right|\right)\right) \text { a.e. on }\left[t^{1}, t^{2}\right] .
$$

It is obvious that the function

$$
(t, x) \rightarrow(\phi(t)+\psi(t))(w(|x|)+z(|x|)), \quad t \in R_{+}, \quad x \in R^{n},
$$

satisfies the Carathéodory condition [42, page 28] and by comparison theorem of Conti in the case of solutions in the sense of Carathéodory (see [42, page 29]) we deduce from the preceding differential inequality that

$$
\left|x_{1}(t)\right| \leqslant W^{-1}\left(\int_{t^{1}}^{t}(\phi(s)+\psi(s)) d s\right), \quad t \in\left[t^{1}, t^{2}\right]
$$

where

$$
W:(0, \infty) \rightarrow R, \quad W(r)=\int_{\left|x_{0}\right|+1}^{r} \frac{d s}{w(s)+z(s)} .
$$

In particular, we would obtain for $t=t^{2}$ that

$$
\int_{\left|x_{0}\right|+1}^{K\left(t_{1}, x_{0}\right)} \frac{d s}{w(s)+z(s)} \leqslant \int_{t^{1}}^{t^{2}}(\phi(s)+\psi(s)) d s \leqslant \int_{t_{0}}^{t_{1}}(\phi(s)+\psi(s)) d s
$$

which is in contradiction with the way in which we defined $K\left(t_{1}, x_{0}\right)$.
We have so that $\left|x_{1}(t)\right| \leqslant K\left(t_{1}, x_{0}\right)$ a.e. on $\left[t_{0}, t_{1}\right]$ and we obtain

$$
x_{1}^{\prime}(t) \in F_{1}\left(t, x_{1}(t)\right)=F\left(t, x_{1}(t)\right) \quad \text { a.e. on }\left[t_{0}, t_{1}\right] .
$$

Consider now the problem (5.3) obtained from (5.2) by replacing $t_{1}$ by $t_{2}, t_{0}$ by $t_{1}$, $x_{0}$ by $x_{1}\left(t_{1}\right)$ and $K\left(t_{1}, x_{0}\right)$ by a constant $K\left(t_{2}, x_{1}\left(t_{1}\right)\right)>0$ such that

$$
\int_{\left|x_{1}\left(t_{1}\right)\right|+1}^{K\left(t_{2}, x_{1}\left(t_{1}\right)\right)} \frac{d s}{w(s)+z(s)}>\int_{t_{1}}^{t_{2}}(\phi(s)+\psi(s)) d s .
$$

Proceeding as before we obtain an absolutely continuous function $x_{2}(t)$ on $\left[t_{1}, t_{2}\right]$ such that $x_{2}\left(t_{1}\right)=x_{1}\left(t_{1}\right)$ and

$$
x_{2}^{\prime}(t) \in F\left(t, x_{2}(t)\right) \quad \text { a.e. on }\left[t_{1}, t_{2}\right] .
$$

Continuing this process we prove the existence of absolutely continuous functions $x_{i}(t)$ on $\left[t_{i-1}, t_{i}\right], i=1,2, \ldots$ with $x_{i}\left(t_{i-1}\right)=x_{i-1}\left(t_{i-1}\right), i \geqslant 2$, and $x_{1}\left(t_{0}\right)=x_{0}$, such that

$$
x_{i}^{\prime}(t) \in F\left(t, x_{i}(t)\right) \quad \text { a.e. on }\left[t_{i-1}, t_{i}\right] .
$$

The function $x:\left[t_{0}, \infty\right) \rightarrow R^{n}$ defined by

$$
x(t)=x_{i}(t), \quad t \in\left[t_{i-1}, t_{i}\right],
$$

is a solution of (5.1) defined on $\left[t_{0}, \infty\right)$ and we have that $x\left(t_{0}\right)=x_{0}$.
This completes the proof of Theorem 5.2.
Theorem 5.3. - Ubder the hypotheses of Theorem 5.2 we have that any solution of (5.1) exists in the future (there is a continuation in the future).

Proof. - Let $x(t)$ be a solution of (5.1) defined on $\left[t_{0}, T\right]$.
By the preceding method we are able to construct a solution $y(t)$ of $(M)$ on $[T, \infty)$ satisfying the initial condition $y(T)=x(T)$.

We have that $u:\left[t_{0}, \infty\right) \rightarrow R^{n}$ defined by

$$
\begin{array}{ll}
u(t)=x(t), & t \in\left[t_{0}, T\right], \\
u(t)=y(t), & t \in[T, \infty)
\end{array}
$$

satisfies

$$
u^{\prime}(t) \in F(t, u(t)) \quad \text { a.e. on }\left[t_{0}, \infty\right) .
$$

If $x(t)$ is a solution of (5.1) on some interval $\left[t_{0}, T\right)$ with $T \in R_{+}$, we observe that

$$
\left|x^{\prime}(t)\right| \leqslant(\phi(t)+\psi(t))(w(|x(t)|)+z(|x(t)|)) \quad \text { a.e. on }\left[t_{0}, T\right) .
$$

From the preceding relation we can easily deduce that $|x(t)|$ is bounded on $\left[t_{0}, T\right)$ using the comparison method (as we did in the proof of Theorem 5.2).

We obtain that for some constant $K>0$ we have

$$
\left|x^{\prime}(t)\right| \leqslant K(\phi(t)+\psi(t)) \quad \text { a.e. on }\left[t_{0}, T\right) .
$$

By the preceding relation we deduce that for $t_{0}<t_{1}<t_{2}<T$,

$$
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leqslant K \int_{t_{1}}^{t_{2}}(\phi(s)+\psi(s)) d s
$$

Therefore $x\left(t_{2}\right)-x\left(t_{1}\right) \rightarrow 0$ as $t_{1}, t_{2} \rightarrow T$ which implies that we can define

$$
\lim _{t \rightarrow T^{-}} x(t)=x(T)
$$

obtaining thus a solution of (5.1) on $\left[t_{0}, T\right]$.
In a similar way to the first part of the proof we show that this solution is continuable in the future.

This completes the proof of Theorem 5.3.

Corollary 5.1 [72]. - Suppose that the multivalued function $F: R_{+} \times R^{n}$ satisfies (A1)-(A3) on every compact subinterval of $R_{+}$. If the inequality

$$
|F(t, x)| \leqslant \phi(t)+\psi(t)|x|, \quad t \in R_{+}, \quad x \in R^{n},
$$

holds, where $\phi, \psi \in L_{\mathrm{loc}}^{1}\left(R_{+}, R_{+}\right)$, then any solution of (5.1) exists in the future.
Corollary 5.2 [72]. - Suppose that the multivalued function $F: R_{+} \times R^{n}$ satisfies (A1)-(A3) on every compact subinterval of $R_{+}$. If the inequality

$$
\begin{gathered}
|F(t, x)| \leqslant \phi(t) w(|w|), \quad t \in R_{+}, \quad x \in R^{n}, \\
\int_{0}^{\infty} \frac{d s}{w(s)}=\infty,
\end{gathered}
$$

holds, where $\phi \in L_{\text {loc }}^{1}\left(R_{+}, R_{+}\right)$and $w \in C\left(R_{+}, R_{+}\right)$with $w(r)>0$ for $r \geqslant \delta>0$, then any solution of (5.1) exists in the future.

Remark 5.1. - Corollary 5.2 improves a result of SEAH [61] which asks for the supplementary condition $\int_{0}^{\infty} \phi(s) d s<\infty$.

Corollary 5.3 [72]. - Suppose that the multivalued function $F: R_{+} \times R^{n}$ satisfies (A1)-(A3) on every compact subinterval of $R_{+}$. If there exist $\phi, \psi \in L_{\text {loc }}^{1}\left(R_{+}, R_{+}\right)$ and a monotone nondecreasing function $w \in C\left(R_{+}, R_{+}\right)$with $w(r)>0$ for $r \geqslant \delta>0$ satisfying

$$
\begin{gathered}
|F(t, x)| \leqslant \phi(t) w(|x|)+\psi(t), \quad t \in R_{+}, \quad x \in R^{n}, \\
\int_{i}^{\infty} \frac{d s}{w(s)}=\infty
\end{gathered}
$$

then any solution of (5.1) exists in the future.
Corollary 5.4. - Let the multivalued function $F: R_{+} \times R^{n}$ satisfy conditions (A1)-(A3) on every compact subinterval of $R_{+}$. If there exist $\phi, \psi \in L_{\mathrm{loc}}^{1}\left(R_{+}, R_{+}\right)$and a monotone nondecreasing function $w \in C\left(R_{+}, R_{+}\right)$with $w(r)>0$ for $r \geqslant \delta>0$ satisfying

$$
\begin{gathered}
|F(t, x)| \leqslant \phi(t) w(|x|)+\psi(t)|x|, \quad t \in R_{+}, \quad x \in R^{n}, \\
\int_{0}^{\infty} \frac{d s}{w(s)}=\infty,
\end{gathered}
$$

then any solution of (5.1) exists in the future.

Example 5.1. - Any solution of the differential inclusion $x^{\prime} \in F(t, x)$ exists in the future, where

$$
F(t, x)=t\left(t^{2}+|x| \ln (|x|+1)\right)+U(t, x), \quad t \in R_{+}, \quad x \in R^{n},
$$

with $U(t, x)=\left\{y \in R^{n}:|y| \leqslant|x|+1\right\}, t \in R_{+}, x \in R^{n}$.
Indeed, we have that

$$
|F(t, x)| \leqslant t^{3}+t|x| \ln (|x|+1)+|x|+1, \quad t \in R_{+}, \quad x \in R^{n},
$$

and we are able to conclude in view of Corollary 5.4.

## 6. - Global existence and uniqueness of solutions of McShane stochastic integral equations.

We will use the techniques developped in the previous sections in order to give a result on the global existence and uniqueness of the solution processes of the stochastic integral system

$$
\begin{align*}
& x^{i}(t)=\alpha^{i}(t)+\sum_{j=1}^{r} \int_{0}^{t} g_{j}^{i}(s, x(s)) d z_{j}(s)+  \tag{6.1}\\
&+\sum_{j, k=1}^{r} \int_{0}^{t} h_{j k}^{i}(s, x(s)) d z_{j}(s) d z_{k}(s), \quad 0 \leqslant t, \quad i=1, \ldots, n
\end{align*}
$$

where the stochastic integrals are interpreted as McShane stochastic integrals.
In the special case in which $\alpha^{i}$ is not depending on time $t$ we have the stochastic differential system

$$
\begin{align*}
& d x^{i}(t)=\sum_{j=1}^{r} g_{j}^{i}(s, x(s)) d z_{j}(s)+  \tag{6.2}\\
&+\sum_{j, k=1}^{r} h_{j k}^{i}(s, x(s)) d z_{j}(s) d z_{k}(s), \quad 0 \leqslant t, \quad i=1, \ldots, n
\end{align*}
$$

with the initial condition

$$
\begin{equation*}
x^{i}(0)=\alpha^{i}, \quad i=1, \ldots, n . \tag{6.3}
\end{equation*}
$$

Let $(\Omega, F, P)$ be a complete probability space and let $\left\{F_{t}, 0 \leqslant t\right\}$ be a family of complete $\sigma$-subalgebras of $F$ such that if $0 \leqslant s \leqslant t$ then $F_{s} \subseteq F_{t}$.

Let $L_{2}$ be the space of all random variables $y: \Omega \rightarrow R$ with finite $L_{2}$-norm $\|\cdot\|$ and let $L_{2}^{n}$ be the space of all random variables $x: \Omega \rightarrow R^{n}$ with finite norm $\|\cdot\|_{n}$,

$$
\|x\|_{n}^{2}=\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in L_{2}^{n}
$$

We say that the real valued second order stochastic process $z$ satisfies a $K$-condition if $z$ is adapted to the $F_{t}$ (i.e. $z(t)$ is $F_{t}$-measurable for every $t \geqslant 0$ ) and

$$
\left|E\left[(z(t)-z(s))^{p} / F_{s}\right]\right| \leqslant K|t-s| \quad \text { a.s. whenever } 0 \leqslant s \leqslant t, \quad p=1,2,4 .
$$

An example is a Wiener process with respect to the $F_{t}, 0 \leqslant t$.
We refer to Elworthy [34] and McShane [62] for the basic elements of the McShane stochastic calculus theory. We remind only that if $f:[0, a] \rightarrow L_{2}$ is a measurable process adapted to the $F_{t}$ and if $t \rightarrow\|f(t)\|^{2}$ is Lebesgue integrable on $[0, a]$ then [34,62], if $z_{1}$ and $z_{2}$ satisfy a $K$-condition, the McShane integrals

$$
\int_{0}^{a} f(s) d z_{1}(s), \quad \int_{0}^{a} f(s) d z_{1}(s) d z_{2}(s)
$$

exist and the following estimates hold

$$
\begin{gathered}
\left\|\int_{0}^{a} f(s) d z_{1}(s)\right\| \leqslant C\left\{\int_{0}^{a}\|f(s)\|^{2} d s\right\}^{1 / 2}, \\
\left\|\int_{0}^{a} f(s) d z_{1}(s) d z_{2}(s)\right\| \leqslant C\left\{\int_{0}^{a}\|f(s)\|^{2} d s\right\}^{1 / 2},
\end{gathered}
$$

where $C=(2+8 K a)^{1 / 2}$.
Let $C[0, a]$ denote the space of all processes $x:[0, a] \rightarrow L_{2}^{n}$ which are continuous and adapted to the $F_{t}, 0 \leqslant t \leqslant a$.

A solution to (6.1) on $[0, a]$ is a process $x \in C[0, a]$ which satisfies (6.1) on $[0, a]$.

In this section we sill use the following result
Lemma 6,1. - Let $w, z: R_{+} \rightarrow R_{+}$be continuous, $w(x)>0, z(x)>0$ for $x>0$ and suppose that

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{w(s)}=\infty, \quad \lim _{r \rightarrow \infty} \int_{1}^{r} \frac{d s}{w(s)}=\infty
$$

If there exist constants $L, M>0$ such that

$$
z(r) \leqslant L w(r)\left|\int_{1}^{r} \frac{d s}{w(s)}\right|+M w(r), \quad r>0
$$

then

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{w(s)+z(s)}=\infty, \quad \lim _{r \rightarrow \infty} \int_{1}^{r} \frac{d s}{w(s)+z(s)}=\infty
$$

Proof. - By Theorem 2.3 we have that

$$
\lim _{r \rightarrow \infty} \int_{1}^{r} \frac{d s}{w(s)+z(s)}=\infty
$$

Let us define

$$
w_{1}, z_{1}:(0, \infty) \rightarrow R_{+}, \quad w_{1}(s)=s^{2} w\left(\frac{1}{s}\right), \quad z_{1}(s)=s^{2} z\left(\frac{1}{s}\right), \quad s>0 .
$$

We see that
(•)

$$
\int_{r}^{1} \frac{d s}{w(s)+z(s)}=\int_{1}^{1 / r} \frac{d s}{w_{1}(s)+z_{1}(s)}, \quad 0<r \leqslant 1
$$

By the relation

$$
z(r) \leqslant L w(r) \int_{r}^{1} \frac{d s}{w(s)}+M w(r), \quad 0<r \leqslant 1,
$$

we have that

$$
z_{1}\left(\frac{1}{r}\right) \leqslant L w_{1}\left(\frac{1}{r}\right) \int_{1}^{1 / r} \frac{d s}{w_{1}(s)}+M w_{1}\left(\frac{1}{r}\right), \quad 0<r \leqslant 1 .
$$

We obtain in view of Theorem 2.3 that

$$
\lim _{r \rightarrow 0} \int_{1}^{1 / r} \frac{d s}{w_{1}(s)+z_{1}(s)}=\infty
$$

and by ( $\bullet$ ) we deduce that

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{w(s)+z(s)}=\infty .
$$

This completes the proof of Lemma 6.1.
We assume that
(H1) the noise processes $z_{j}, j=1, \ldots, r$ satisfy on $R_{+}$a $K$-condition;
(H2) if $f$ is any one of the functions $g_{j}^{i}, h_{j k}^{i}: R_{+} \times L_{2}^{n} \rightarrow L_{2}, i=1, \ldots, n ; k=$ $=1, \ldots, r$, then $f(s, x)$ is continuous in $x$ on $L_{2}^{n}$ for every $s \in R_{+}$and for any $x \in C[0, a]$, the process $t \rightarrow f(t, x(t))$ is measurable and $F_{t}$-adapted with $t \rightarrow\|f(t, x(t))\|^{2}$ bounded on $[0, a]$ for $a>0$;
(H3) there exist $w, z: R_{+} \rightarrow R_{+}$continuous, nondecreasing with $w(r)>0$, $z(r)>0$ for $r>0$ and

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{w(s)}=\infty, \quad \lim _{r \rightarrow \infty} \int_{1}^{r} \frac{d s}{w(s)}=\infty .
$$

such that for some constants $L, M>0$ we have

$$
z(r) \leqslant L w(r)\left|\int_{1}^{r} \frac{d s}{w(s)}\right|+M w(r), \quad r>0
$$

and
$\left\|g_{j}^{i}(t, x)-g_{j}^{i}(t, y)\right\|^{2} \leqslant w\left(\|x-y\|_{n}^{2}\right), \quad i=1, \ldots, n, j=1, \ldots, r, \quad t \in R_{+}, \quad x, y \in L_{2}^{n}$, $\left\|h_{j k}^{i}(t, x)-h_{j k}^{i}(t, y)\right\|^{2} \leqslant z\left(\|x-y\|_{n}^{2}\right), \quad i=1, \ldots, n, j, k=1, \ldots r, \quad t \in R_{+}, x, y \in L_{2}^{n} ;$
(H4) the initial condition $\alpha$ belongs to $C[0, a]$ for every $a>0$.
Theorem 6.1. - Let us suppose that the hypotheses (H1)-(H4) are satisfied. Then there exists a unique solution of (6.1) on $R_{+}$.

Proof. - Let $a>0$. We will first prove the existence of a solution of the equation (6.1) on $[0, a]$.

We define the operator $T: C[0, a] \rightarrow C[0, a]$ by

$$
T x(t)=x(t)+\sum_{j=1}^{r} \int_{0}^{t} g_{j}(s, x(s)) d z_{j}(s)+\sum_{j, k=1}^{r} \int_{0}^{t} h_{j k}(s, x(s)) d z_{j}(s) d z_{k}(s), \quad 0 \leqslant t \leqslant a .
$$

Let

$$
P=\max \left\{\sup _{t \in[0, a], i=1, \ldots, n ; j=1, \ldots r}\left\|g_{j}^{i}(t, 0)\right\|^{2}, \sup _{t \in[0, a], i=1, \ldots, n ; k=1, \ldots r}\left\|h_{j k}^{i}(t, 0)\right\|^{2}\right\}
$$

and denote

$$
Q=3 n \sup _{t \in[0, a]}\left\{\|\left.\alpha(t)\right|_{n} ^{2}\right\}+12 n C^{2}\left(r^{2}+r^{4}\right) P a
$$

By Lemma 6.1 we have that the maximal solution (which we will denote again
$m(t)$ ) of the differential equation

$$
m^{\prime}(t)=6 n r^{2} C^{2} w(m(t))+6 n r^{4} C^{2} z(m(t)), \quad 0 \leqslant t
$$

with initial condition $m(0)=Q$ is defined on $R_{+}$.
We consider the set

$$
B=\left\{x \in C[0, a]:\|x(t)\|_{n}^{2} \leqslant m(t), 0 \leqslant t \leqslant a\right\} .
$$

The set $B$ is a closed, bounded and convex subset of the Banach space $C[0, a]$.
Let us show that $T(B) \subset B$. For $x \in B$ we have that

$$
\begin{aligned}
\left\|\int_{0}^{t} g_{j}^{i}(s, x(s)) d z_{j}(s)\right\| \leqslant C\left\{\int_{0}^{t}\left\|g_{j}^{i}(s, x(s))\right\|^{2} d s\right\}^{1 / 2} \leqslant & \\
& \leqslant C\left\{\int_{0}^{t}\left(\left\|g_{j}^{i}(s, x(s))-g_{j}^{i}(s, 0)\right\|+\left\|g_{j}^{i}(s, 0)\right\|^{2} d s\right\}^{1 / 2} \leqslant\right. \\
& \leqslant C\left\{\int_{0}^{t}\left(2\left\|g_{j}^{i}(s, x(s))-g_{j}^{i}(s, 0)\right\|^{2}+2\left\|g_{j}^{i}(s, 0)\right\|^{2}\right) d s\right\}^{1 / 2} \leqslant \\
& \leqslant C\left\{\int_{0}^{t} w\left(\|x(s)\|_{n}^{2}\right) d s+2 P t\right\}^{1 / 2}, \quad 0 \leqslant t \leqslant a,
\end{aligned}
$$

and in a similar way we obtain that

$$
\left\|\int_{0}^{t} h_{j k}^{i}(s, x(s)) d z_{j}(s) d z_{k}(s)\right\| \leqslant C\left\{\int_{0}^{t} z\left(\|x(s)\|_{n}^{2}\right) d s+2 P t\right\}^{1 / 2}, \quad 0 \leqslant t \leqslant a .
$$

We deduce that

$$
\begin{aligned}
\|T x(t)\|_{n} \leqslant \sqrt{n} \sup _{t \in[0, a]}\|\alpha(t)\|_{n}+\sqrt{2 n} r C & \left\{\int_{0}^{t} w\left(\|x(s)\|_{n}^{2}\right) d s+2 P t\right\}^{1 / 2}+ \\
& +\sqrt{2 n} r^{2} C\left\{\int_{0}^{t} z\left(\|x(s)\|_{n}^{2}\right) d s+2 P t\right\}^{1 / 2}, \quad 0 \leqslant t \leqslant a,
\end{aligned}
$$

and since $x \in B$ we obtain that

$$
\begin{aligned}
& \|T x(t)\|_{n} \leqslant\left\{\sqrt{n} \sup _{t \in[0, a]}\|\alpha(t)\|_{n}+\sqrt{2 n} r C\left\{\int_{0}^{t} w(m(s)) d s+2 P a\right\}^{1 / 2}+\right. \\
& \left.\quad+\sqrt{2 n} r^{2} C\left\{\int_{0}^{t} z(m(s)) d s+2 P a\right\}^{1 / 2}\right\}^{2} \leqslant 3 n \sup _{t \in[0, a]}\|\alpha(t)\|_{n}^{2}+ \\
& \quad+12 n C^{2}\left(r^{2}+r^{4}\right) P a+6 n r^{2} C^{2} \int_{0}^{t} w(m(s)) d s+6 n r^{4} C^{2} \int_{0}^{t} z(m(s)) d s= \\
& \quad=Q+6 n r^{2} C^{2} \int_{0}^{t} w(m(s)) d s+6 n r^{4} C^{2} \int_{0}^{t} z(m(s)) d s=m(t), \quad 0 \leqslant t \leqslant a .
\end{aligned}
$$

We proved so that $T(B) \subset B$.
The same method enables us to deduce that

$$
\begin{aligned}
\|T x(t)-T x(s)\|_{n}^{2} & \leqslant 6 n r^{2} C^{2} \int_{s}^{t} w(m(s)) d s+6 n r^{4} C^{2} \int_{s}^{t} z(m(s)) d s+ \\
& +3 n \sup _{t \in[0, a]}\|\alpha(t)-x(s)\|_{n}^{2}+12 n C^{2}\left(r^{2}+r^{4}\right) P(t-s), \quad 0 \leqslant s \leqslant t \leqslant a,
\end{aligned}
$$

thus the set $T(B)$ is equicontinuous.
For $x, y \in B$ we have that

$$
\begin{aligned}
&\left\|T x^{i}(t)-T y^{i}(t)\right\| \leqslant C \sum_{j=1}^{r}\left\{\int_{0}^{t}\left\|g_{j}^{i}(s, x(s))-g_{j}^{i}(s, y(s))\right\|^{2}\right\}^{1 / 2}+ \\
&+C \sum_{j, k=1}^{r}\left\{\int_{0}^{t}\left\|h_{j k}^{i}(s, x(s))-h_{j k}^{i}(s, y(s))\right\|^{2}\right\}^{1 / 2}, \quad 0 \leqslant t \leqslant a,
\end{aligned}
$$

so that (taking into account (H2) and (H3)) $T$ is continuous by the Lebesgue convergence theorem.

Applying Schauder's fixed point theorem (see also [50]) we deduce that $T$ has a fixed point in $B$. This fixed point is a solution of (6.1) on $[0, a]$.

Let us now prove the uniqueness of solutions (6.1).

Suppose that there exist two solutions $x, y \in C[0, a]$ of (6.1) on some interval [ $0, a_{1}$ ] with $0<a_{1} \leqslant a$. We have then that

$$
\begin{aligned}
& \left\|x^{i}(t)-y^{i}(t)\right\| \leqslant C \sum_{j=1}^{r}\left\{\int_{0}^{t}\left\|g_{j}^{i}(s, x(s))-g_{j}^{i}(s, y(s))\right\|^{2}\right\}^{1 / 2}+ \\
& \quad+C \sum_{j, k=1}^{r}\left\{\int_{0}^{t} w\left(\|x(s)-y(s)\|_{n}^{2}\right) d s\right\}^{1 / 2}+C r^{2}\left\{\int_{0}^{t} z\left(\|x(s)-y(s)\|_{n}^{2}\right) d s\right\}^{1 / 2}, \quad 0 \leqslant t \leqslant a_{1},
\end{aligned}
$$

thus

$$
\|x(t)-y(t)\|_{n}^{2} \leqslant 2 n C^{2} r^{2} \int_{0}^{t} w\left(\|x(s)-y(s)\|_{n}^{2}\right) d s+
$$

$$
+2 n C^{2} r^{4} \int_{0}^{t} z\left(\|x(s)-y(s)\|_{n}^{2}\right) d s, \quad 0 \leqslant t \leqslant a_{1}
$$

Since $x(0)=y(0)$, in view of Lemma 6.1, we deduce by Osgood's uniqueness criterion (see [51]) that

$$
\|x(t)-y(t)\|_{n}^{2}=0, \quad 0 \leqslant t \leqslant a_{1} .
$$

Thus equation (6.1) has a unique solution on $[0, a]$ for every $a>0$. We deduce that (6.1) has a unique solution on $R_{+}$.

This completes the proof of Theorem 6.1.
Remark 6.1. - Theorem 6.1 enables us to give a bound for the unique solution of equation (6.1):

$$
\|x(t)\|_{n}^{2} \leqslant m(t), \quad 0 \leqslant t
$$

Remark 6.2. - For $w(t)=z(t)=M t, t \in R_{+}(M>0)$ we obtain the existence and uniqueness theorem of Angulo Ibanez and Gutierrez Jaimez [3].

When $\alpha$ is not depending on time we obtain the existence and uniqueness theorem of McShane [62]. Note also that our requirements are weaker is some aspects than those made in [34] (Elworthy requires Lipschitz conditions on $g_{j}^{i}$ and $h_{i j, k}$ ).

## 7. - Successive approximations to solutions, global existence and uniqueness for Ito stochastic differential equations.

Let $(\Omega, F, P)$ be a complete probability space and let $\left\{F_{t}, 0 \leqslant t\right\}$ be a family of complete $\sigma$-subalgebras of $F$ such that $F_{s} \subset F_{t}$ if $0 \leqslant s \leqslant t$.

Let $W(t), t \geqslant 0$, be the $m$-dimensional $\left(F_{t}\right)$-Brownian motion on $\left(\Omega, F, P,\left(F_{t}\right)\right)$. Let $f(t, x)$ be an $R^{n}$-valued measurable function defined on $R_{+} \times R^{n}$ and let $g(t, x)=$ $=\left(g_{i}(t, x)\right)_{i=1, m}$, where each $g_{i}(t, x), i=1, m$, is a $R^{n}$-valued measurable function on $R_{+} \times R^{n}$.

We consider the Ito stochastic integral equation

$$
\begin{equation*}
X(t)=X_{0}+\int_{0}^{t} f(s, X(s)) d s+\int_{0}^{t} g(s, X(s)) d W(s) \tag{7.1}
\end{equation*}
$$

where $X_{0}$ is an $F_{0}$-measurable, $R^{n}$-valued function independent of the Brownian motion $W(t), t \geqslant 0$, and with $E\left|X_{0}\right|^{2}<\infty$.

Equation (7.1) is equivalent to the stochastic Ito type initial value problem

$$
\begin{gather*}
d X(t)=f(t, X(t))+g(t, X(t)) d W(t),  \tag{7.2}\\
X(0)=X_{0} \quad \text { a.e. }
\end{gather*}
$$

Let us consider the sequence of stochastic processes which are defined by the successive approximations

$$
\begin{equation*}
X_{i}(t)=X_{0}+\int_{0}^{t} f\left(s, X_{i-1}(s)\right) d s+\int_{0}^{t} g\left(s, X_{i-1}(s)\right) d W(s), \quad i=1,2, \ldots \tag{7.4}
\end{equation*}
$$

As Ito [48] proved, the convergence of the sequence of stochastic processes dedfined by the successive approximations (7.4) is guaranteed under the conditions ( $L>0$ is a constant)

$$
\begin{gathered}
|f(t, x)-f(t, y)|+|g(t, x)-g(t, y)| \leqslant L|x-y| \text { (Lipschitz condition), } \\
|f(t, x)|^{2}+|g(t, x)|^{2} \leqslant L^{2}\left(1+|x|^{2}\right) \text { (growth condition) }
\end{gathered}
$$

Yamada [75] proved the convergence of successive approximations to solutions under more general condictions than Ito's and Taniguchi [71] extended Yamada's result.

We will show that the results of the previous sections enable us, using a method similar to the method of Taniguchi [71], to give more general conditions under which on any finite interval $[0, T]$, the sequence of stochastic processes defined by the successive approximations (7.4) converges uniformly to a unique solution of (7.1) (by uniqueness we mean pathwise uniqueness, i.e. if $X(t)$ and $Y(t)$ are two solutions, then $P\left(\sup _{t \in[0, T]}\{|X(t)-Y(t)|\}=0\right)=1$, and not uniqueness in the law sense, i.e. solutions have the same distributions; note that pathwise uniqueness is stronger that uniqueness in the law sense-see Yamada and Watanabe [74]).

Theorem 7.1. - Suppose that the following conditions are satisfied:
(i) the functions $f(t, x)$ and $g(t, x)$ are measurable functions on $R_{+} \times R^{n}$ and continuous in $x$ for each fixed $t \in R_{+}$, with $|f(t, 0)|,|g(t, 0)| \in L_{\mathrm{loc}}^{2}\left(R_{+}, R_{+}\right)$;
(ii) there exist $\phi, \psi \in L_{\mathrm{loc}}^{1}\left(R_{+}, R_{+}\right)$and $w, z \in C\left(R_{+}, R_{+}\right)$nondecreasing, $w(r)>0, z(r)>0$ for $r>0$ and

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{w(s)}=\infty, \quad \lim _{r \rightarrow \infty} \int_{1}^{r} \frac{d s}{w(s)}=\infty,
$$

such that for some constant $L>0$ we have that

$$
z(r) \leqslant L w(r)\left|\int_{1}^{r} \frac{d s}{w(s)}\right|+L w(r), \quad r>0
$$

and

$$
\begin{array}{ll}
E|f(t, X)-f(t, Y)|^{2} \leqslant \phi(t) w\left(E|X-Y|^{2}\right), & t \in R_{+}, X, Y \in L^{2}\left(\Omega, R^{n}\right), \\
E|g(t, X)-g(t, Y)|^{2} \leqslant \psi(t) z\left(E|X-Y|^{2}\right), & t \in R_{+}, \quad X, Y \in L^{2}\left(\Omega, R^{n}\right) .
\end{array}
$$

Then, for any finite interval $[0, T]$, the sequence $\left\{X_{i}(t)\right\}, 0 \leqslant t \leqslant T$, defined by the successive approximations (7.4), converges uniformly a unique solution of (7.1).

Proof. - If $X \in L^{2}\left(\Omega, R^{n}\right)$ we have that
$E|f(t, X)|^{2} \leqslant 2 E|f(t, X)-f(t, 0)|^{2}+2|f(t, 0)|^{2} \leqslant$

$$
\leqslant 2 \phi(t) w\left(E|X|^{2}\right)+2|f(t, 0)|^{2}, \quad 0 \leqslant t \leqslant T,
$$

and similarly

$$
E|g(t, X)|^{2} \leqslant 2 \psi(t) z\left(E|X|^{2}\right)+2|g(t, 0)|^{2}, \quad 0 \leqslant t \leqslant T
$$

Fix $T>0$. We will prove first that $\left\{E\left|X_{i}(t)\right|^{2}\right\}, i \geqslant 0$, are uniformly bounded on $[0, T]$.

The conditions imposed on $w$ and $z$ guarantee (in view of Lemma 6.1) that the differential equation

$$
u^{\prime}=6(1+T)(\phi(t) w(u)+\psi(t) z(u))+6(1+T)\left(|f(t, 0)|^{2}+|g(t, 0)|^{2}\right)
$$

with initial condition $u(0)=u_{0}>3 E\left|X_{0}\right|^{2}$, has a solution $u(t)$ (in the sense of Carathéodory) defined on $R_{+}$.

We have that

$$
\begin{aligned}
E\left|X_{1}(t)\right|^{2} \leqslant & 3 E\left[\left|X_{0}\right|^{2}+\left|\int_{0}^{t} f\left(s, X_{0}\right) d s\right|^{2}+\left|\int_{0}^{t} g\left(s, X_{0}\right) d W(s)\right|^{2}\right] \leqslant \\
& \leqslant 3 E\left|X_{0}\right|^{2}+3 T E \int_{0}^{t}\left|f\left(s, X_{0}\right)\right|^{2} d s+3 E \int_{0}^{t}\left|g\left(s, X_{0}\right)\right|^{2} d s \leqslant 3 E\left|X_{0}\right|^{2}+ \\
& +6(1+T) \int_{0}^{t}\left(\phi(s) w\left(E\left|X_{0}\right|^{2}\right)+\psi(s) z\left(E\left|X_{0}\right|^{2}\right)+|f(s, 0)|^{2}+|g(s, 0)|^{2}\right) d s
\end{aligned}
$$

for all $t \in[0, T]$.
Since

$$
u(t)>E\left|X_{0}\right|^{2}, \quad t \geqslant 0,
$$

we have that

$$
\begin{aligned}
3 E\left|X_{0}\right|^{2}+6(1+T) \int_{0}^{t}\left(\phi(s) w\left(E\left|X_{0}\right|^{2}\right)\right. & \left.+\psi(s) z\left(E\left|X_{0}\right|^{2}\right)+|f(s, 0)|^{2}+|g(s, 0)|^{2}\right) d s \leqslant \\
& \leqslant u_{0}+6(1+T) \int_{0}^{t}(\phi(s) w(u(s))+\psi(s) z(u(s))+ \\
& \left.+|f(s, 0)|^{2}+|g(s, 0)|^{2}\right) d s=u(t), \quad t \in[0, T]
\end{aligned}
$$

thus

$$
E\left|X_{1}(t)\right|^{2} \leqslant u(t), \quad t \in[0, T] .
$$

Let us prove by recurrence that

$$
E\left|X_{i}(t)\right|^{2} \leqslant u(t), \quad t \in[0, T], \quad i=1,2, \ldots
$$

Suppose this is true for $i=k$ and let us prove it for $k+1$.
We observe that

$$
\begin{aligned}
& E\left|X_{k+1}(t)\right|^{2} \leqslant 3 E\left[\left|X_{0}\right|^{2}+\left|\int_{0}^{t} f\left(s, X_{k}(s)\right) d s\right|^{2}+\left|\int_{0}^{t} g\left(s, X_{k}(s)\right) d W(s)\right|^{2}\right] \leqslant \\
& \leqslant 3 E\left|X_{0}\right|^{2}+6(1+T) \int_{0}^{t}\left(\phi(s) w\left(E\left|X_{k}(s)\right|^{2}\right) d s+\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+6(1+T) \int_{0}^{t} \psi(s) z\left(E\left|X_{k}(s)\right|^{2}\right)+|f(s, 0)|^{2}+|g(s, 0)|^{2}\right) d s \leqslant \\
& \leqslant u_{0}+6(1+T) \int_{0}^{t}\left(\phi(s) w(u(s))+\psi(s) z(u(s))+|f(s, 0)|^{2}+|g(s, 0)|^{2}\right) d s=u(t)
\end{aligned}
$$

for $t \in[0, T]$, thus

$$
E\left|X_{k+1}(t)\right|^{2} \leqslant u(t), \quad t \in[0, T] .
$$

We proved so by recurrence that

$$
E\left|X_{i}(t)\right|^{2} \leqslant u(T), \quad t \in[0, T], \quad i=1,2, \ldots
$$

Define now the functions

$$
\begin{gathered}
a_{m n}(t)=E\left|X_{m}(t)-X_{n}(t)\right|^{2}, \\
b_{n}(t)=\sup _{p \geqslant q \geqslant n}\left\{a_{p q}(t)\right\} .
\end{gathered}
$$

We will show that the sequence $\left\{b_{n}(t)\right\}$ has a subsequence $\left\{b_{n_{j}}(t)\right\}$ which converges uniformly on $[0, T]$ to a continuous function $b(t)$.

Since $\left\{E\left|X_{i}(t)\right|^{2}\right\}$ is uniformly bounded on $[0, T]$, there exists a constant $M>0$ such that

$$
a_{m n}(t) \leqslant 2 E\left(\left|X_{n}(t)\right|^{2}+\left|X_{m}(t)\right|^{2}\right)<M, \quad t \in[0, T]
$$

(we can take for instance $M=4 u(T)$ ).
Observe that

$$
\begin{aligned}
& \left|a_{m n}(t)-a_{m n}(s)\right|=|E| X_{m}(t)-\left.X_{n}(t)\right|^{2}-E\left|X_{m}(s)-X_{n}(s)\right|^{2} \mid= \\
& \quad=E\left(\left|X_{m}(t)-X_{n}(t)\right|+\left|X_{m}(s)-X_{n}(s)\right|\right)| | X_{m}(t)-X_{n}(t)\left|-\left|X_{m}(s)-X_{n}(s)\right|\right| \leqslant \\
& \quad \leqslant E\left(\left|X_{m}(t)-X_{n}(t)\right|+\left|X_{m}(s)-X_{n}(s)\right|\right)\left(\left|X_{m}(t)-X_{m}(s)\right|+\left|X_{n}(t)-X_{n}(s)\right|\right) \leqslant \\
& \quad \leqslant\left[E\left(\left|X_{m}(t)-X_{n}(t)\right|+\left|X_{m}(s)-X_{n}(s)\right|\right)^{2}\right]^{1 / 2}\left[E \left(2\left|X_{m}(t)-X_{m}(s)\right|^{2}+\right.\right. \\
& \left.\left.\quad+2\left|X_{n}(t)-X_{n}(s)\right|^{2}\right)\right]^{1 / 2} \leqslant\left[E\left(2\left|X_{m}(t)-X_{n}(t)\right|^{2}+2\left|X_{m}(s)-X_{n}(s)\right|^{2}\right)\right]^{1 / 2} . \\
& \quad \cdot\left[E\left(2\left|X_{m}(t)-X_{m}(s)\right|^{2}+2\left|X_{n}(t)-X_{n}(s)\right|^{2}\right)\right]^{1 / 2}= \\
& \quad=2\left[a_{m n}(t)+a_{m n}(s)\right]^{1 / 2}\left[E\left(\left|X_{m}(t)-X_{m}(s)\right|^{2}+\left|X_{n}(t)-X_{n}(s)\right|^{2}\right)\right]^{1 / 2} .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
E\left|X_{m}(t)-X_{m}(s)\right|^{2} \leqslant E\left[\left|\int_{s}^{t} f\left(\tau, X_{m-1}(\tau)\right) d \tau\right|+\left|\int_{s}^{t} g\left(\tau, X_{m-1}(\tau)\right) d W(\tau)\right|\right]^{2} \leqslant \\
\leqslant 2 T E \int_{s}^{t}\left|f\left(\tau, X_{m-1}(\tau)\right)\right|^{2} d \tau+2 E \int_{s}^{t}\left|g\left(\tau, X_{m-1}(\tau)\right)\right|^{2} d \tau \leqslant \\
\leqslant 4(1+T) \int_{s}^{t}\left(|f(\tau, 0)|^{2}+|g(\tau, 0)|^{2}+\phi(\tau) w(u(\tau))+\psi(\tau) z(u(\tau))\right) d \tau \leqslant \\
\leqslant 4(1+T)(u(t)-u(s)), \quad 0 \leqslant s \leqslant t \leqslant T,
\end{aligned}
$$

so that we obtain

$$
\left|a_{m n}(t)-a_{m n}(s)\right| \leqslant 8 \sqrt{M(1+T)}(u(t)-u(s))^{1 / 2}, \quad 0 \leqslant s \leqslant t \leqslant T .
$$

We deduce that

$$
\begin{aligned}
& 0 \leqslant b_{n}(t)<M, \quad 0 \leqslant t \leqslant T \\
&\left|b_{n}(t)-b_{n}(s)\right| \leqslant 8 \sqrt{M(1+T)}(u(t)-u(s))^{1 / 2}, \quad 0 \leqslant s \leqslant t \leqslant T .
\end{aligned}
$$

By the theorem of Ascoli-Arzelà (see [42, page 2]) there exists a subsequence $\left\{b_{n_{j}}(t)\right\}$ which converges uniformly on $[0, T]$ to a continuous function $b(t)$.

If $m, n \geqslant n_{j+1}$ we have that $m-1, n-1 \geqslant n_{j}$, so that

$$
\begin{aligned}
& a_{m n}(t)=E\left|X_{m}(t)-X_{n}(t)\right|^{2} \leqslant \\
& \leqslant 2 E\left(\left|\int_{0}^{t}\left(f\left(s, X_{m-1}(s)\right)-f\left(s, X_{n-1}(s)\right)\right) d s\right|^{2}+\right. \\
& \left.+\left|\int_{0}^{t}\left(g\left(s, X_{m-1}(s)\right)-g\left(s, X_{n-1}(s)\right)\right) d W(s)\right|^{2}\right) \leqslant \\
& \leqslant 2(1+T) \int_{0}^{t} E\left|f\left(s, X_{m-1}(s)\right)-f\left(s, X_{n-1}(s)\right)\right|^{2} d s+ \\
& +2 \int_{0}^{t} E\left|g\left(s, X_{m-1}(s)\right)-g\left(s, X_{n-1}(s)\right)\right|^{2} d s \leqslant
\end{aligned}
$$

$$
\begin{array}{r}
\leqslant 2(1+T) \int_{0}^{t}\left(\phi(s) w\left(E\left|X_{m-1}(s)-X_{n-1}(s)\right|^{2}\right)+\psi(s) z\left(E\left|X_{m-1}(s)-X_{n-1}(s)\right|^{2}\right)\right) d s \leqslant \\
\leqslant 2(1+T) \int_{0}^{t}\left(\phi(s) w\left(b_{n_{j}}(s)\right)+\psi(s) z\left(b_{n_{j}}(s)\right)\right) d s, \quad 0 \leqslant t \leqslant T,
\end{array}
$$

thus

$$
b_{n_{j+1}}(t) \leqslant 2(1+T) \int_{0}^{t}\left(\phi(s) w\left(b_{n_{j}}(s)\right)+\psi(s) z\left(b_{n_{j}}(s)\right)\right) d s, \quad 0 \leqslant t \leqslant T
$$

Letting $j \rightarrow \infty$, by the continuity of $w$ and $z$ and the dominated convergence theorem of Lebesgue, we obtain

$$
b(t) \leqslant 2(1+T) \int_{0}^{t}(\phi(s) w(b(s))+\psi(s) z(b(s))) d s, \quad 0 \leqslant t \leqslant T .
$$

Taking into account Lemma 6.1 and Osgood's uniqueness criterion (see [60, page 102]), we deduce that $b(t)=0, t \in[0, T]$.

Observe now that if $m, n \geqslant n_{j+1}$, then

$$
E\left(\sup _{0 \leqslant t \leqslant T}\left\{\left|X_{m}(t)-X_{n}(t)\right|^{2}\right\}\right) \leqslant
$$

$$
\begin{aligned}
& \leqslant 2 E\left(\sup _{0 \leqslant t \leqslant T}\left\{\left|\int_{0}^{t}\left[f\left(s, X_{m-1}(s)\right)-f\left(s, X_{n-1}(s)\right)\right] d s\right|^{2}\right\}+\right. \\
& \left.+\sup _{0 \leqslant t \leqslant T}\left\{\left|\int_{0}^{t}\left[g\left(s, X_{m-1}(s)\right)-g\left(s, X_{n-1}(s)\right)\right] d W(s)\right|^{2}\right)\right\} \leqslant \\
& \leqslant 2 T \int_{0}^{T} E\left|f\left(s, X_{m-1}(s)\right)-f\left(s, X_{n-1}(s)\right)\right|^{2} d s+ \\
& +2 \int_{0}^{T} E\left|g\left(s, X_{m-1}(s)\right)-g\left(s, X_{n-1}(s)\right)\right|^{2} d s \leqslant
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant 2(1+T) \int_{0}^{T} \phi(s) w\left(E\left|X_{m-1}(s)-X_{n-1}(s)\right|^{2}\right) d s+ \\
& +2(1+T) \int_{0}^{T} \psi(s) z\left(E\left|X_{m-1}(s)-X_{n-1}(s)\right|^{2}\right) d s \leqslant \\
& \quad \leqslant 2(1+T) \int_{0}^{T}\left(\phi(s) w\left(b_{n_{j}}(s)\right)+\psi(s) z\left(b_{n_{j}}(s)\right)\right) d s \rightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty$, thus $\left\{X_{n}(t)\right\}$ is a Cauchy sequence in the Banach space $B$ of functions $h(t, \omega): R_{+} \times \Omega \rightarrow R^{n}$, measurable in $\omega$ for each fixed $t \in[0, T]$, continuous in $t$ for a.e. $\omega \in \Omega$ and with

$$
E\left(\sup _{0 \leqslant t \leqslant T}\left\{|h(t, \omega)|^{2}\right\}\right)<\infty
$$

this is a Banach space (see Rodkina [59]) with the norm

$$
\|h(t, \omega)\|_{B}=\left\{E\left(\sup _{0 \leqslant t \leqslant T}\left\{|h(t, \omega)|^{2}\right\}\right)\right\}^{1 / 2} .
$$

We deduce that there exists a stochastic process $X(t), 0 \leqslant t \leqslant T$, such that

$$
E\left(\sup _{0 \leqslant t \leqslant T}\left\{\left|X_{i}(t)-X(t)\right|^{2}\right\}\right) \rightarrow 0
$$

as $i \rightarrow \infty$.

## Furthermore

$$
\begin{aligned}
E\left(\operatorname { s u p } _ { 0 \leqslant t \leqslant T } \left\{\mid X_{i}(t)-\left[X_{0}+\int_{0}^{t} f(s, X(s)) d s\right.\right.\right. & \left.\left.\left.+\int_{0}^{t} g(s, X(s)) d W(s)\right]\left.\right|^{2}\right\}\right)= \\
& =E\left(\operatorname { s u p } _ { 0 \leqslant t \leqslant T } \left\{\mid \int_{0}^{t}\left(f\left(s, X_{i-1}(s)\right)-f(s, X(s))\right) d s+\right.\right. \\
& \left.\left.+\left.\int_{0}^{t}\left(g\left(s, X_{i-1}(s)\right)-g(s, X(s))\right) d W(s)\right|^{2}\right\}\right) \leqslant \\
& \leqslant 2 T \int_{0}^{T} E\left|f\left(s, X_{i-1}(s)\right)-f(s, X(s))\right|^{2} d s+ \\
& +2 \int_{0}^{T} E\left|g\left(s, X_{i-1}(s)\right)-g(s, X(s))\right|^{2} d s \leqslant
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & 2(1+T) \int_{0}^{T} \phi(s) w\left(E\left|X_{i-1}(s)-X(s)\right|^{2}\right) d s+ \\
& +2(1+T) \int_{0}^{T} \psi(s) z\left(E\left|X_{i-1}(s)-X(s)\right|^{2}\right) d s \rightarrow 0
\end{aligned}
$$

as $i \rightarrow \infty$, thus

$$
X(t)=X_{0}+\int_{0}^{t} f(s, X(s)) d s+\int_{0}^{t} g(s, X(s)) d W(s), \quad 0 \leqslant t \leqslant T
$$

We proved so that the sequence of successive approximations converges uniformly to a solution of (7.1) on [0,T].

All we are left to prove is the uniqueness of this solution.
Let $X(t)$ and $Y(t)$ be two solutions on $\left[0, t_{0}\right]$ with $X(0)=Y(0)=X_{0}$. We obtain

$$
\begin{array}{r}
E|X(t)-Y(t)|^{2} \leqslant 2(1+T) \int_{0}^{t}\left(\phi(s) w\left(E|X(s)-Y(s)|^{2}\right)+\psi(s) z\left(E|X(s)-Y(s)|^{2}\right)\right) d s \\
0 \leqslant t \leqslant t_{0}
\end{array}
$$

and by Lemma 6.1 we conclude that $E|X(t)-Y(t)|^{2}=0,0 \leqslant t \leqslant t_{0}$. Thus, for any $t \in\left[0, t_{0}\right], P(X(t)=Y(t))=1$, and so for a countable dense subset $S \subset\left[0, t_{0}\right]$,

$$
P(X(t)=Y(t), t \in S)=1
$$

Using the a.e. continuity of $X$ and $Y$, we get

$$
P\left(\sup _{0 \leqslant t \leqslant t_{0}}\{|X(t)-Y(t)|\}>0\right)=0
$$

which implies the pathwise uniqueness of solutions of (7.1).
This completes the proof of Theorem 7.1.
Remark 7.1. - Instead of the assumption

$$
E|f(t, X)-f(t, Y)|^{2} \leqslant \dot{\phi}(t) w\left(E|X-Y|^{2}\right), \quad t \in R_{+}, \quad X, Y \in L^{2}\left(\Omega, R^{n}\right)
$$

we can suppose that

$$
|f(t, x)-f(t, y)|^{2} \leqslant \phi(t) w\left(|x-y|^{2}\right), \quad t \in R_{+}, \quad x, y \in R^{n}
$$

is the function $w$ is a concave on $R_{+}$(a simple application of Jensen's inequality [36] shows that the second condition implies the first one). The same remark applies if $r \rightarrow w^{2}(r) / r$ is concave on $R_{+}$(see [70]).

Corollary 7.1 [71]. - For the stochastic differential equation (7.1), suppose that the following conditions are satisfied:
(i) $|f(t, x)-f(t, y)|^{2}+|g(t, x)-g(t, y)|^{2} \leqslant \lambda(t) \alpha\left(|x-y|^{2}\right)$;
(ii) $|f(t, 0)|,|g(t, 0)| \in L_{\mathrm{loc}}^{2}\left(R_{+}, R_{+}\right)$;
where $\lambda \in L_{\mathrm{lec}}^{1}\left(R_{+}, R_{+}\right)$and $\alpha \in C\left(R_{+} R_{+}\right)$is monotone nondecreasing, concave, with $x(0)=0$ and such that

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{\alpha(s)}=\infty
$$

Then, on any finite interval $[0, T]$, the sequence $\left\{X_{i}(t)\right\}, 0 \leqslant t \leqslant T$, defined by the successive approximations (7.4), converges uniformly to a unique solution of (7.1).

Proof. - Since $\alpha$ is concave on $R_{+}$, there exist positive constants $a>0, b>0$, with

$$
\alpha(r) \leqslant a+b r, \quad r \in R_{+} .
$$

We can conclude in view of Theorem 7.1 and Remark 7.1.
Remark 7.2. - If $\lambda(t)=1, t \in R_{+}$, Corollary 7.1 becomes Yamada's theorem [75]. In the particular case $\alpha(r)=r, r \in R_{+}$, and $\lambda(t)=L>0, t \in R_{+}$, we obtain Ito's conditions [48]. Note that the result of Da Prato [55] is a particular case of Corollary 7.1.

Corollary 7.2 [70]. - For the stochastic differential equation (7.1), suppose that the following conditions are satisfied:
(i) $|f(t, x)-f(t, y)|^{2}+|g(t, x)-g(t, y)|^{2} \leqslant \lambda(t) x\left(|x-y|^{2}\right)$;
(ii) $|f(t, 0)|,|g(t, 0)| \in L_{\mathrm{loc}}^{2}\left(R_{+} R_{+}\right)$;
where $\lambda \in L_{\text {loc }}^{1}\left(R_{+}, R_{+}\right)$and $\alpha \in C\left(R_{+}, R_{+}\right)$is monotone nondecreasing, concave, with $\alpha(0)=0$ and such that

$$
r \rightarrow \frac{\alpha^{2}(r)}{r}
$$

is concave on $R_{+}$and

$$
\lim _{r \rightarrow 0} \int_{r}^{1} \frac{d s}{\alpha(s)}=\infty
$$

Then, on any finite interval $[0, T]$, the sequence $\left\{X_{i}(t)\right\}, 0 \leqslant t \leqslant T$, defined by the successive approximations (7.4), converges uniformly to a unique solution of (7.1).

Proof. - If $a>0, b>0$ are such that

$$
\frac{\alpha^{2}(r)}{r} \leqslant a+b r, \quad r \in R_{+},
$$

we deduce that

$$
\alpha(r) \leqslant(a+\sqrt{b}) r+1, \quad r \in R_{+},
$$

and we can apply Theorem 7.1 (taking into account Remark 7.1).
Remark 7.3. - A nontrivial example of a function a satisfying the conditions of Corollary 7.2 is

$$
\alpha(r)=r\left[\ln \left(\frac{1}{r}\right)\right]^{1 / 2}, \quad \frac{1}{e}>r>0 ; \quad \alpha(r)=\sqrt{\frac{r}{e}}, \quad r \geqslant \frac{1}{e} .
$$

In both Corollaries, we have a single nonlinear function of $E|X-Y|^{2}$ which bounds the expression

$$
E|f(t, X)-f(t, Y)|^{2}+E|g(t, X)-g(t, Y)|^{2} .
$$

Theorem 7.1 enables us to consider two separate bounds for

$$
E|f(t, X)-f(t, Y)|^{2}
$$

and respectively

$$
E|g(t, X)-g(t, Y)|^{2}
$$

which are not comparable (in the sense stated in the Introduction) in a neighborhood of $\infty$.

## 7. - Applications to global inversion of local diffeomorphisms.

If $f: R^{n} \rightarrow R^{n}$ is of class $C^{1}$ and

$$
\operatorname{det} f^{\prime}(x) \neq 0, \quad x \in R^{n}
$$

we have by the inverse function theorem [56, page 32] that $f$ is a local diffeomorphism at every point of $R^{n}$.

In this section we will show that the continuation method of Conti with the results stated in Section 2 can be applied in order to give sufficient conditions for $f$ to be injective and so a global diffeomorphism $f: R^{n} \rightarrow f\left(R^{n}\right)$ and a sufficient condition for $f$ to be bijective and so a global diffeomorphism onto $R^{n}$. As particular cases of our result we have the celebrated theorem of Hadamard [40] and the theorem of Caccioppoli-Ba-nach-Mazur $[6,17]$ in the particular case of local diffeomorphisms $f: R^{n} \rightarrow R^{n}$ as well as some recent results of Zampieri [77].

In our theorems we will use a nonnegative auxiliary scalar coercive function, that is, a continuous mapping $k: R^{n} \rightarrow R_{+}$such that

$$
k(x) \rightarrow \infty \quad \text { as }|x| \rightarrow \infty
$$

The use of such functions in the context of global inversion theorems is due to Zampieri [77]. Our method is similar to Zampieri's method.

If $k: R^{n} \rightarrow R_{+}$we define

$$
D_{v}^{+} k(x)=\lim _{h \rightarrow 0^{+}} \frac{k(x+h v)-k(x)}{h}
$$

for all $x, v \in R^{n}$.
Theorem 8.1. - The mapping $f \in C^{1}\left(R^{n}, R^{n}\right)$ is a global diffeomorphism $R^{n} \rightarrow$ $\rightarrow f\left(R^{n}\right)$ if
(i) $\operatorname{det} f^{\prime}(x) \neq 0, x \in R^{n}$;
(ii) there exists a point $x_{0} \in R^{n}$ and a locally Lipschitzian coercive function $k: R^{n} \rightarrow R_{+}$such that

$$
D_{v}^{+} k(x) \leqslant w(k(x)), \quad v=-f^{\prime}(x)^{-1}\left(f(x)-f\left(x_{0}\right)\right), \quad x \in R^{n},
$$

where $w \in \mathfrak{R}_{0}$.
Proof. - Consider the Cauchy problem

$$
\begin{equation*}
x^{\prime}=F(x), \quad x(0)=\bar{x}, \tag{8.1}
\end{equation*}
$$

with $F(x)=-f^{\prime}(x)^{-1}\left(f(x)-f\left(x_{0}\right)\right), x \in R^{n}$.
Since $F$ is continuous there is local existence for (8.1).
Let us prove that we have also uniqueness for the Cauchy problem (8.1).
If $x(t, \tilde{x})$ is a solution of (8.1) defined on some neighborhood of zero, we observe that for all $t$ for which this solution is defined, we have

$$
f^{\prime}(x(t, \tilde{x}))\left(x^{\prime}(t, \tilde{x})\right)=-\left(f(x(t, \tilde{x}))-f\left(x_{0}\right)\right)
$$

thus

$$
\left[e^{t}\left(f(x(t, \tilde{x}))-f\left(x_{0}\right)\right)\right]^{\prime}=0
$$

and an integration yields

$$
f(x(t, \tilde{x}))-f\left(x_{0}\right)=e^{-t}\left(f(\tilde{x})-f\left(x_{0}\right)\right)
$$

for all $t$ for which this solution is defined.
We have so that

$$
f(x(t, \tilde{x}))=f\left(x_{0}\right)+e^{-t}\left(f(\tilde{x})-f\left(x_{0}\right)\right)
$$

and since $f$ is a local diffeomorphism at $\tilde{x}$ we obtain that there is uniqueness for (6.1).

From the continuity of $F$ and from the uniqueness for (8.1) we have also continuous dependence on the initial conditions for (8.1) (see [25, page 17]).

Let now $A\left(x_{0}\right)$ be the «basin of attraction» of $x_{0}$, i.e. the set of all points $\widetilde{x} \in R^{n}$ such that the maximal solution $t \rightarrow x(t, \widetilde{x})$ of (8.1) with $x(0, \tilde{x})=\widetilde{x}$ is defined in the future and $\lim _{t \rightarrow \infty} x(t, \tilde{x})=x_{0}$.

The set $A\left(x_{0}\right)$ is not void since $x_{0} \in A\left(x_{0}\right)$-the Cauchy problem (8.1) with $\bar{x}=x_{0}$ has the unique solution $x\left(t, x_{0}\right)=x_{0}, t \geqslant 0$.

We prove now that $A\left(x_{0}\right)$ is open and $f / A\left(x_{0}\right)$ is one-to-one.
Let $x_{1} \in A\left(x_{0}\right)$. We denote $x\left(t, x_{1}\right)=x_{1}(t), t \geqslant 0$.
Let $U$ and $V$ be respectively neighborhoods of $x_{0}$ and $f\left(x_{0}\right)$ so that $f / U: U \rightarrow V$ is a diffeomorphism (this choice is possible by the inverse function theorem).

We choose $\varepsilon>0, \delta>0$ such that

$$
\begin{gathered}
\left|f(x)-f\left(x_{0}\right)\right|<\varepsilon \quad \text { if }\left|x-x_{0}\right|<\delta, \\
\left\{x \in R^{n}:\left|x-x_{0}\right|<2 \delta\right\} \subset U \\
\left\{y \in R^{n}:\left|y-f\left(x_{0}\right)\right|<2 \varepsilon\right\} \subset V
\end{gathered}
$$

Since $\lim _{t \rightarrow \infty} x_{1}(t)=x_{0}$, there is a $T>0$ such that

$$
\left|x_{1}(t)-x_{0}\right|<\delta, \quad t \geqslant T .
$$

By the continuous dependence on the initial conditions for (8.1) there is a $\gamma=$ $=\gamma(\delta, T)$ such that the solution $x_{2}(t)=x\left(t, x_{2}\right)$ exists on [0,T] and $\left|x_{1}(t)-x_{2}(t)\right|<\delta$ for $t \in[0, T]$ provided that $\left|x_{1}-x_{2}\right|<\gamma$.

We deduce that if $\left|x_{1}-x_{2}\right|<\min \{\delta, \gamma\}$ then $x_{2}(t)$ is defined on [0, T] and

$$
\begin{gathered}
\left|x_{2}(T)-x_{0}\right| \leqslant\left|x_{2}(T)-x_{1}(T)\right|+\left|x_{1}(T)-x_{0}\right|<2 \delta, \\
\left|f\left(x_{2}(t)\right)-f\left(x_{1}(t)\right)\right| \leqslant e^{-t}\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|<\varepsilon, \quad t \in[0, T] .
\end{gathered}
$$

Define

$$
x_{2}(t)=f^{-1}\left(f\left(x_{1}(t)\right)+e^{-t}\left(f\left(x_{2}\right)-f\left(x_{1}\right)\right)\right), \quad t>T .
$$

This can be done since

$$
\begin{aligned}
& \left|f\left(x_{1}(t)\right)+e^{-t}\left(f\left(x_{2}\right)-f\left(x_{1}\right)\right)-f\left(x_{0}\right)\right| \leqslant\left|f\left(x_{1}(t)\right)-f\left(x_{0}\right)\right|+ \\
& \quad+e^{-t} \mid f\left(x_{2}\right)-\left(f\left(x_{1}\right) \mid<2 \varepsilon, \quad t \geqslant T,\right.
\end{aligned}
$$

and

$$
\left|x_{2}(T)-x_{0}\right|<2 \delta .
$$

We proved so that $x_{2}(t)$ is defined in the future (recall that we have uniqueness for (8.1)).

Since

$$
x_{2}(t)=f^{-1}\left(f\left(x_{1}(t)\right)+e^{-t}\left(f\left(x_{2}\right)-f\left(x_{1}\right)\right)\right), \quad t>T,
$$

we deduce that

$$
\lim _{t \rightarrow \infty} x_{2}(t)=x_{0}
$$

The preceding facts can be resumed as follows: if $\left|x_{1}-x_{2}\right|<\min \{\delta, \gamma\}$ then $x_{2} \in A\left(x_{0}\right)$. We proved so that $A\left(x_{0}\right)$ is open.

In order to prove that $f / A\left(x_{0}\right)$ is one-to-one, suppose that $x_{1}, x_{2} \in A\left(x_{0}\right)$ are such that $f\left(x_{1}\right)=f\left(x_{2}\right)$. We deduce that

$$
f\left(x\left(t, x_{1}\right)\right)-f\left(x\left(t, x_{2}\right)\right)=e^{-t}\left(f\left(x_{1}\right)-f\left(x_{2}\right)\right)=0 .
$$

Let $T>0$ be such that

$$
\left|x\left(t, x_{1}\right)-x_{0}\right|+\left|x\left(t, x_{2}\right)-x_{0}\right|<\varepsilon, \quad t \geqslant T .
$$

Since $f\left(x\left(t, x_{1}\right)\right)=f\left(x\left(t, x_{2}\right)\right), t \geqslant T$, by the way in which we chose $\varepsilon$ (remember that $\left|f\left(x\left(t, x_{1}\right)\right)-f\left(x_{0}\right)\right|<\delta$ and $\left|f\left(x\left(t, x_{2}\right)\right)-f\left(x_{0}\right)\right|<\delta$ for $\left.t \geqslant T\right)$ we deduce that

$$
x\left(t, x_{1}\right)=x\left(t, x_{2}\right), \quad t \geqslant T .
$$

From the uniqueness property of (8.1) we obtain that $x_{1}=x_{2}$, thus $f / A\left(x_{0}\right)$ is one-to-one.

The next step in the proof is to show that if $\widetilde{x} \in b A\left(x_{0}\right)$ (the boundary of $A\left(x_{0}\right)$ ), then the maximal solution $x(t, \tilde{x})$ cannot exist in the future.

We proved that $f / A\left(x_{0}\right)$ is one-to-one so $f / A\left(x_{0}\right): A\left(x_{0}\right) \rightarrow f\left(A\left(x_{0}\right)\right)$ is a homeomorphism. We obtain the existence of an $\beta>0$ such that

$$
\left|f(x)-f\left(x_{0}\right)\right|>\beta, \quad x \in b\left(A\left(x_{0}\right)\right)
$$

Suppose there exists an $\tilde{x} \in b\left(A\left(x_{0}\right)\right)$ such that the maximal solution $x(t, \tilde{x})$ is defined for all $t \in R_{+}$. It is obvious that $x(t, \tilde{x}) \notin A\left(x_{0}\right), t \geqslant 0$.

From the relation

$$
f(x(t, \tilde{x}))-f\left(x_{0}\right)=e^{-t}\left(f(\tilde{x})-\left(x_{0}\right)\right), \quad t \geqslant 0
$$

we obtain that

$$
e^{-t}\left|f(\tilde{x})-f\left(x_{0}\right)\right| \geqslant \beta, \quad t \geqslant 0,
$$

thus

$$
t \leqslant \ln \left(\frac{\left|f(\tilde{x})-f\left(x_{0}\right)\right|}{\beta}\right), \quad t \geqslant 0
$$

which is a contradiction.
We have so that if $\tilde{x} \in b\left(A\left(x_{0}\right)\right)$, then $x(t, \tilde{x})$ does not exist in the future.
On the other hand, the conditions required on $k$ imply by Conti's comparison result (with the slight extension obtained in [20]) that every solution of (8.1) can be defined in the future.

We obtain that $b\left(A\left(x_{0}\right)\right)=\emptyset$ and thus $A\left(x_{0}\right)=R^{n}$. This implies that $f: R^{n} \rightarrow f\left(R^{n}\right)$ is a global diffeomorphism.

Corollary 8.1 [77]. - The mapping $f \in C^{1}\left(R^{n}, R^{n}\right)$ is a global diffeomorphism $R^{n} \rightarrow f\left(R^{n}\right)$ if
(i) $\operatorname{det} f^{\prime}(x) \neq 0, x \in R^{n}$;
(ii) there exists a point $x_{0} \in R^{n}$ and a locally Lipschitzian coercive function $k: R^{n} \rightarrow R_{+}$such that for every $x, v \in R^{n}$,

$$
\lim _{h \rightarrow \infty^{+}} \frac{k(x+h v)-k(x)}{h}
$$

exists and

$$
\sup \left\{\lim _{h \rightarrow 0^{+}} \frac{k(x+h v)-k(x)}{h}: v=-f^{\prime}(x)^{-1}\left(f(x)-f\left(x_{0}\right)\right), x \in R^{n}\right\}<\infty .
$$

Proof. - We apply Theorem 8.1 with $w(r)=M, r \in R_{+}$, where

$$
M=\sup \left\{\lim _{h \rightarrow 0^{+}} \frac{k(x+h v)-k(x)}{h}: v=-f^{\prime}(x)^{-1}\left(f(x)-f\left(x_{0}\right)\right), x \in R^{n}\right\}
$$

Remark 8.1. - The hypotheses of Theorem 8.1 do not guarantee that $f$ is onto $R^{n}$.
Example 8.1. - Let us consider

$$
f: R^{2} \rightarrow R^{2}, \quad f\left(x_{1}, x_{2}\right)=\left(\frac{e^{x_{1}}}{\sqrt{1+x_{2}^{2}}}, \frac{e^{x_{1}} x_{2}}{\sqrt{1+x_{2}^{2}}}\right)
$$

We have that (take $x_{0}=(0,0)$ )

$$
x \cdot F(x) \leqslant 1+|x|^{2}, \quad x \in R^{2},
$$

(for more details, see [77, page 931]).

Defining

$$
k(x)=\ln \left(1+|x|^{2}\right), \quad x \in R^{2},
$$

we have that

$$
D_{F(x)}^{+} k(x) \leqslant 1, \quad x \in R^{2},
$$

thus $f: R^{2} \rightarrow f\left(R^{2}\right)$ is a global diffeomorphism.
On the other hand it is clear that $f\left(R^{2}\right) \neq R^{2}$ since

$$
\frac{e^{x_{1}}}{\sqrt{1+x_{2}^{2}}}>0, \quad x=\left(x_{1}, x_{2}\right) \in R^{2}
$$

Let us now consider the problem of giving sufficient conditions that $f: R^{n} \rightarrow R^{n}$ of class $C^{1}$ with

$$
\operatorname{det} f^{\prime}(x) \neq 0, \quad x \in R^{n}
$$

be a global diffeomorphism onto $R^{n}$.
Theorem 8.2. - The mapping $f \in C^{1}\left(R^{n}, R^{n}\right)$ is a global diffeomorphism onto $R^{n}$ if
(i) $\operatorname{det} f^{\prime}(x) \neq 0, x \in R^{n}$;
(ii) there exists a locally Lipschitzian coercive function $k: R^{n} \rightarrow R_{+}$such that

$$
D_{v}^{+} k(x) \leqslant w(k(x)), \quad v=f^{\prime}(x)^{-1} u, \quad u \in R^{n}, \quad|u|=1,
$$

where $w \in \Re_{0}$.
Proof. - As in the proof of Theorem 8.1 we consider the Cauchy problem

$$
\begin{equation*}
x^{\prime}=F(x), \quad x(0)=\tilde{x}, \tag{8.1}
\end{equation*}
$$

with $F(x)=-f^{\prime}(x)^{-1}\left(f(x)-f\left(x_{0}\right)\right), x \in R^{n}$, where $x_{0} \in R^{n}$ is fixed.
By Theorem 8.1 we have that $f$ is injective.
Considering the opposite vector field to (8.1), namely the differential equation

$$
\begin{equation*}
y^{\prime}=-F(y) \tag{8.2}
\end{equation*}
$$

we have by Conti's comparison theorem (with $k$ as a Lyapunov function) that all solutions of (8.2) are defined in the future thus all solutions of (8.1) are defined in the past.

If $x(t, \tilde{x})$ is a solution of (8.1), then we have that it is continuable in the past and in the future and

$$
f\left(x(t, \tilde{x})-f\left(x_{0}\right)\right)=e^{-t}\left(f(\tilde{x})-f\left(x_{0}\right)\right), \quad t \in R,
$$

thus $f$ maps $x(t, \tilde{x})$ into

$$
\left\{y \in R^{n}: y=f\left(x_{0}\right)+s\left(f(\tilde{x})-f\left(x_{0}\right)\right), 0<s<\infty\right\} .
$$

Since $f$ is locally surjective (thus the image of a neighborhood of $x_{0}$ will be a neighborhood of $f\left(x_{0}\right)$ ) we can conclude the proof.

Corollary 8.2 [77]. - The mapping $f \in C^{1}\left(R^{n}, R^{n}\right)$ is a global diffeomorphism onto $R^{n}$ if
(i) $\operatorname{det} f^{\prime}(x) \neq 0, x \in R^{n}$;
(ii) there exists a coercive function $k \in C^{1}\left(R^{n}, R_{+}\right)$such that

$$
\sup \left\{\left\|k^{\prime}(x) f^{\prime}(x)^{-1}\right\|: x \in R^{n}\right\}<\infty .
$$

Proof. - We apply Theorem 8.2 with $w(r)=M r, r \in R_{+}$, where

$$
M=\sup \left\{\left\|k^{\prime}(x) f^{\prime}(x)^{-1}\right\| ; x \in R^{n}\right\} .
$$

Corollary 8.3 [40]. - Let $f \in C^{1}\left(R^{n}, R^{n}\right)$ with $\operatorname{det} f^{\prime}(x) \neq 0, x \in R^{n}$. Then $f$ is a diffeomorphism onto $R^{n}$ if there exists a function $w \in \mathfrak{R}_{0}$ such that

$$
\left\|f^{\prime}(x)^{-1}\right\| \leqslant w(|x|), \quad x \in R^{n}
$$

Proof. - Taking $k: R^{n} \rightarrow R_{+}, k(x)=|x|$, we obtain that

$$
D_{f^{\prime}(x)^{-1} u}^{+} k(x) \leqslant\left\|f^{\prime}(x)^{-1}\right\| \leqslant w(|x|)=w(k(x)), \quad x \in R^{n} .
$$

An application of Theorem 8.2 yields the result.
Corollary 8.4. - The mapping $f \in C^{1}\left(R^{n}, R^{n}\right)$ is a global diffeomorphism onto $R^{n}$ if
(i) $\operatorname{det} f^{\prime}(x) \neq 0, x \in R^{n}$;
(ii) $f$ is coercive.

Proof. - Defining $k: R^{n} \rightarrow R_{+}, k(x)=\ln \left(1+|f(x)|^{2}\right)$, we obtain that

$$
D_{f^{\prime}(x)^{-1} u}^{+} k(x) \leqslant 1, \quad x \in R^{n},
$$

and so we can apply Theorem 8.2.
Remark 8.2. - Since a global surjective diffeomorphism is coercive we have that the conditions of Theorem 8.2 are also necessary (for the necessity part, we define $k$ as in the proof of Corollary 8.4). It should be also noted that the theorem of Cacciop-poli-Banach-Mazur $[6,17]$ in the particular case of a local diffeomorphism $f: R^{n} \rightarrow$ $\rightarrow R^{n}$ is a consequence of our results since the properness of $f\left(\right.$ i.e. $f^{-1}(C)$ is compact for any compact $C$ ) is equivalent in this case to coerciveness.

Remark 8.3. - Our results are more flexible than the results of Zampieri since we look for a nonnegative auxiliary coercive function $k$ which enables in Corollary 8.2 for example that

$$
\sup \left\{\left\|k^{\prime}(x) f^{\prime}(x)^{-1}\right\|: x \in R^{n}\right\}=\infty
$$

provided that

$$
\left\|\boldsymbol{k}^{\prime}(x) f^{\prime}(x)^{-1}\right\| \leqslant w(k(x)), \quad x \in R^{n}
$$

for some $w \in \mathfrak{R}_{0}$.
Example 8.2. - Let us consider the nonlinear rotation $f: R^{2} \rightarrow R^{2}$ defined by

$$
\left(\begin{array}{lr}
\cos \phi(r) & -\sin \phi(r) \\
\sin \phi(r) & \cos \phi(r)
\end{array}\right)\binom{x_{1}}{x_{2}}
$$

where $r=\sqrt{x_{1}^{2}+x_{2}^{2}}$. The mapping $f$ is of class $C^{1}$ if $\phi: R \rightarrow R$ is even and of class $C^{2}$.

We have that $f^{\prime}(x)^{-1}$ is given by

$$
\left(\begin{array}{cc}
\cos \phi(r)+x_{2} \phi^{\prime}(r) \cos (\theta+\phi(r)) & \sin \phi(r)+x_{2} \phi^{\prime}(r) \sin (\theta+\phi(r)) \\
-\sin \phi(r)-x_{1} \phi^{\prime}(r) \cos (\theta+\phi(r)) & \cos \phi(r)-x_{1} \phi^{\prime}(r) \sin (\theta+\phi(r))
\end{array}\right)
$$

where $x_{1}=r \cos \theta, x_{2}=r \sin \theta$.
It is easy to see that

$$
\left\|f^{\prime}(x)^{-1}\right\| \leqslant \sqrt{2}\left(1+r\left|\phi^{\prime}(r)\right|\right)=\sqrt{2}\left(1+|x|\left|\phi^{\prime}(|x|)\right|\right), \quad x \in R^{2} .
$$

If

$$
\int_{1}^{\infty} \frac{d s}{1+s\left|\phi^{\prime}(s)\right|}=\infty
$$

we deduce by Corollary 8.3 that $f$ is a diffeomorphism onto $R^{2}$.
If in addition we have

$$
\frac{\pi}{2}<\phi(r) \leqslant \pi, \quad \phi^{\prime}(r) \geqslant 0, \quad r \geqslant 0,
$$

then

$$
\operatorname{tr} f^{\prime}(x)<0, \quad \operatorname{det} f^{\prime}(x)=1>0, \quad x \in R^{2}
$$

and, since $f$ is globally one-to-one, we obtain that $x=0$ is a global sink for $x^{\prime}=f(x)$ (see [78]).

Remark 6.4. - In the particular case of Example 8.2 when $r \rightarrow r \phi^{\prime}(r)$ is bounded
on $R_{+}$, Zampieri and Gorni [78] showed that fis injective. One can see that in thiscase actually $f$ is a diffeomorphism onto $R^{2}$.

Acknowledgement. This paper was revised while the author was visiting the Institute of Mathematics «U. Dini», University of Florence with a grant offered by the «Institut Non-Linéaire de Nice». The author expresses his gratitude to Professor Roberto Conti for his careful reading and helpful advices and to Professor Gabriele Villari for his useful suggestions.

## REFERENCES

[1] O. Akinyele, On partial stability and boundedness of degree $k$, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur., 65 (1978), pp. 259-264.
[2] V. A. Alexandrov - N. S. Dairbekov, Remarks on the theorem of M. and S. Radulescu about an initial value problem for the differential equation $x^{(n)}=f(t, x)$, Rev. Roumaine Math. Pures Appl., 37 (1992), pp. 95-102.
[3] J. M. Angulo Ibanez - R. Gutierrez Jaimez, On the existence and uniqueness of the solution processes in McShane's stochastic integral equation systems, Ann. Sci. Univ. Blaise Pascal, 92 (1988), pp. 1-9.
[4] L. Arnold, Stochastic Differential Equations, J. Wiley \& Sons, New York (1974).
[5] J. P. Aubin - A. Cellina, Differential Inclusions, Springer-Verlag, Heidelberg, New York, Berlin (1984).
[6] S. Banach - S. Mazur, Uber mehrdeutige stetige Abbildungen, Studia Math., 5 (1934), pp. 174-178.
[7] P. R. Beesack, Asymptotic behavior of solutions of some general nonlinear differential equations and integral inequalities, Proc. Roy. Soc. Edinburgh, 98A (1984), pp. 49-67.
[8] R. Bellman, The stability of solutions of linear differential equations, Duke Math. J., 10 (1943), pp. 643-647.
[9] S. R. Bernfeld, The extendability of solutions of perturbed scalar differential equations, Pacific J. Math., 4 (1972), pp. 277-288.
[10] I. Bihari, A generalization of a lemma of Bellman and its application to uniqueness of differential equations, Acta Math. Acad. Sci. Hungar., 7 (1956), pp. 71-94.
[11] T. F. Bulgakov, Properties of sets of solutions of differential inclusions, J. Differential Equations, 12 (1977), pp. 683-687.
[12] T. A. Burton, On the equation $x^{\prime \prime}+f(x) h\left(x^{\prime}\right) x^{\prime}+g(x)=e(t)$, Ann. Mat. Pura Appl., 85 (1970), pp. 277-285.
[13] T. A. Burton, A continuation result for differential equations, Proc. Amer. Math. Soc., 67 (1977), pp. 272-276.
[14] T. A. Burton - C. G. Townsend, On the generalized Liénard equation with forcing term, J. Differential Equations, 4 (1968), pp. 620-633..
[15] T. A. Burton - R. C. Grimmer, Stability properties of $\left(r(t) u^{\prime}\right)^{\prime}+a(t) f(u) g\left(u^{\prime}\right)=0$, Monatsh. Math., (19)74, pp. 211-222.
[16] D. W. Bushaw, The differential equation $x^{\prime \prime}+g\left(x, x^{\prime}\right)+h(x)=e(t)$, Terminal Report on Contract AF, Hollman Air Force Base, New Mexico (1958).
[17] R. Caccioppoli, Sugli elementi uniti delle trasformazioni funzionali: un teorema di esistenza e unicità ed alcune sue applicazioni, Rend. Sem. Mat. Padova, 3 (1932), pp. 1-15.
[18] R. Campanini, Sulla prolungablità e sulla limitatezza parziale delle soluzioni di sistemi di equazioni differentiali, Boll. Un. Mat. Ital. Funzion. Appl., Ser. VI, Vol. III-C, 1 (1984), pp. 75-84.
[19] A. Constantin, A Gronwall-like inequality and its applications, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur., Serie IX, Vol. I, Fasc. 2 (1990), pp. 111-115.
[20] A. Constantin, Some observations on a Conti's result, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur., Serie IX, Vol. II, Fasc. 2 (1991), pp. 137-145.
[21] A. Constantin, On pointwise estimates for solutions of Volterra integral equations, Boll. Un. Mat. Ital., 6-A (1982), pp. 248-258.
[22] R. Conti, Limitazioni «in ampiezza» delle soluzioni di un sistema di equazioni differenziali e applicazioni, Boll. Un. Mat. Ital., 11 (1956), pp. 344-350.
[23] R. Conti, Sulla prolungabilità delle soluzioni di un sistema di equazioni differentiali ordinarie, Boll. Un. Mat. Ital., 11 (1956), pp. 510-514.
[24] R. Conti - G. Sansoni, Non-Linear Differential Equations, Pergamon Press, London (1964).
[25] W. Coppel, Stability and Asymptotic Behavior of Differential Equations, Heath, Boston (1965).
[26] C. Corduneavu, Sur la stabilité partielle, Rev. Roumaine Math. Pures Appl., 9 (1964), pp. 229-236.
[27] F. M. Dannan, Integral inequalities of Gronwall-Bellman-Bihari type and asymptotic behavior of certain second order nonlinear differential equations, J. Math. Anal. Appl, 108 (1985), pp. 151-164.
[28] F. M. Dannan, Submultiplicative and subadditive functions and integral inequalities of Bellman-Bihari type, J. Math. Anal. Appl., 120 (1986), pp. 631-646.
[29] J. L. Davy, Properties of solution sets of a generalized differential equation, Bull. Austral. Math. Soc., 6 (1972), pp. 379-398.
[30] U. D. Dhongade - S. G. Deo, Some generalizations of Bellman-Bihari integral inequalities, J. Math. Anal. Appl., 44 (1973), pp. 218-226.
[31] U. D. Dhongade - S. G. Deo, Pointwise estimates of solutions of some Volterra integral equations, J. Math. Anal. Appl., 45 (1974), pp. 615-628.
[32] U. D. Dhongade - S. G. Deo, A nonlinear generalization of Biahri's inequality, Proc. Amer. Math. Soc., 54 (1976), pp. 211-216.
[33] R. D. Driver, Existence theory for a delay differential system, Contrib. Differential Equations, 1 (1963), pp. 317-336.
[34] K. D. Elworthy, Stochastic Differential Equations on Manifolds, London Math. Soc. Lecture Notes, Series 70, Cambridge University Press (1982).
[35] A. F. Filippov, Differential Equations with Discontinuous Right-Hand Sides, Kluwer Academic Publ., Dordrecht (1988).
[36] Th. Gard, Introduction to Stochastic Differential Equations, Marcel Dekker, New York (1988).
[37] A. N. Godunov, On Peano's theorem in Banach spaces, Functional Anal. Appl., 9 (1975), pp. 53-55.
[38] J. R. Graef, On the generalized Liénard equation with negative damping, J. Differential Equations, 12 (1972), pp. 34-62.
[39] J. R. Graef - P. W. Spikes, Asymptotic behavior of solutions of a second order nonlinear differential equation, J. Differential Equations, 17 (1975), pp. 461-476.
[40] J. Hadamard, Sur les transformations ponctuelles, Bull. Soc. Math. France, 34 (1906), pp. 71-84.
[41] J. K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York (1977).
[42] J. K. Hale, Ordinary Differential Equations, Krieger Publ. Comp., Florida (1980).
[43] J. E. Hall, Quantitative estimates for nonlinear differential equations by Liapunov functions, J. Differential Equations, 2 (1966), pp. 173-181.
[44] T. Hara - T. Yoneyama - J. Sugie, Continuation results for differential equations by two Lyapunov functions, Ann. Mat. Pura Appl., 133 (1983), pp. 79-92.
[45] T. Hara - T. Yoneyama - J. Sugie, Continuability of solutions of perturbed differential equations, Nonlinear Analysis, 8 (1984), pp. 963-975.
[46] P. Hartman, Ordinary Differential Equations, Birkhäuser, Basel (1982).
[47] H. Hermes, The generalized differential equation $x^{\prime} \in R(t, x)$, Adv. Math., 4 (1970), pp. 149-169.
[48] K. Iro, On stochastic differential equations, Memoirs Amer. Math. Soc., 4 (1951).
[49] G. E. Ladas - V. Lakshmikantham, Differential Equations in Abstract Spaces, Academic Press, New York (1972).
[50] G. S. LADDE - S. SEIKKALA, Existence, uniqueness and upper estimates for solutions of McShane type stochastic differential systems, Stochastic Anal. Appl., 4 (1986), pp. 409429.
[51] V. Lakshmikantham - S. Leela, Differential and Integral Inequalities, Vol. I, Academic Press, New York (1969).
[52] Y. Nagabuchi - M. Yamamoto, On the oscillation of solutions for Liénard equation with perturbing term, Math. Japonica, 37 (1982), pp. 629-636.
[58] B. Oksendal, Stochastic Differential Equations, Springer-Verlag, Heidelberg, New York, Berlin (1985).
[54] M. Pinto, Integral inequalities of Bihari-type and applications, Funk. Ekvacioj, 33 (1990), pp. 387-403.
[55] G. Da Prato, Equazioni differenziali stocastiche, Boll. Un. Mat. Ital., 17 (1980), pp. 25-59.
[56] G. Prodi - A. Ambrosetti, Analisi Non Lineare, Quaderni della Scuola Normale Superiore, Pisa (1973).
[57] M. Raduleschu - S. Radulescu, Global inversion theorems and applications to differential equations, Nonlinear Analysis, 4 (1980), pp. 951-965.
[58] R. Reissig - G. Sansone - R. Conti, Nichtlineare Differentialgleichungen Höherer Ordnung, Cremonese, Roma (1969).
[59] A. E. Rodkina, On existence and uniqueness of solutions of stochastic differential equations with heredity, Stochastic Monographs, 12 (1984), pp. 187-200.
[60] G. Sansone, Equazioni Differenziali nel Campo Reale, Parte Seconda, Zanichelli Ed., Bologna (1963).
[61] S. W. SEaH, Existence of solutions and asymptotic equilibrium of multivalued differential systems, J. Math. Anal. Appl., 89 (1982), pp. 648-663.
[62] E. J. McShane, Stochastic Calculus and Stochastic Models, Academic Press, New York (1974).
[63] E. J. McShane, Stochastic differential equations, J. Multivariate Analysis, 5 (1975), pp. 121-177.
[64] A. V. Skorohod, Studies in the Theory of Random Processes, Addison-Wesley, New York (1965).
[65] P. Souplet, Etude des solutions globales de certaines équations différentielles ordinaires du second ordre non linéaires, C. R. Acad. Sci. Paris, 313 (1991), pp. 365-370.
[66] A. Stokes, The application of a fixed point theorem to a variety of non-linear stability problems, Contrib. of the Theory of Non-Linear Oscillations, 5 (1960), pp. 173-184.
[67] A. Strauss, A note on a global existence res̈ult of $R$. Conti, Boll. Un. Mat. Ital., 22 (1967), pp. 434-441.
[68] J. Sugie, Continuability of solutions of the generalized Liénard system with time lag, Proc. Japan. Acad., 60 (1984), pp. 357-360.
[69] J. Sugie, Global Existence and Boundedness of Solutions of Differential Equations, Ph. D. Thesis, Tohoku University (1990).
[70] T. Taniguchi, On sufficient conditions for non-explosion of solutions to stochastic differential equations, J. Math. Anal. Appl., 153 (1990), pp. 549-561.
[71] T. Taniguchi, Successive approximations to solutions of stochastic differential equations, J. Differential Equations, 96 (1992), pp. 152-169.
[72] T. Taniguchi, Global existence of solutions of differential inclusions, J. Math. Anal. Appl., 166 (1992), pp. 45-51.
[73] A. Winter, The non-local existence problem of ordinary differential equations, Amer. J. Math., 67 (1945), pp. 277-284.
[74] T. Yamada - S. Watanabe, On the uniqueness of solutions of stochastic differential equations, J. Math. Kyoto Univ., 11 (1971), pp. 155-167.
[75] T. Yamada, On the successive approximation of solutions of stochastic differential equations, J. Math. Kyoto Univ., 21 (1981), pp. 501-515.
[76] T. Yoshizawa, Stability Theory by Liapunov's Second Method, Mathematical Society of Japan, Tokyo (1966),
[77] G. Zampieri, Diffeomorphisms between Banach space domains, Nonlinear Analysis, 19 (1992), pp. 923-932.
[78] G. Zampieri - D. Gorni, On the Jacobian conjecture for global asymptotic stability, J. Dynamics Differential Equations, 4 (1992), pp. 43-55.
[79] E. Zeidler, Nonlinear Functional Analysis and its Applications, Springer-Verlag, New York (1984).


[^0]:    ${ }^{(*)}$ Entrata in Redazione il 10 luglio 1993.
    Indirizzo dell'A: Courant Institute of Mathematical Sciences, 251 Mercer Street, New York, N.Y. 10012.

